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Introduction

This introduction has a dual purpose: it explains

the book’s approach and the organization of the

chapters; and it points up some important topics

that receive insufficient attention in the book (and

provides an inexhaustive list of references for ad-

ditional reading). This introduction will be of most

use to teachers and graduate students. Anyone with-

out a strong economics background who is finding

it tough going on a first reading should turn straight

to Chapter 1.

Overview of the Field and
Coverage of the Book

The field of corporate finance has undergone a

tremendous mutation in the past twenty years. A

substantial and important body of empirical work

has provided a clearer picture of patterns of corpo-

rate financing and governance, and of their impact

for firm behavior and macroeconomic activity. On

the theoretical front, the 1970s came to the view

that the dominant Arrow–Debreu general equilib-

rium model of frictionless markets (presumed per-

fectly competitive and complete, and unhampered

by taxes, transaction costs, and informational asym-

metries) could prove to be a powerful tool for an-

alyzing the pricing of claims in financial markets,

but said little about the firms’ financial choices and

about their governance. To the extent that financial

claims’ returns depend on some choices such as in-

vestments, these choices, in the complete market

paradigm of Arrow and Debreu, are assumed to be

contractible and therefore are not affected by moral

hazard. Furthermore, investors agree on the distri-

bution of a claim’s returns; that is, financial markets

are not plagued by problems of asymmetric infor-

mation. Viewed through the Arrow–Debreu lens, the

key issue for financial economists is the allocation of

risk among investors and the pricing of redundant

claims by arbitrage.

Relatedly, Modigliani and Miller in two papers in

1958 and 1963 proved the rather remarkable result

that under some conditions a firm’s financial struc-

ture, for example, its choice of leverage or of divi-

dend policy, is irrelevant. The simplest set of such

conditions is the Arrow–Debreu environment (com-

plete markets, no transaction costs, no taxes, no

bankruptcy costs).1 The value of a financial claim is

then equal to the value of the random return of this

claim computed at the Arrow–Debreu prices (that

is, the prices of state-contingent securities, where a

state-contingent security is a security delivering one

unit of numéraire in a given state of nature). The to-

tal value of a firm, equal to the sum of the values of

the claims it issues, is thus equal to the value of the

random return of the firm computed at the Arrow–

Debreu prices. In other words, the size of the pie is

unaffected by the way it is carved.

Because we have little to say about firms’ finan-

cial choices and governance in a world in which the

Modigliani–Miller Theorem applies, the latter acted

as a detonator for the theory of corporate finance,

a benchmark whose assumptions needed to be re-

laxed in order to investigate the determinants of

financial structures. In particular, the assumption

that the size of the pie is unaffected by how this pie

is distributed had to be discarded. Following the lead

of a few influential papers written in the 1970s (in

particular, Jensen and Meckling 1976; Myers 1977;

Ross 1977), the principal direction of inquiry since

the 1980s has been to introduce agency problems at

various levels of the corporate structure (managerial

team, specific claimholders).

1. For more general conditions, see, for example, Stiglitz (1969,
1973, 1974) and Duffie (1992).



2 Introduction

This shift of attention to agency considerations

in corporate finance received considerable support

from the large empirical literature and from the

practice of institutional design, both of which are

reviewed in Part I of the book. Chapters 1 and 2 of-

fer introductions to corporate governance and cor-

porate financing, respectively. They are by no means

exhaustive, and do not do full justice to the impres-

sive body of empirical and institutional knowledge

that has been developed in the last two decades.

Rather, these chapters aim at providing the reader

with an overview of the key institutional features,

empirical regularities, and policy issues that will mo-

tivate and guide the subsequent theoretical analysis.

The theoretical literature on the microeconomics

of corporate finance can be divided into several

branches.

The first branch, reviewed in Part II, focuses en-

tirely on the incentives of the firm’s insiders. Out-

siders (whom we will call investors or lenders) are

in a principal–agent relationship with the insiders

(whom we will call borrowers, entrepreneurs, or

managers). Informational asymmetries plague this

agency relationship. Insiders may have private in-

formation about the firm’s technology or environ-

ment (adverse selection) or about the firm’s realized

income (hidden knowledge);2 alternatively outsiders

cannot observe the insiders’ carefulness in selecting

projects, the riskiness of investments, or the effort

they exert to make the firm profitable (moral haz-

ard). Informational asymmetries may prevent out-

siders from hindering insider behavior that jeopar-

dizes their investment.

Financial contracting in this stream of literature is

then the design of an incentive scheme for the insid-

ers that best aligns the interests of the two parties.

The outsiders are viewed as passive cash collectors,

who only check that the financial contract will allow

them to recoup on average an adequate rate of re-

turn on their initial investment. Because outsiders

do not interfere in management, the split of returns

among them (the outsiders’ return is defined as a

2. The distinction between adverse selection and hidden knowledge
is that insiders have private information about exogenous (environ-
mental) variables at the date of contracting in the case of adverse
selection, while they acquire such private information after contract-
ing in the case of hidden knowledge.

residual, once insiders’ compensation is subtracted

from profit) is irrelevant. That is, the Modigliani–

Miller Theorem applies to outside claims and there is

no proper security design. One might as well assume

that the outsiders hold the same, single security.

Chapter 3 first builds a fixed-investment moral-

hazard model of credit rationing. This model, to-

gether with its variable-investment variant devel-

oped later in the chapter, will constitute the work-

horse for this book’s treatment. It is then applied to

the analysis of a few standard themes in corporate

finance: the firm’s temptation to overborrow, and

the concomitant need for covenants restricting fu-

ture borrowing; the sensitivity of investment to cash

flow; and the notion of “debt overhang,” according

to which profitable investments may not be under-

taken if renegotiation with existing claimants proves

difficult. Third, it extends the basic model to allow

for an endogenous choice of investment size. This

extension, also used in later chapters, is here applied

to the derivation of a firm’s borrowing capacity. The

supplementary section covers three related models

of credit rationing that all predict that the division

of income between insiders and outsiders takes the

form of inside equity and outside debt.

Chapter 4 analyzes some determinants of borrow-

ing capacity. Factors facilitating borrowing include,

under some conditions, diversification, existence of

collateral, and willingness for the borrower to make

her claim illiquid. In each instance, the costs and

benefits of these corporate policies are detailed. In

contrast, the ability for the borrower to renegoti-

ate for a bigger share of the pie reduces her ability

to borrow. The supplementary section develops the

themes of group lending and of sequential-projects

financing, and draws their theoretical connection

to the diversification argument studied in the main

text.

Chapter 5 looks at multiperiod financing. It first

develops a model of liquidity management and

shows how liquidity requirements and lines of credit

for “cash-poor” firms can be natural complements to

the standard solvency/maximum leverage require-

ments imposed by lenders. Second, the chapter

shows that the optimal design of debt maturity and

the “free-cash-flow problem” encountered by cash-

rich firms form the mirror image of the “liquidity
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shortage problem” faced by firms generating insuf-

ficient net income in the short term. In particular, the

model is used to derive comparative statics results

on the optimal debt maturity structure. It is shown,

for example, that the debt of firms with weak bal-

ance sheets should have a short maturity structure.

Third, the chapter provides an integrated account of

optimal liquidity and risk management. It first devel-

ops the benchmark case in which the firm optimally

insulates itself from any risk that it does not control.

It then studies in detail five theoretical reasons why

firms should only partially hedge. Finally, the chap-

ter revisits the sensitivity of investment to cash flow,

and demonstrates the possibility of a “soft budget

constraint.”

Chapter 6 introduces asymmetric information be-

tween insiders and outsiders at the financing stage.

Investors are naturally concerned by the prospect

of buying into a firm with poor prospects, that is, a

“lemon.” Such adverse selection in general makes it

more difficult for insiders to raise funds. The chap-

ter relates two standard themes from the contract-

theoretic literature on adverse selection, market

breakdown, and cross-subsidization of bad borrow-

ers by good ones, to two equally familiar themes

from corporate finance: the negative stock price

reaction associated with equity offerings and the

“pecking-order hypothesis,” according to which is-

suers have a preference ordering for funding their

investments, from retained earnings to debt to hy-

brid securities and finally to equity. The chapter

then explains why good borrowers use dissipative

signals; it again revisits familiar corporate finance

observations such as the resort to a costly cer-

tifier, costly collateral pledging, short-term debt

maturities, payout policies, limited diversification,

and underpricing. These dissipative signals are re-

grouped under the general umbrella of “issuance of

low-information-intensity securities.”

Chapter 7, a topics chapter, first analyzes the

two-way interaction between corporate finance and

product-market competition: how do market charac-

teristics affect corporate financing choices? How do

other firms, rivals or complementors, react to the

firm’s financial structure? Direct (profitability) and

indirect (benchmarking) effects are shown to affect

the availability of funds as well as financial structure

decisions (debt maturity, financial muscle, corporate

governance).

The chapter then extends the class of insider in-

centive problems. While the standard incentive prob-

lem is concerned with the possibility that insiders

waste resources and reduce average earnings, man-

agers can engage in moral hazard in other dimen-

sions, not so much to reduce their efforts or gen-

erate private benefits, but rather to alter the very

performance measures on which their reward, their

tenure in the firm, or the continuation of the project

are based. We call such behaviors “manipulations of

performance measures” and analyze three such be-

haviors: increase in risk, forward shifting of income,

and backward shifting of income.

The second branch of corporate finance addresses

both insiders’ and outsiders’ incentives by taking a

less passive view of the role of outsiders. While they

are disconnected from day-to-day management, out-

siders may occasionally affect the course of events

chosen by insiders. For example, the board of direc-

tors or a venture capitalist may dismiss the chief

executive officer or demand that insiders alter their

investment strategy. Raiders may, following a take-

over, break up the firm and spin off some divisions.

Or a bank may take advantage of a covenant viola-

tion to impose more rigor in management. Insiders’

discipline is then provided by their incentive scheme

and the threat of external interference in manage-

ment.

The increased generality brought about by the

consideration of outsiders’ actions has clear costs

and benefits. On the one hand, the added focus on

the claimholders’ incentives to control insiders de-

stroys the simplicity of the previous principal–agent

structure. On the other hand, it provides an escape

from the unrealism of the Modigliani–Miller Theo-

rem. Indeed, claimholders must be given proper

incentives to intervene in management. These incen-

tives are provided by the return streams attached

to their claims. The split of the outsiders’ total

return among the several classes of claimholders

now has real implications and security design is no

longer a trivial appendix to the design of managerial

incentives.

This second branch of corporate finance can itself

be divided into two subbranches. The first, reviewed
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in Part III, analyzes the monitoring of management

by one or several securityholders (large shareholder,

main bank, venture capitalist, etc.). As we just dis-

cussed, the monitors in a sense are insiders them-

selves as they must be given proper incentives to

fulfill their mission. The material reviewed in Part III

might therefore be more correctly described as the

study of financing in the presence of multiple in-

siders (managers plus monitors). We will, however,

maintain the standard distinction between nonex-

ecutive parties (the securityholders, some of which

have an active monitoring role) and executive offi-

cers. But we should keep in mind the fact that the

division between insiders and outsiders is not a fore-

gone conclusion.

Chapter 8 investigates the social costs and bene-

fits of passive monitoring, namely, the acquisition,

by outsiders with purely speculative motives, of in-

formation about the value of assets in place; and it

shows how they relate to the following questions.

Why are entrepreneurs and managers often compen-

sated through stocks and stock options rather than

solely on the basis of what they actually deliver: prof-

its and losses? Do shareholders who are in for the

long term benefit from liquid and deep secondary

markets for shares?

The main theme of the chapter is that a firm’s

stock market price continuously provides a measure

of the value of assets in place and therefore of the

impact of managerial behavior on investor returns.

In Chapter 9, by contrast, active monitoring curbs

the borrower’s moral hazard (alternatively, it could

alleviate adverse selection). Monitoring, however,

comes at some cost: mere costs for the monitors

of studying the firms and their environment, moni-

tors’ supranormal profit associated with a scarcity of

monitoring capital, reduction in future competition

in lending to the extent that incumbent monitors ac-

quire superior information on the firm relative to

competing lenders, block illiquidity, and monitors’

private benefits from control.

Part IV develops a control-rights approach to cor-

porate finance. Chapter 10 analyzes the allocation

of formal control between insiders and outsiders.

A firm that is constrained in its ability to secure

financing must allocate (formal) control rights be-

tween insiders and outsiders with a view to creating

pledgeable income; that is, control rights should

not necessarily be granted to those who value

them most. This observation generates a rationale

for “shareholder value” as well as an empirically

supported connection between firms’ balance-sheet

strength and investors’ scope of control. The chap-

ter then shows how (endogenously) better-inform-

ed actors (management, minority block sharehold-

ers) enjoy (real) control without having any formal

right to decide; and argues that the extent of man-

agerial control increases with the strength of the

firm’s balance sheet and decreases with the (en-

dogenous) presence of monitors. Finally, Chapter 10

analyzes the allocation of control rights among

different classes of securityholders. While the para-

digm reviewed in Part III already generated conflicts

among the securityholders by creating different re-

ward structures for monitors and nonmonitors, this

conflict was an undesirable side-product of the in-

centive structure required to encourage monitoring.

As far as monitoring was concerned, nonmonitors

and monitors had congruent views on the fact that

management should be monitored and constrained.

Chapter 10 shows that conflicts among security-

holders may arise by design and that control rights

should be allocated to securityholders whose in-

centives are least aligned with managerial interests

when firm performance is poor.

Chapter 11 focuses on a specific control right,

namely, raiders’ ability to take over the firm. As de-

scribed in Chapter 1, this ability is determined by

the firm’s takeover defense choices (poison pills,

dual-vote structures, and so forth), as well as by the

regulatory environment. In order not to get bogged

down by country- and time-specific details, we first

develop a “normative theory of takeovers,” identi-

fying their two key motivations (bringing in new

blood and ideas, and disciplining current manage-

ment) and studying the social efficiency of takeover

policies adopted by the firms. The chapter then turns

to the classical theory of the tendering of shares in

takeover contests and of the free-rider problem, and

studies firms’ choices of poison pills and dual-class

voting rules.

A third branch of modern corporate finance, re-

viewed in Part V, takes into account the existence

of investors’ clienteles and thereby returns to the
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classical view that securityholders differ in their

preferences for state-contingent returns. For in-

stance, it emphasizes the fact that individual inves-

tors as well as corporations attach a premium to the

possibility of being able to obtain a decent return on

their asset portfolio if they face the need to liqui-

date it. Chapter 12 therefore studies consumer liq-

uidity demand. Consumers who may in the future

face liquidity needs value flexibility regarding the

date at which they can realize (a decent return on)

their investment. It identifies potential roles for fi-

nancial institutions as (a) liquidity pools, preventing

the waste associated with individual investments in

low-yield, short-term assets, and (b) insurers, allow-

ing consumers to smooth their consumption path

when they are hit by liquidity shocks; and argues

that the second role is more fragile than the first

in the presence of arbitrage by financial markets. It

then studies bank runs. Finally, the chapter argues

that heterogeneity in the consumers’ preference for

flexibility segments investors into multiple cliente-

les, with consumers with short horizons demanding

safe (low-information-intensity) securities and those

with longer horizons being rewarded through equity

premia for holding risky securities.

Part VI analyzes the implications of corporate

finance for macroeconomic activity and policy. Much

evidence has been gathered that demonstrates a

substantial impact of liquidity and leverage prob-

lems on output, investment, and modes of financ-

ing. As we will see, the agency approach to corpo-

rate finance implies that economic shocks tend to be

amplified by the existence of financial constraints,

and offers a rationale for some macroeconomic phe-

nomena such as credit crunches and liquidity short-

ages. Economists since Irving Fisher have acknow-

ledged the role of credit constraints in amplifying

recessions and booms. They have distinguished be-

tween the “balance-sheet channel,” which refers to

the influence of firms’ balance sheets on investment

and production, and the “lending channel,” which

focuses on financial intermediaries’ own balance

sheets. Chapter 13 sets corporate finance in a gen-

eral equilibrium environment, enabling the endoge-

nous determination of factor prices (interest rates,

wages). It also shows that transitory balance-sheet

effects may have long-term (poverty-trap) effects on

individual families or countries altogether, and in-

vestigates the factors of dynamic complementarities

or substitutabilities.

Capital reallocations (mergers and acquisitions,

sales of property, plants and equipment) serve to

move assets from low- to high-productivity uses,

and, as emphasized in several chapters, may further

be driven by managerial discipline and pledgeable

income creation concerns. Chapter 14 endogenizes

the resale value of assets in capital reallocations.

It first focuses on specialized assets, which can be

resold only within the firm’s industry. Their resale

value then hinges on the presence in the industry of

other firms that have (a) a demand for the assets and

(b) the financial means to purchase them. A central

focus of the analysis is whether firms build too much

or too little “financial muscle” for use in future ac-

quisitions. Second, the chapter studies nonspecial-

ized assets, which can be redeployed in other indus-

tries, and looks at the dynamics of credit constraints

and economic activity depending on whether these

assets are or are not the only stores of value in the

economy.

Chapter 15 investigates the very existence of

stores of value in the economy, as these stores of

value condition the corporate sector’s ability to meet

liquidity shocks in the aggregate. It builds on the

analysis of Chapter 5 to derive individual firms’ de-

mand for liquid assets and then looks at equilibrium

in the market for these assets. It is shown that the

private sector creates its own liquidity and that this

“inside liquidity” may or may not suffice for a proper

functioning of the economy. A shortage of inside

liquidity makes “outside liquidity” (existing rents,

government-created liquidity backed by future tax-

ation) valuable and has interesting implications for

the pricing of assets.

Laws and regulations that affect the borrowers’

ability to pledge income to their investors, and more

generally the many public policies that influence

corporate profitability and pledgeable income (tax,

labor and environmental laws, prudential regulation,

capital account liberalization, exchange rate man-

agement, and so forth) have a deep impact on the

firms’ ability to secure funding and on their design

of financial structure and governance. Chapter 16

defines “contracting institutions” as referring to the
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public policy environment at the time at which bor-

rowers, investors and other stakeholders contract;

and “property rights institutions” as referring to

the resilience or time-consistency of these policies.

Chapter 16 derives a “topsy-turvy principle” of pol-

icy preferences, according to which for a widespread

variety of public policies, the relative preference of

heterogeneous borrowers switches over time: bor-

rowers with weak balance sheets have, before they

receive funding, the highest demand for investor-

friendly public policies, but they are the keenest to

lobby to have these policies repudiated once they

have secured financing. This principle is applied to

public policies affecting the legal enforcement of col-

lateral, income, and control rights pledges made by

borrowers, and is shown to alter the levels of col-

lateral, the maturity of debts, and the allocation of

control. The chapter then shows that borrowers ex-

ert externalities (mediated by the political process)

through their design of financial structures. Finally,

it studies the emergence of public policies in an

environment in which policies are set by majority

rule.

The book contains a large number of exercises.

While some are just meant to help the reader gain fa-

miliarity with the material, many others have a dual

purpose and cover insights derived in contributions

that are not surveyed or little emphasized in the core

of the text; a few exercises develop results not avail-

able in the literature. I would like to emphasize that

solving exercises is, as in other areas of study, a

key input into mastering corporate finance theory.

Students will find many of these exercises challeng-

ing, but hopefully eventually rewarding. With this

perspective, the reader will find in Part VII answers

and hints to most exercises as well as a few re-

view questions and exercises. Also see the website

for the book at http://www.pupress.princeton.edu/

titles/8123.html, where these exercises, answers,

and some lecture transparencies are available for

lecturers to download and adapt for their own use,

with appropriate acknowledgement.

Approach

While tremendous progress has been made on the

theoretical front in the past twenty years, the lack

of a unified framework often disheartens students of

corporate finance. The wide discrepancy of assump-

tions across papers not only lengthens the learning

process, but it also makes it difficult for outsiders

to identify the key economic elements driving the

analyses. This diversity of modeling approaches is

a natural state of affairs and is even beneficial for a

young, unexplored field, but is a handicap when we

try to take stock of our progress in understanding

corporate finance.

The approach taken here obeys four precepts. The

first is to stick as much as possible to the same mod-

eling choices. The book employs a single, elementary

model in order to illustrate the main economic in-

sights. While this unified apparatus does not do jus-

tice to the wealth of modeling tools encountered in

the literature, it has a pedagogic advantage in that

it economizes the reader’s investment in new mod-

eling to study each economic issue. Conceptually,

this controlled experiment highlights new insights

by minimizing modifications from one chapter to

the next. (The supplementary material in Chapter 3

discusses at some length some alternative modeling

choices.)

Second, the exposition aims at simplifying model-

ing as much as possible. I will try to indicate when

this involves a loss of generality. But hopefully it

will become clear that the phenomena and insights

are robust to more general assumptions. In this re-

spect, I will insist as much as possible on deriving the

optimal structure of financing and corporate gover-

nance, so as to ensure that the institutions we derive

are robust; that is, by exhausting contracting pos-

sibilities, we check that the incentive problems we

focus on cannot be eliminated.

Third, original contributions have been reorga-

nized and sometimes reinterpreted slightly, for a

couple of reasons. First, it is common (and natu-

ral!) that authors do not realize the significance of

their contributions at the time they write their arti-

cles; consequently, they may motivate the paper a bit

narrowly, without fully highlighting the key insights

that others will subsequently build on. Relatedly,

a textbook must take advantage of the benefits of

hindsight. Second, the book represents a systematic

attempt at organizing the field in a coherent manner.

Original articles are often motivated by a specific
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application: dividend policy, capital structure, stock

issues, stock repurchases, hedging, etc.; while such

an application-driven approach is natural for re-

search purposes, it does not fit well with a general

treatment of the field since the same model would

have to be repeated several times throughout a book

that would be structured around applications. I do

hope that the original authors will not take offense

at this “remodeling” and will rather see it as a tribute

to the potency and generality of their ideas.

Fourth, the book is organized in a “horizontal”

fashion (by theoretical themes) rather than a “ver-

tical” one (with a division according to applications:

debt, dividends, collateral, etc.). The horizontal ap-

proach is preferable for an exposition of the theory

because it conveys the unity of ideas and does not

lead to a repetition of the same material in multiple

locations in the book. For readers more interested

in a specific topic (say, for empirical purposes), this

approach often requires combining several chapters.

The links indicated within the chapters should help

perform the necessary connections.

Prerequisites and Further Reading

The following chapters are by and large self-contain-

ed. Some institutional and empirical background is

supplied in Part I. This background is written with

the perspective of the ensuing theoretical treatment.

For a much more thorough treatment of the institu-

tions of corporate finance, the reader may consult,

for example, Allen, Brealey, and Myers (2005), Grin-

blatt and Titman (2002), or Ross, Westerfield, and

Jaffe (1999).

Very little knowledge of contract theory and in-

formation economics is required. Familiarity with

these fields, however, is useful in order to grasp

more advanced topics (again, we will stick to fairly

elementary modeling). The books by Laffont (1989)

and Salanié (2005) offer concise treatments of con-

tract theory. A more exhaustive treatment of con-

tract theory will be found in the textbooks by Bolton

and Dewatripont (2005) and Martimort and Laffont

(2002). Shorter treatments can be found in the rele-

vant chapters in Kreps (1990), Mas Colell, Whinston,

and Green (1995), and Fudenberg and Tirole (1991,

Chapter 7 on mechanism design). At a lower level,

Milgrom and Roberts (1992) will serve as a useful

motivation and introduction. Let us finally mention

the survey by Hart and Holmström (1987), which

offers a good introduction to the methodology of

moral hazard, labor contracts, and incomplete con-

tracting, and that by Holmström and Tirole (1989),

which covers a broader range of topics and is non-

technical.

Similarly, no knowledge of the theory of corpo-

rate finance is required. Two very useful references

can be used to complement the material developed

here. Hart (1995) provides a much more complete

treatment of a number of topics contained in Part IV,

and is highly recommended reading. Freixas and Ro-

chet (1997) offers a thorough treatment of credit

rationing and, unlike this book, covers the large

field of banking theory.3 Further useful background

reading in corporate finance can be found in New-

man, Milgate, and Eatwell (1992), Bhattacharya, Boot,

and Thakor (2004), and Constantinides, Harris, and

Stulz (2003). Finally, the reader can also consult

Amaro de Matos (2001) for a treatment at a level

comparable with that of this book.

Some Important Omissions

Despite its length, the book makes a number of

choices regarding coverage. Researchers, students,

and instructors will therefore benefit from taking a

broader perspective. Without any attempt at exhaus-

tivity and in no particular order, this section indi-

cates a few areas in which the omissions are par-

ticularly glaring, and includes a few suggestions for

further reading.

Empirics

As its title indicates, the book focuses on theory.

Some of the key empirical findings are reviewed in

Chapters 1 and 2 and serve as motivation in later

chapters. Yet, the book falls short of even paying an

appropriate tribute to the large body of empirical

results established in the last thirty years, let alone

of providing a comprehensive overview of empirical

corporate finance.

3. Another reference on the theory of banking is Dewatripont and
Tirole (1994), which is specialized and focuses on regulatory aspects.
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As in other fields of economics, some of the most

exciting work involves tying the empirical analysis

closely together with theory. I hope that, despite

its strong theoretical bias, empirical researchers will

find the book useful in their pursuit of this endeavor.

Theory

The book either does not cover or provides insuffi-

cient coverage of the following topics.

Taxes. To escape the Modigliani–Miller irrelevance

results, researchers, starting with Modigliani and

Miller themselves, first turned to the impact of taxes

on the financial structure. Taxes affect financing in

several ways. For example, in the United States and

many other countries, equity is taxed more heavily

than debt at the corporate level, providing a pref-

erence of firms for leverage.4 The so-called “static

tradeoff theory,” first modeled by Kraus and Litzen-

berger (1973) and Scott (1976), used this fact to

argue that the firms’ financial structure is deter-

mined by a tradeoff between the tax savings brought

about by leverage and the financial cost of the en-

hanced probability of bankruptcy associated with

high debt. The higher the tax advantages of debt, the

higher the optimal debt–equity ratio. Conversely, the

higher the nondebt tax shields, the lower the desired

leverage.5 Taxes also affect payout choices; indeed,

much empirical work has investigated the tax cost

for firms of paying shareholders in dividends rather

than through stock repurchases, which may bear a

lower tax burden.6

For two reasons, the impact of taxes will be dis-

cussed only occasionally. First, the effects are usu-

ally conceptually straightforward, and the intellec-

tual challenge is by and large the empirical one

of measuring their magnitude. Second, taxes are

4. In order to avoid concluding that firms should issue only debt,
and no equity, early contributions assumed that bankruptcy is costly.
Because more leverage increases the probability of financial distress,
equity reduces bankruptcy costs. (Bankruptcy costs, unlike taxes, will
be studied in the book.)

5. These predictions have received substantial empirical support
(see, for example, Mackie-Mason 1990; Graham 2003). There is a large
literature on financial structures and the tax system (Swoboda and
Zechner 1995). A recent entry is Hennessy and Whited (2005), who de-
rive a tax-induced optimal financial structure in the presence of taxes
on corporate income, dividends, and interest income (as well as equity
flotation costs and distress costs).

6. See Lewellen and Lewellen (2004) for a study of the tax benefits
of equity under dividend distribution and share repurchase policies.

country- and time-specific, making it difficult to

draw general conclusions.7

Bubbles. Asset price bubbles, that is, the wedge

between the price of financial claims and their fun-

damental,8 have long been studied through the lens

of aggregate savings and intertemporal efficiency.9

Some recent work was partly spurred by the dra-

matic NASDAQ bubble of the late 1990s, the ac-

companying boom in initial public offerings (IPOs)

and seasoned equity offerings (SEOs), and their col-

lapse in 2000–2001. Relative to the previous liter-

ature on bubbles, this new research further empha-

sizes the impact of bubbles on entrepreneurship and

asset values. An early contribution along this line is

Allen and Gorton (1993), in which delegated port-

folio management, while necessary to channel funds

from uninformed investors to the best entrepre-

neurs, creates agency costs and may generate short

horizons10 and asset price bubbles. Olivier (2000)

and Ventura (2004) draw the implications of bubbles

that are attached to investment and to entrepreneur-

ship per se, respectively; for example, in Ventura’s

paper, the prospect of surfing a bubble at the IPO

stage relaxes entrepreneurial financing constraints.

Bubbles matter for corporate finance for at least

two reasons. First, and as was already mentioned,

they may directly increase investment either by al-

tering its yield or by relaxing financial constraints.

Second, they create additional stores of value in an

economy that may be in need of such stores. Chap-

ter 15 will demonstrate that the existence of stores

of value may facilitate firms’ liquidity management.

This may create another channel of complementarity

between bubbles and investments. The research on

the interaction between price bubbles and corporate

7. For similar reasons, we will not enter into the details of bank-
ruptcy law, which are highly country- and time-specific. Rather, we
will content ourselves with theoretical considerations (in particular in
Chapter 10).

8. Fundamentals are defined as the present discounted value of pay-
outs estimated at the consumers’ intertemporal marginal rate of sub-
stitution.

9. On the “rational bubble” front, see, for example, Tirole (1985),
Weil (1987), Abel et al. (1989), Santos and Woodford (1997), and, for
an interesting recent entry, Caballero et al. (2004a). Another substan-
tial body of research has investigated “irrational bubbles” (see, for ex-
ample, Abreu and Brunnermeier 2003; Scheinkman and Xiong 2003;
Panageas 2004).

10. See Allen et al. (2004) for different implications (such as over-
reactions to noisy public information) of short trading horizons.
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finance is still in its infancy and therefore is best left

to future surveys.

Behavioral finance. An exciting line of recent re-

search relaxes the rationality postulate that domi-

nates this book. There are two strands of research in

this area (see Baker et al. (2005), Barberis and Thaler

(2003), Shleifer (2000), and Stein (2003) for useful

surveys).

One branch of the behavioral corporate finance

literature assumes irrational entrepreneurs or man-

agers. For example, managers may be too optimistic

when assessing the marginal productivity of their

investment, the value of assets in place, or the

prospects attached to acquisitions (see, for example,

Roll 1986; Heaton 2002; Shleifer and Vishny 2003;

Landier and Thesmar 2004; Malmendier and Tate

2005; Manove and Padilla 1999). They then recom-

mend value-destroying financing decisions, invest-

ments, or acquisitions to their board of directors and

shareholders.

In contrast, the other branch of behavioral corpo-

rate finance postulates irrrational investors and lim-

ited arbitrage (see, for example, Sheffrin and Stat-

man 1985; De Long et al. 1990; Stein 1996; Baker

et al. 2003). Irrational investors induce a mispricing

of claims that (more rational) managers are tempted

to arbitrage. For example, managers of a company

whose stock is largely overvalued may want to ac-

quire a less overvalued target using its own stocks

rather than cash as a means of payment. Managers

may want to engage in market timing by conduct-

ing SEOs when stock prices are high (see, for exam-

ple, Baker and Wurgler (2002) for evidence of such

market timing behavior). Conglomerates may be a

reaction to an irrational investor appetite for diver-

sification, and so forth.

As Baker et al. (2005) point out, the two branches

of the literature have drastically different implica-

tions for corporate governance: when the primary

source of irrationality is on the investors’ side, eco-

nomic efficiency requires insulating managers from

the short-term share price pressures, which may re-

sult from managerial stock options, the market for

corporate control, or an insufficient amount of liq-

uidity (an excessive leverage) that forces the firm

to return regularly to the capital market. By con-

trast, if the primary source of irrationality is on the

managers’ side, managerial responsiveness to mar-

ket signals and limited managerial discretion are

called for.

Wherever the locus of irrationality, the behavioral

approach competes with alternative neoclassical or

agency-based paradigms. For example, the manage-

rial hubris story for overinvestment is an alternative

to several theories that will be reviewed through-

out the book, such as empire building and private

benefits (Chapter 3), strategic market interactions

(Chapter 7), herd behavior (Chapter 6), or postur-

ing and signaling (Chapter 7). Similarly, market tim-

ing, besides being a rational manager’s reaction to

stock overvaluation, could alternatively result from

a common impact of productivity news on invest-

ment (calling for equity issues) and stock values,11

or from the presence of asset bubbles (see references

above).

Despite its importance, there are several ratio-

nales for not covering behavioral corporate finance

in this book (besides the obvious issue of overall

length). First, behavioral economic theory as a whole

is a young and rapidly growing field. Many model-

ing choices regarding belief formation and prefer-

ences have been recently proposed and no unifying

approach has yet emerged. Consequently, modeling

assumptions are still too context-specific. A theoret-

ical overview is probably premature.

Second, and despite the intensive and exciting

research effort in behavioral economics in general,

behavioral corporate finance theory is still rather

underdeveloped relative to its agency-based coun-

terpart. For example, I am not aware of any theoret-

ical study of governance and control rights choices

that would be the pendant to the theory reviewed in

Parts III and VI of the book in the context of irra-

tional investors and/or managers. For instance, and

to rephrase Baker et al.’s (2005) concern about nor-

mative implications in a different way, we may won-

der why managers have discretion (real authority)

over the stock issue and acquisitions decisions if

shareholders are convinced that their own beliefs

are correct. Arbitrage of mispricing often requires

11. See, for example, Pastor and Veronesi (2005). Tests that attempt
to tell apart a mispricing rationale often focus on underperformance
of shares issued relative to the market index (e.g., Gompers and Lerner
2003).
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shareholders’ consent, which may not be forthcom-

ing if the latter have the posited overoptimistic

beliefs.

International finance. Inspired by the twin (for-

eign exchange and banking) crises in Latin America,

Scandinavia, Mexico, South East Asia, Russia, Brazil,

and Argentina (among others) in the last twenty-five

years, another currently active branch of research

has been investigating the interaction among firms’

financial constraints, financial underdevelopment,

and exchange rate crises. Theoretical background

on financial fragility at the firm and country levels

can be found in Chapters 5 and 15, respectively, but

financial fragility in a current-account-liberalization

context will not be treated in the book.12

Financial innovation and the organization of the

financial system. Throughout the book, financial

market inefficiencies, if any, will result from agency

issues. That is, transaction costs will not impair the

creation and liquidity of financial claims. See, in par-

ticular, Allen and Gale (1994) for a study of markets

with an endogenous securities structure.13
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An Economic Overview of Corporate Institutions





1
Corporate Governance

In 1932, Berle and Means wrote a pathbreaking book

documenting the separation of ownership and con-

trol in the United States. They showed that share-

holder dispersion creates substantial managerial

discretion, which can be abused. This was the start-

ing point for the subsequent academic thinking on

corporate governance and corporate finance. Sub-

sequently, a number of corporate problems around

the world have reinforced the perception that man-

agers are unwatched. Most observers are now seri-

ously concerned that the best managers may not be

selected, and that managers, once selected, are not

accountable.

Thus, the premise behind modern corporate fi-

nance in general and this book in particular is that

corporate insiders need not act in the best interests

of the providers of the funds. This chapter’s first

task is therefore to document the divergence of in-

terests through both empirical regularities and anec-

dotes. As we will see, moral hazard comes in many

guises, from low effort to private benefits, from inef-

ficient investments to accounting and market value

manipulations, all of which will later be reflected in

the book’s theoretical construct.

Two broad routes can be taken to alleviate in-

sider moral hazard. First, insiders’ incentives may be

partly aligned with the investors’ interests through

the use of performance-based incentive schemes.

Second, insiders may be monitored by the current

shareholders (or on their behalf by the board or

a large shareholder), by potential shareholders (ac-

quirers, raiders), or by debtholders. Such monitoring

induces interventions in management ranging from

mere interference in decision making to the threat of

employment termination as part of a shareholder- or

board-initiated move or of a bankruptcy process. We

document the nature of these two routes, which play

a prominent role throughout the book.

Chapter 1 is organized as follows. Section 1.1

sets the stage by emphasizing the importance of

managerial accountability. Section 1.2 reviews var-

ious instruments and factors that help align man-

agerial incentives with those of the firm: monetary

compensation, implicit incentives, monitoring, and

product-market competition. Sections 1.3–1.6 ana-

lyze monitoring by boards of directors, large share-

holders, raiders, and banks, respectively. Section 1.7

discusses differences in corporate governance sys-

tems. Section 1.8 and the supplementary section

conclude the chapter by a discussion of the objec-

tive of the firm, namely, whom managers should

be accountable to, and tries to shed light on the

long-standing debate between the proponents of the

stakeholder society and those of shareholder-value

maximization.

1.1 Introduction: The Separation of
Ownership and Control

The governance of corporations has attracted much

attention in the past decade. Increased media cover-

age has turned “transparency,” “managerial account-

ability,” “corporate governance failures,” “weak

boards of directors,” “hostile takeovers,” “protection

of minority shareholders,” and “investor activism”

into household phrases. As severe agency prob-

lems continued to impair corporate performance

both in companies with strong managers and dis-

persed shareholders (as is frequent in Anglo-Saxon

countries) and those with a controlling shareholder

and minority shareholders (typical of the European

corporate landscape), repeated calls have been is-

sued on both sides of the Atlantic for corporate

governance reforms. In the 1990s, study groups

(such as the Cadbury and Greenbury committees in

the United Kingdom and the Viénot committee in
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France) and institutional investors (such as CalPERS

in the United States) started enunciating codes of

best practice for boards of directors. More recently,

various laws and reports1 came in reaction to the

many corporate scandals of the late 1990s and early

2000s (e.g., Seat, Banesto, Metallgesellschaft, Suez,

ABB, Swissair, Vivendi in Europe, Dynergy, Qwest,

Enron, WorldCom, Global Crossing, and Tyco in the

United States).

But what is corporate governance?2 The domi-

nant view in economics, articulated, for example, in

Shleifer and Vishny’s (1997) and Becht et al.’s (2002)

surveys on the topic, is that corporate governance

relates to the “ways in which the suppliers of finance

to corporations assure themselves of getting a re-

turn on their investment.” Relatedly, it is preoccu-

pied with the ways in which a corporation’s insiders

can credibly commit to return funds to outside in-

vestors and can thereby attract external financing.

This definition is, of course, narrow. Many politi-

cians, managers, consultants, and academics object

to the economists’ narrow view of corporate gover-

nance as being preoccupied solely with investor re-

turns; they argue that other “stakeholders,” such as

employees, communities, suppliers, or customers,

also have a vested interest in how the firm is run,

and that these stakeholders’ concerns should some-

how be internalized as well.3 Section 1.8 will return

to the debate about the stakeholder society, but we

should indicate right away that the content of this

book reflects the agenda of the narrow and ortho-

dox view described in the above citation. The rest of

Section 1.1 is therefore written from the perspective

of shareholder value.

1. In the United States, for example, the 2002 Sarbanes–Oxley Act,
and the U.S. Securities and Exchange Commission’s and the Financial
Accounting Standards Board’s reports.

2. We focus here on corporations. Separate governance issues arise
in associations (see Hansmann 1996; Glaeser and Shleifer 2001; Hart
and Moore 1989, 1996; Kremer 1997; Levin and Tadelis 2005) and gov-
ernment agencies (see Wilson 1989; Tirole 1994; Dewatripont et al.
1999a,b).

3. A prominent exponent of this view in France is Albert (1991).
To some extent, the German legislation mandating codetermination
(in particular, the Codetermination Act of 1976, which requires that
supervisory boards of firms with over 2,000 employees be made up of
an equal number of representatives of employees and shareholders,
with the chairperson—a representative of the shareholders—deciding
in the case of a stalemate) reflects this desire that firms internalize the
welfare of their employees.

1.1.1 Moral Hazard Comes in Many Guises

There are various ways in which management may

not act in the firm’s (understand: its owners’) best in-

terest. For convenience, we divide these into four cat-

egories, but the reader should keep in mind that all

are fundamentally part of the same problem, gener-

ically labeled by economists as “moral hazard.”

(a) Insufficient effort. By “insufficient effort,” we

refer not so much to the number of hours spent

in the office (indeed, most top executives work very

long hours), but rather to the allocation of work time

to various tasks. Managers may find it unpleasant or

inconvenient to cut costs by switching to a less costly

supplier, by reallocating the workforce, or by tak-

ing a tougher stance in wage negotiations (Bertrand

and Mullainathan 1999).4 They may devote insuffi-

cient effort to the oversight of their subordinates;

scandals in the 1990s involving large losses inflicted

by traders or derivative specialists subject to insuf-

ficient internal control (Metallgesellschaft, Procter

& Gamble, Barings) are good cases in point. Lastly,

managers may allocate too little time to the task they

have been hired for because they overcommit them-

selves with competing activities (boards of directors,

political involvement, investments in other ventures,

and more generally activities not or little related to

managing the firm).

(b) Extravagant investments. There is ample ev-

idence, both direct and indirect, that some man-

agers engage in pet projects and build empires to

the detriment of shareholders. A standard illustra-

tion, provided by Jensen (1988), is the heavy explo-

ration spending of oil industry managers in the late

1970s during a period of high real rates of inter-

est, increased exploration costs, and reduction in

expected future oil price increases, and in which buy-

ing oil on Wall Street was much cheaper than obtain-

ing it by drilling holes in the ground. Oil industry

managers also invested some of their large amount

of cash into noncore industries. Relatedly, econo-

mists have long conducted event studies to analyze

the reaction of stock prices to the announcement

4. Using antitakeover laws passed in a number of states in the
United States in the 1980s and firm-level data, Bertrand and Mul-
lainathan find evidence that the enactment of such a law raises wages
by 1–2%.
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of acquisitions and have often unveiled substantial

shareholder concerns with such moves (see Shleifer

and Vishny 1997; see also Andrade et al. (2001) for a

more recent assessment of the long-term acquisition

performance of the acquirer–target pair). And Blan-

chard et al. (1994) show how firms that earn wind-

fall cash awards in court do not return the cash to

investors and spend it inefficiently.

(c) Entrenchment strategies. Top executives often

take actions that hurt shareholders in order to keep

or secure their position. There are many entrench-

ment strategies. First, managers sometimes invest

in lines of activities that make them indispensable

(Shleifer and Vishny 1989); for example, they invest

in a declining industry or old-fashioned technology

that they are good at running. Second, they manip-

ulate performance measures so as to “look good”

when their position might be threatened. For exam-

ple, they may use “creative” accounting techniques

to mask their company’s deteriorating condition. Re-

latedly, they may engage in excessive or insufficient

risk taking. They may be excessively conservative

when their performance is satisfactory, as they do

not want to run the risk of their performance falling

below the level that would trigger a board reaction,

a takeover, or a proxy fight. Conversely, it is a com-

mon attitude of managers “in trouble,” that is, man-

agers whose current performance is unsatisfactory

and are desperate to offer good news to the firm’s

owners, to take excessive risk and thus “gamble for

resurrection.” Third, managers routinely resist hos-

tile takeovers, as these threaten their long-term posi-

tions. In some cases, they succeed in defeating ten-

der offers that would have been very attractive to

shareholders, or they go out of their way to find a

“white knight” or conclude a sweet nonaggression

pact with the raider. Managers also lobby for a legal

environment that limits shareholder activism and,

in Europe as well as in some Asian countries such as

Japan, design complex cross-ownership and holding

structures with double voting rights for a few privi-

leged shares that make it hard for outsiders to gain

control.

(d) Self-dealing. Lastly, managers may increase

their private benefits from running the firm by en-

gaging in a wide variety of self-dealing behaviors,

ranging from benign to outright illegal activities.

Managers may consume perks5 (costly private jets,6

plush offices, private boxes at sports events, coun-

try club memberships, celebrities on payroll, hunt-

ing and fishing lodges, extravagant entertainment

expenses, expensive art); pick their successor among

their friends or at least like-minded individuals who

will not criticize or cast a shadow on their past

management; select a costly supplier on friendship

or kinship grounds; or finance political parties of

their liking. Self-dealing can also reach illegality as

in the case of thievery (Robert Maxwell stealing from

the employees’ pension fund, managers engaging in

transactions such as below-market-price asset sales

with affiliated firms owned by themselves, their fam-

ilies, or their friends),7 or of insider trading or in-

formation leakages to Wall Street analysts or other

investors.

Needless to say, recent corporate scandals have

focused more on self-dealing, which is somewhat

easier to discover and especially demonstrate than

insufficient effort, extravagant investments, or en-

trenchment strategies.

1.1.2 Dysfunctional Corporate Governance

The overall significance of moral hazard is largely

understated by the mere observation of managerial

misbehavior, which forms the “tip of the iceberg.”

The submerged part of the iceberg is the institu-

tional response in terms of corporate governance,

finance, and managerial incentive contracts. Yet, it

is worth reviewing some of the recent controver-

sies regarding dysfunctional governance; we take the

United States as our primary illustration, but the

universality of the issues bears emphasizing. Sev-

eral forms of dysfunctional governance have been

pointed out:

Lack of transparency. Investors and other stake-

holders are sometimes imperfectly informed about

5. Perks figure prominently among sources of agency costs in
Jensen and Meckling’s (1976) early contribution.

6. Personal aircraft use is one of the most often described perks
in the business literature. A famous example is RJR Nabisco’s fleet of
10 aircraft with 36 company pilots, to which the chief executive officer
(CEO) Ross Johnson’s friends and dog had access (Burrough and Helyar
1990).

7. Another case in point is the Tyco scandal (2002). The CEO and
close collaborators are assessed to have stolen over $100 million.
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the levels of compensation granted to top manage-

ment. A case in point is the retirement package of

Jack Welch, chief executive officer (CEO) of General

Electric.8 Unbeknownst to outsiders, this retirement

package included continued access to private jets, a

luxurious apartment in Manhattan, memberships of

exclusive clubs, access to restaurants, and so forth.9

The limited transparency of managerial stock op-

tions (in the United States their cost for the com-

pany can legally be assessed at zero) is also a topic

of intense controversy.10 To build investor trust,

some companies (starting with, for example, Boeing,

Amazon.com, and Coca-Cola) but not all have re-

cently chosen to voluntarily report stock options as

expenses.

Perks11 are also often outside the reach of investor

control. Interestingly, Yermack (2004a) finds that a

firm’s stock price falls by an abnormal 2% when firms

first disclose that their CEO has been awarded the

aircraft perk.12 Furthermore, firms that allow per-

sonal aircraft use by the CEO underperform the mar-

ket by about 4%. Another common form of perks

comes from recruiting practices; in many European

countries, CEOs hire family and friends for impor-

tant positions; this practice is also common in the

United States.13

Level. The total compensation packages (salary

plus bonus plus long-term compensation) of top

executives has risen substantially over the years and

reached levels that are hardly fathomable to the

8. Jack Welch was CEO of General Electric from 1981 to 2001. The
package was discovered only during divorce proceedings in 2002.

9. Similarly, Bernie Ebbers, WorldCom’s CEO borrowed over $1 bil-
lion from banks such as Citigroup and Bank of America against his
shares of WorldCom (which went bankrupt in 2001) and used it to buy
a ranch in British Columbia, 460,000 acres of U.S. forest, two luxury
yachts, and so forth.

10. In the United States grants of stock options are disclosed in foot-
notes to the financial statements. By the mid 1990s, the U.S. Congress
had already prevented the Financial Accounting Standards Board from
forcing firms to expense managerial stock options.

11. Such as Steve Jobs’s purchase of a $90 million private jet.

12. As Yermack stresses, this may be due to learning either that cor-
porate governance is weak or that management has undesirable char-
acteristics (lack of integrity, taste for not working hard, etc.). See Rajan
and Wulf (2005) for a somewhat different view of perks as enhancing
managerial productivity.

13. Retail store Dillard’s CEO succeeded in getting four of his chil-
dren onto the board of directors; Gap’s CEO hired his brother to re-
design shops and his wife as consultant. Contrast this with Apria
Healthcare: in 2002, less than 24 hours after learning that the CEO
had hired his wife, the board of directors fired both.

public.14 The trend toward higher managerial com-

pensation in Europe, which started with lower levels

of compensation, has been even more dramatic.

Evidence for this “runaway compensation” is pro-

vided by Hall and Liebman (1998), who report a

tripling (in real terms) of average CEO compensation

between 1980 and 1994 for large U.S. corporations,15

and by Hall and Murphy (2002), who point at a fur-

ther doubling between 1994 and 2001. In 2000, the

annual income of the average CEO of a large U.S. firm

was 531 times the average wage of workers in the

company (as opposed to 42 times in 1982).16

The proponents of high levels of compensation

point out that some of this increase comes in the

form of performance-related pay: top managers re-

ceive more and more bonuses and especially stock

options,17 which, with some caveats that we discuss

later, have incentive benefits.

Tenuous link between performance and compen-

sation. High levels of compensation are particu-

larly distressing when they are not related to per-

formance, that is, when top managers receive large

amounts of money for a lackluster or even dis-

astrous outcome (Bebchuk and Fried 2003, 2004).

While executive compensation will be studied in

more detail in Section 1.2, let us here list the

reasons why the link between performance and

compensation may be tenuous.

First, the compensation package may be poorly

structured. For example, the performance of an oil

company is substantially affected by the world price

of oil, a variable over which it has little control. Sup-

pose that managerial bonuses and stock options are

not indexed to the price of oil. Then the managers

can make enormous amounts of money when the

price of oil increases. By contrast, they lose little

from the lack of indexation when the price of oil

14. For example, in 1997, twenty U.S. CEOs had yearly compensation
packages over $25 million. The CEO of Traveler’s group received $230
million and that of Coca-Cola $111 million. James Crowe, who was not
even CEO of WorldCom, received $69 million (Business Week, April 20,
1998).

15. Equity-based compensation rose from 20 to 50% of total com-
pensation during that period.

16. A New Era in Governance, McKinsey Quarterly, 2004.

17. For example, in 1979, only 8% of British firms gave bonuses
to managers; more that three-quarters did in 1994. The share of
performance-based rewards for British senior managers jumped from
10 to 40% from 1989 to 1994 (The Economist, January 29, 1994, p. 69).
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plummets, since their options and bonuses are then

“out-of-the money” (such compensation starts when

performance—stock price or yearly profit—exceeds

some threshold), not to mention the fact that the op-

tions may be repriced so as to reincentivize execu-

tives. Thus, managers often benefit from poor design

in their compensation schemes.

Second, managers often seem to manage to main-

tain their compensation stable or even have it in-

creased despite poor performance. In 2002, for

example, the CEOs of AOL Time Warner, Intel, and

Safeway made a lot of money despite a bad year.

Similarly, Qwest’s board of directors awarded $88

million to its CEO despite an abysmal performance

in 2001.

Third, managers may succeed in “getting out on

time” (either unbeknownst to the board, which did

not see, or did not want to see, the accounting ma-

nipulations or the impending bad news, or with the

cooperation of the board). Global Crossing’s man-

agers sold shares for $735 million. Tenet Health

Care’s CEO in January 2002 announced sensational

earnings prospects and sold shares for an amount

of $111 million; a year later, the share price had

fallen by 60%. Similarly, Oracle’s CEO (Larry Ellison)

made $706 million by selling his stock options in

January 2001 just before announcing a fall in in-

come forecasts. Unsurprisingly, many reform pro-

posals have argued in favor of a higher degree of

vesting of managerial shares, forcing top manage-

ment to keep shares for a long time (perhaps until

well after the end of their employment),18 and of an

independent compensation committee at the board

of directors.

Finally, managers receive large golden para-

chutes19 for leaving the firm. These golden para-

chutes are often granted in the wake of poor per-

formance (a major cause of CEO firing!). These high

golden parachutes have been common for a long

time in the United States, and have recently made

18. The timing of exercise of executives’ stock options is docu-
mented in, for example, Bettis et al. (2003). They find median values
for the exercise date at about two years after vesting and five years
prior to expiration.

19. Golden parachutes refer to benefits received by an executive in
the event that the company is acquired and the executive’s employ-
ment is terminated. Golden parachutes are in principle specified in
the employment contract.

their way to Europe (witness the $89 million golden

parachute granted to ABB’s CEO).

The Sarbanes–Oxley Act (2002) in the United

States, a regulatory reaction to the previously men-

tioned abuses, requires the CEO and chief financial

officer (CFO) to reimburse any profit from bonuses

or stock sales during the year following a finan-

cial report that is subsequently restated because of

“misconduct.” This piece of legislation also makes

the shares held by executives less liquid by bring-

ing down the lag in the report of sales of executive

shares from ten days to two days.20

Accounting manipulations. We have already al-

luded to the manipulations that inflate company per-

formance. Some of those manipulations are actually

legal while others are not. Also, they may require co-

operation from investors, trading partners, analysts,

or accountants. Among the many facets of the Enron

scandal21 lie off-balance-sheet deals. For example,

Citigroup and JPMorgan lent Enron billions of dol-

lars disguised as energy trades. The accounting firm

Arthur Andersen let this happen. Similarly, profits of

WorldCom (which, like Enron, went bankrupt) were

assessed to have been overestimated by $7.1 billion

starting in 2000.22

Accounting manipulations serve multiple pur-

poses. First, they increase the apparent earnings

and/or stock price, and thereby the value of manage-

rial compensation. Managers with options packages

may therefore find it attractive to inflate earnings.

Going beyond scandals such as those of Enron, Tyco,

Xerox,23 and WorldCom in the United States and Par-

malat in Europe, Bergstresser and Philippon (2005)

find more generally that highly incentivized CEOs ex-

ercise a large number of stock options during years

20. See Holmström and Kaplan (2003) for more details and an analy-
sis of the Sarbanes–Oxley Act, as well as of the NYSE, NASDAQ, and
Conference Board corporate governance proposals.

21. For an account of the Enron saga and, in particular, of the many
off-balance-sheet transactions, see, for example, Fox (2003). See also
the special issue of the Journal of Economic Perspectives devoted to
the Enron scandal (Volume 12, Spring 2003).

22. Interestingly, one WorldCom director chaired Moody’s invest-
ment services, and it took a long time for the rating agency to down-
grade WorldCom.

23. A restatement by the Securities and Exchange Commission re-
duced Xerox’s reported net income by $1.4 billion over the period
1997–2001. Over that period, the company’s CEO exercised options
worth over $20 million.
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in which discretionary accruals form a large fraction

of reported earnings, and that their companies en-

gage in higher levels of earnings management.

Second, by hiding poor performance, they protect

managers against dismissals or takeovers or, more

generally, reduce investor interference in the man-

agerial process. Third, accounting manipulations en-

able firms not to violate bank covenants, which

are often couched in terms of accounting perfor-

mance.24 Lastly, they enable continued financing.25

When pointing to these misbehaviors, economists

do not necessarily suggest that managers’ actual be-

havior exhibits widespread incompetency and moral

hazard. Rather, they stress both the potential ex-

tent of the problem and the endogeneity of manage-

rial accountability. They argue that corporate gover-

nance failures are as old as the corporation, and that

control mechanisms, however imperfect, have long

been in place, implying that actual misbehaviors are

the tip of an iceberg whose main element represents

the averted ones.

1.2 Managerial Incentives: An Overview

1.2.1 A Sophisticated Mix of Incentives

However large the scope for misbehavior, explicit

and implicit incentives, in practice, partly align man-

agerial incentives with the firm’s interest. Bonuses

and stock options make managers sensitive to losses

in profit and in shareholder value. Besides these ex-

plicit incentives, less formal, but quite powerful im-

plicit incentives stem from the managers’ concern

about their future. The threat of being fired by the

board of directors or removed by the market for cor-

porate control through a takeover or a proxy fight,

the possibility of being replaced by a receiver (in

the United Kingdom, say) or of being put on a tight

leash (as is the case of a Chapter 11 bankruptcy in

the United States) during financial distress, and the

prospect of being appointed to new boards of di-

rectors or of receiving offers for executive director-

ships in more prestigious companies, all contribute

to keeping managers on their toes.

24. See Section 2.3.3 for a discussion of covenants.

25. For example, WorldCom, just before bankruptcy, was the sec-
ond-largest U.S. telecommunications company, with 70 acquisitions
under its belt.

Capital market monitoring and product-market

competition further keep a tight rein on manage-

rial behavior. Monitoring by a large institutional in-

vestor (pension fund, mutual fund, bank, etc.), by

a venture capitalist, or by a large private owner re-

stricts managerial control, and is generally deemed

to alleviate the agency problem. And, as we will dis-

cuss, product-market competition often aligns ex-

plicit and implicit managerial incentives with those

of the firm, although it may create perverse incen-

tives in specific situations.

Psychologists, consultants, and personnel officers

no doubt would find the economists’ description of

managerial incentives too narrow. When discussing

incentives in general, they also point to the role

of intrinsic motivation, fairness, horizontal equity,

morale, trust, corporate culture, social responsibility

and altruism, feelings of self-esteem (coming from

recognition or from fellow employees’ gratitude), in-

terest in the job, and so on. Here, we will not en-

ter the debate as to whether the economists’ view

of incentives is inappropriately restrictive.26 Some

of these apparently noneconomic incentives are, at

a deeper level, already incorporated in the economic

paradigm.27 As for the view that economists do not

account for the possibility of benevolence, it should

be clear that economists are concerned with the

study of the residual incentives to act in the firm’s in-

terests over and beyond what they would contribute

in the absence of rewards and monitoring. While we

would all prefer not to need this sophisticated set of

26. For references to the psychology literature and for views on how
such considerations affect incentives, see, for example, Bénabou and
Tirole (2003, 2004, 2005), Camerer and Malmendier (2004), Fehr and
Schmidt (2003), and Frey (1997).

27. For example, explicit or implicit rules mandating “fairness” and
“horizontal equity” can be seen as a response to the threat of fa-
voritism, that is, of collusion between a superior and a subordinate
(as in Laffont 1990). The impact of morale can be partly apprehended
through the effects of incentives on the firm’s or its management’s rep-
utation (see, for example, Tirole 1996). And the role of trust has in the
past twenty years been one of the leitmotivs of economic theory since
the pioneering work of Kreps et al. (1982) (see, for example, Kreps
1990). Economists have also devoted some attention to corporate cul-
ture phenomena (see Carrillo and Gromb 1999; Crémer 1993; Kreps
1990). Economists may not yet have a fully satisfactory description of
fairness, horizontal equity, morale, trust, or corporate culture, but an
a priori critique of the economic paradigm of employee incentives as
being too narrow is unwarranted, and more attention should be de-
voted to exactly what can and cannot be explained by the standard
economic paradigm.
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explicit and implicit incentives, history has taught

us that even the existing control mechanisms do not

suffice to prevent misbehavior.

1.2.2 Monetary Incentives

Let us first return to the managerial compensation

problem and exposit it in more detail than was done

in the introduction to the chapter.

The compensation package.28 A typical top exec-

utive receives compensation in three ways: salary,

bonus, and stock-based incentives (stock, stock

options). The salary is a fixed amount (although

revised over time partly on the basis of past

performance). The risky bonus and stock-based

compensations are the two incentive components of

the package.29 They are meant to induce managers to

internalize the owners’ interests. Stock-based incen-

tives, the bulk of the incentive component, have long

been used to incentivize U.S. managers. The compen-

sation of executives in Germany or in Japan has tra-

ditionally been less tied to stock prices (which does

not mean that the latter are irrelevant for the provi-

sion of managerial incentives, as we later observe).

Everywhere, though, there has been a dramatic in-

crease in equity-based pay, especially stock options.

28. See, for example, Smith and Watts (1982) and Baker et al. (1988)
for more detailed discussions of compensation packages.

29. More precisely, earnings-related compensation includes bonus
and performance plans. Bonus plans yield short-term rewards tied to
the firm’s yearly performance. Rewards associated with performance
plans (which are less frequent and less substantial than bonus plans)
are contingent on earnings targets over three to five years. Many man-
agerial contracts specify that part or all of the bonus payments can be
transformed into stock options (or sometimes into phantom shares),
either at the executive’s discretion or by the compensation committee.
(Phantom shares are units of value that correspond to an equivalent
number of shares of stock. Phantom stock plans credit the executive
with shares and pay her the cash value of these shares at the end of
a prespecified time period.) This operation amounts to transforming
a safe income (the earned bonus) into a risky one tied to future per-
formance. Stock-related compensation includes stock options or stock
appreciation rights, and restricted or phantom stock plans. Stock op-
tions and stock appreciation rights are more popular than restricted
or phantom stock plans, which put restrictions on sale: in 1980, only
14 of the largest 100 U.S. corporations had a restricted stock plan
as opposed to 83 for option plans. Few had phantom stock plans,
and in about half the cases these plans were part of a bonus plan,
and were therefore conditional on the executive’s voluntarily defer-
ring his bonus. Stock appreciation rights are similar to stock options
and are meant to reduce the transaction costs associated with exercis-
ing options and selling shares.

For example, in the United States, the sensitivity of

top executives pay to shareholder returns has in-

creased tenfold between the early 1980s and late

1990s (see, for example, Hall and Liebman 1998; Hall

2000).

Needless to say, these compensation packages

create an incentive to pursue profit-maximization

only if the managers are not able to undo their incen-

tives by selling the corresponding stakes to a third

party. Indeed, third parties would in general love to

offer, at a premium, insurance to the managers at the

expense of the owners, who can no longer count on

the incentives provided by the compensation pack-

age they designed. As a matter of fact, compensation

package agreements make it difficult for managers

to undo their position in the firm through open or

secret trading. Open sales are limited for example by

minimum-holding requirements while secret trading

is considered insider trading.30 There are, however,

some loopholes that allow managers to undo some

of their exposure to the firm’s profitability through

less strictly regulated financial instruments, such as

equity swaps and collars.31

30. Securities and Exchange Commission (SEC) rules in the United
States constrain insider trading and short selling.

31. An interesting article by Bettis et al. (1999) documents the extent
of these side deals.

Equity swaps and collars (among other similar instruments) are pri-
vate contracts between a corporate insider (officer or director) and a
counterparty (usually a bank). In an equity swap, the insider exchanges
the future returns on her stock for the cash attached to another finan-
cial instrument, such as the stock market index. A collar involves the
simultaneous purchase of a put option and sale of a call option on
the firm’s shares. The put provides the insider with insurance against
firm’s stock price decreases, and the call option reduces the insider’s
revenue from a price increase.

In the United States, the SEC, in two rulings in 1994 and 1996, man-
dated reporting of swaps and collars. Bettis et al. argue that the report-
ing requirements have remained ambiguous and that they have not
much constrained their use by insiders (despite the general rules on
insider trading that prohibit insiders from shorting their firm’s stock
or from trading without disclosing their private information).

Swaps and collars raise two issues. First, they may enable insiders to
benefit from private information. Indeed, Bettis et al. show that insid-
ers strategically time the purchase of these instruments. Swap and
collar transactions occur after firms substantially outperform their
benchmarks (by a margin of 40% in 250 trading days), and are fol-
lowed by no abnormal returns in the 120 trading days after the trans-
action. Second, they provide insurance to the insiders and undo some
of their exposure to the firm’s profitability and thereby undo some
of their incentives that stocks and stock options were supported to
create. Bettis et al. estimate that 30% of shares held by top executives
and board members in their sample are covered by equity swaps and
collars.



22 1. Corporate Governance

While there is a widespread consensus in favor

of some linkage between pay and performance, it is

also widely recognized that performance measure-

ment is quite imperfect. Bonus plans are based on

accounting data, which creates the incentive to ma-

nipulate such data, making performance measure-

ment systematically biased. As we discuss in Chap-

ter 7, profits can be shifted backward and forward

in time with relative ease. Equity-based compensa-

tion is less affected by this problem provided that

the manager cannot sell rapidly, since stock prices

in principle reflect the present discounted value of

future profits. But stock prices are subject to exoge-

nous factors creating volatility.

Nevertheless, compensation committees must use

existing performance measures, however imperfect,

when designing compensation packages for the

firm’s executives.

Bonuses and shareholdings: substitutes or com-

plements? As we saw, it is customary to distin-

guish between two types of monetary compensation:

bonuses are defined by current profit, that is, ac-

counting data, while stocks and stock options are

based on the value of shares, that is, on market data.

The articulation between these two types of re-

wards matters. One could easily believe that, be-

cause they are both incentive schemes, bonuses and

stock options are substitutes. An increase in a man-

ager’s bonus could then be compensated by a re-

duction in managerial shareholdings. This, however,

misses the point that bonuses and stock options

serve two different and complementary purposes.32

A bonus-based compensation package creates a

strong incentive for a manager to privilege the short

term over the long term. A manager trades off short-

and long-term profits when confronting subcon-

tracting, marketing, maintenance, and investment

decisions. An increase in her bonus increases her

preference for current profit and can create an im-

balance in incentives. This imbalance would be ag-

gravated by a reduction in stock-based incentives,

which are meant to encourage management to take

a long-term perspective. Bonuses and stock options

therefore tend to be complements. An increase in

short-term incentives must go hand in hand with

32. This discussion is drawn from Holmström and Tirole (1993).

an increase in long-term incentives, in order to

keep a proper balance between short- and long-term

objectives.

The compensation base. It is well-known that man-

agerial compensation should not be based on factors

that are outside the control of the manager.33 One

implication of this idea is that managerial compen-

sation should be immunized against shocks such as

fluctuations in exchange rate, interest rate, or price

of raw materials that the manager has no control

over. This can be achieved, for example, by indexing

managerial compensation to the relevant variables;

in practice, though, this is often achieved more in-

directly and only partially through corporate risk

management, a practice that tends to insulate the

firm from some types of aggregate risks through

insurance-like contracts such as exchange rate or in-

terest rate swaps (see Chapter 5 for some other ben-

efits of risk management).

Another implication of the point that managerial

compensation should be unaffected by the realiza-

tion of exogenous shocks is relative performance

evaluation (also called “yardstick competition”). The

idea is that one can use the performance of firms

facing similar shocks, e.g., firms in the same in-

dustry facing the same cost and demand shocks,

in order to obtain information about the uncontrol-

lable shocks faced by the managers. For example,

the compensation of the CEO of General Motors can

be made dependent on the performance of Ford

and Chrysler, with a better performance of the com-

petitors being associated with a lower compensa-

tion for the executive. Managers are then rewarded

as a function of their relative performance in their

peer group rather than on the basis of their abso-

lute performance (see Holmström 1982a).34 There

is some controversy about the extent of implicit

33. The formal version of this point is Holmström’s (1979) sufficient
statistic result according to which optimal compensation packages are
contingent on a sufficient statistic about the manager’s unobserved
actions. See Section 3.2.5 for more details.

34. A cost of relative-performance-evaluation schemes is that they
can generate distorted incentives, such as the tendency to herding;
for example, herding has been observed for bank managers (perhaps
more due to implicit rather than explicit incentives), as it is sometimes
better to be wrong with the rest of the pack than to be right alone.

As Keynes (1936, Chapter 12) said, “Worldly wisdom teaches that it
is better for reputation to fail conventionally than to succeed uncon-
ventionally.”
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relative performance evaluation (see, for example,

Baker et al. 1988; Gibbons and Murphy 1990), but

it is fairly clear that relative performance evaluation

is not widely used in explicit incentive schemes (in

particular, managerial stock ownership).

Bertrand and Mullainathan (2001) provide evi-

dence that there is often too little filtering in CEO

compensation packages, and that CEOs are conse-

quently rewarded for “luck.” For example, in the oil

industry, pay changes and changes in the price of

crude oil correlate quite well, even though the world

oil price is largely beyond the control of any given

firm; interestingly, CEOs are not always punished for

bad luck, that is, there is an asymmetry in the expo-

sure to shocks beyond the CEO’s control. Bertrand

and Mullainathan also demonstrate a similar pattern

for the sensitivity of CEO compensation to industry-

specific exchange rates for firms in the traded goods

sector and to mean industry performance. They con-

clude that, roughly, “CEO pay is as sensitive to a

lucky dollar as to a general dollar,” suggesting that

compensation contracts are poorly designed.

As Bertrand and Mullainathan note, it might be

that, even though oil prices, exchange rates, and in-

dustry conditions are beyond the control of man-

agers, investors would like them to forecast these

properly so as to better tailor production and invest-

ment to their anticipated evolution, in which case

it might be efficient to create an exposure of CEO

compensation to “luck.” Bertrand and Mullainathan,

however, show that better-governed firms pay their

CEOs less for luck; for example, an additional large

shareholder on the board reduces CEO pay for luck

by between 23 and 33%.

This evidence suggests that the boards in general

and the compensation committees in particular of-

ten comprise too many friends of the CEOs (see also

Bertrand and Mullainathan 2000), who then de facto

get to set their executive pay. We now turn to why

they often gain when exposed to “luck”: their com-

pensation package tends to be convex, with large ex-

posure in the upper tail and little in the lower tail.

Straight shares or stock options? Another as-

pect of the design of incentive compensation is the

(non)linearity of the reward as a function of perfor-

mance. Managers may be offered stock options, i.e.,

the right to purchase at specified dates stocks at

some “exercise price” or “strike price.”35 These are

call options. The options are valueless if the realized

market price ends up being below the exercise price,

and are worth the difference between the market

price and the exercise price otherwise. In contrast,

managerial holdings of straight shares let the man-

ager internalize shareholder value over the whole

range of market prices, and not only in the upper

range above the exercise price.

Should managers be rewarded through straight

shares or through stock options?36 Given that man-

agers rarely have a personal wealth to start with

and are protected by limited liability or, due to risk

aversion,37 insist on a base income, stock options

seem a more appropriate instrument. Straight shares

provide management with a rent even when their

performance is poor, while stock options do not. In

Figure 1.1(a), the managerial reward when the exer-

cise or strike price is PS and the stock price is P at

the exercise date is max(0, P − PS) for the option;

it would be P for a straight share. Put another way,

for a given expected cost of the managerial incentive

package for the owners, the latter can provide man-

agers with stronger incentives by using stock op-

tions. This feature explains the popularity of stock

options.

Stock options, on the other hand, have some draw-

backs. Suppose that a manager is given stock options

to be (possibly) exercised after two years on the job;

and that this manager learns after one year that the

firm faces an adverse shock (on which the exercise

price of the options is not indexed), so that “un-

der normal management” it becomes unlikely that

the market price will exceed the strike price at the

exercise date. The manager’s option is then “under

water” or “out of the money” and has little value un-

less the firm performs remarkably well during the

remaining year. This may encourage management

to take substantial risks in order to increase the

35. In the United States, stock option plans, when granted, are most
often at-the-money options.

36. As elsewhere in this book, we ignore tax considerations. Need-
less to say, these may play a role. For example, in the United States
(and at the time of writing, accounting rules are likely to change in
the near future), stock options grants, unlike stock grants, create no
accounting expense for the firm.

37. There is a large literature on hedging by risk-averse agents (see,
for example, Anderson and Danthine 1980, 1981).
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Figure 1.1 Straight shares and stock options. (a) Expected

rents (PL: low price (option “out of the money”); PS: strike

price; PH: high price (option “in the money”)). (b) Risk pref-

erences under a stock option.

value of her stock options. (In Chapter 7, we ob-

serve that such “gambling for resurrection” is also

likely to occur under implicit/career-concern incen-

tives, namely, when a poorly performing manager

is afraid of losing her job.) This situation is repre-

sented in Figure 1.1(b) by stock option 2 with high

strike price PS
2 . That figure depicts two possible dis-

tributions (densities) for the realized price P de-

pending on whether a safe or a risky strategy is

selected. The value of this out-of-the money option is

then much higher under a risky strategy than under

a safe one.38 The manager’s benefit from gambling

38. Whether the manager is better off under the risky strategy de-
pends on her risk aversion. However, if (a) the manager is risk neutral
or mildly risk averse and (b) the risky strategy is a mean-preserving
spread or more generally increases risk without reducing the mean
too much relative to the safe strategy, then the manager will prefer
the risky strategy.

is much lower when the option is in the money (say,

at strike price PS
1 in the figure).39

Another issue with “underwater options” relates

to their credibility. Once the options are out of the

money, they either induce top management to leave

or create low or perverse incentives, as we just saw.

They may be repriced (the exercise price is adjusted

downward) or new options may be granted.40 To

some extent, such ex post adjustments undermine

ex ante incentives by refraining from punishing man-

agement for poor performance.41

In contrast, when the option is largely “in the

money,” that is, when it looks quite likely that the

market price will exceed the exercise price, a stock

option has a similar incentive impact as a straight

share but provides management with a lower rent,

namely, the difference between market and exercise

price rather than the full market price.

The question of the efficient mix of options and

stocks is still unsettled. Unsurprisingly, while stock

options remain very popular, some companies, such

as DaimlerChrysler, Deutsche Telekom, and Micro-

soft, have abandoned them, usually to replace them

by stocks (as in the case of Microsoft).

The executive compensation controversy. There

has been a trend in executive compensation to-

wards higher compensation as well as stronger per-

formance linkages. This trend has resulted in a

public outcry. Yet some have argued that the per-

formance linkage is insufficient. In a paper whose

inferences created controversy, Jensen and Murphy

(1990) found a low sensitivity of CEO compensa-

tion to firm performance (see also Murphy 1985,

1999). Looking at a sample of the CEOs of the 250

39. In the figure, option 1 is almost a straight stock in that it is very
unlikely that the option turns out to be valueless.

40. Consider, for example, Ascend Communications (New York
Times, July 15, 1998, D1). In 1998, its stock price fell from $80 to $23
within four months. The managerial stock options had strike prices
ranging up to $114 per share. The strike price was reduced twice dur-
ing that period for different kinds of options (to $35 a share and to
$24.50, respectively).

41. At least, if the initial options were structured properly. If repric-
ing only reflects general market trends (after all, more than half of the
stock options were out of the money in 2002), repricing may be less
objectionable (although the initial package is still objectionable, to the
extent that it would have rewarded management for luck).

For theories of renegotiation of managerial compensation and its im-
pact on moral hazard, see Fudenberg and Tirole (1990) and Hermalin
and Katz (1991). See also Chapter 5.
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largest publicly traded American firms, they found

that (a) the median public corporation CEO holds

0.25% of his/her firm’s equity and (b) a $1,000 in-

crease in shareholder wealth corresponds on aver-

age to a $3.25 increase in total CEO compensation

(stock and stock options, increase in this and next

year’s salary, change in expected dismissal penal-

ties). This sounds tiny. Suppose that your grocer

kept 0.3 cents out of any extra $1 in net profit, and

gave 99.7 cents to other people. One might imag-

ine that the grocer would start eating the apples on

the fruit stand. Jensen and Murphy argue that CEO

incentives not to waste shareholder value are too

small.

Jensen and Murphy’s conclusion sparked some

controversy, though. First, managerial risk aversion

and the concomitant diminishing marginal utility of

income implies that strong management incentives

are costly to the firm’s owners. Indeed, Haubrich

(1994) shows that the low pay–performance sensi-

tivity pointed out by Jensen and Murphy is con-

sistent with relatively low levels of managerial risk

aversion, such as an index of relative risk aver-

sion of about 5. Intuitively, changes in the value

of large companies can have a very large impact

on CEO performance-based compensation even for

low sensitivity levels. Second, the CEO is only one

of many employees in the firm. And so, despite the

key executive responsibilities of the CEO, other par-

ties have an important impact on firm performance.

Put another way, overall performance results from

the combined effort and talent of the CEO, other

top executives, engineers, marketers, and blue-collar

workers, not to mention the board of directors, sup-

pliers, distributors, and other “external” parties. In

the economic jargon, the joint performance creates

a “moral hazard in teams,” in which many parties

concur to a common final outcome. Ignoring risk

aversion, the only way to properly incentivize all

these parties is to promise each $1,000 any time the

firm’s value increases by $1,000. This is unrealis-

tic, if anything because the payoff must be shared

with the financiers.42 Third, the work of Hall and

42. Suppose a “source” (i.e., an outside financier) brings (n−1) thou-
sand dollars to the firm for any $1,000 increase in firm value, so that
the n parties responsible for the firm’s overall performance receive
$1,000 each. First, this financing source would be likely not to be able

Liebman (1998) cited earlier, using a more recent

dataset (1980 to 1994), points to a substantial in-

crease in performance-based compensation, which

made Jensen and Murphy’s estimates somewhat ob-

solete. They find that the mean (median) change in

CEO wealth is $25 ($5.30) per $1,000 increase in firm

value.

1.2.3 Implicit Incentives

Managers are naturally concerned about keeping

their job. Poor performance may induce the board

to remove the CEO and the group of top executives.

The board either voluntarily fires the manager, or,

often, does so under the implicit or explicit pres-

sure of shareholders observing a low stock price or

a low profit. Poor performance may also generate a

takeover or a proxy fight, or else may drive a frag-

ile firm into bankruptcy and reorganization. Finally,

there is evidence that the fraction of independent

directors rises after poor performance, so that top

management is on a tighter leash if it keeps its posi-

tion (Hermalin and Weisbach 1988). As we will see,

there is substantial normative appeal for these ob-

servations: efficient contracting indeed usually re-

quires that poor performance makes it less likely

that managers keep their position (Chapters 6, 7,

and 11), more likely that they be starved of liquidity

(Chapter 5), and more likely that they surrender con-

trol rights or that control rights be reshuffled among

investors towards ones who are less congruent with

management, i.e., debtholders (Chapter 10).

There is a fair amount of evidence that executive

turnover in the United States is correlated with poor

performance, using either stock or accounting data

(see Kojima (1997, p. 63) and Subramanian et al.

(2002) for a list of relevant articles). The sensitivity

of CEO removal to performance is higher for firms

with more outside directors (Weisbach 1988) and

smaller in firms run by founders (Morck et al. 1989).

Thus, a tight external monitoring and a less com-

placent board are conducive to managerial turnover

after a poor performance.

to break even, since the n insiders would be unable to pay out money
in the case of poor performance. Second, the n insiders could collude
against the source (e.g., borrow one dollar to receive n dollars from
the source).
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Figure 1.2 Top executive turnover and stock returns.

Source: built from data in Kaplan (1994a,b).

Perhaps more surprisingly in view of the sub-

stantial institutional differences, the relationship be-

tween poor performance and top executive turnover

is similar in the United States, Germany, and Japan:

see Figure 1.2, drawn from the work of Kaplan. More

recent research (see, for example, Goyal and Park

2002) has confirmed the dual pattern of an increase

in forced executive turnover in the wake of poor per-

formance and of an increased sensitivity of this re-

lationship when there are few insiders on the board.

The threat of bankruptcy also keeps managers

on their toes. Even in the United States, a country

with limited creditor protection and advantageous

treatment of managers during restructurings,43 52%

of financially distressed firms experience a senior

management turnover as opposed to 19% for firms

with comparably poor stock performance but not in

financial distress (Gilson 1989).

Are explicit and implicit incentives complements

or substitutes? The threat of dismissal or other in-

terferences resulting from poor performance pro-

vides incentives for managers over and beyond those

provided by explicit incentives. Explicit and implicit

incentives are therefore substitutes: with stronger

implicit incentives, fewer stocks and stock options

are needed to curb managerial moral hazard. While

this substitution effect is real,44 the strengths of

43. Under U.S. law’s Chapter 11, which puts a hold on creditor
claims, the firm is run as a going concern and no receiver is desig-
nated.

44. Gibbons and Murphy (1992) analyze the impact of implicit in-
centives on optimal explicit incentive contracts in a different context.
They posit career concerns à la Holmström (1982b): successful em-
ployees receive with a lag external offers, forcing their firm to raise
their wage to keep them. Their model has a fixed horizon (and so
does not apply as it stands to the executive turnover issue); it shows

implicit and explicit incentives are codetermined by

sources of heterogeneity in the sample and so other

factors (analyzed in Chapters 4 and 6 of this book),

impact the observed relationship between implicit

and explicit incentives (the survey by Chiappori and

Salanié (2003) provides an extensive discussion of

the need to take account of unobserved hetero-

geneity in the econometrics of contracts).

First, consider the heterogeneity in the intensity

of financial constraints. A recurrent theme of this

book will be that the tighter the financing constraint,

the more concessions the borrower must make in

order to raise funds. And concessions tend to ap-

ply across the board. Concessions of interest here

are reductions in performance-based pay and in the

ability to retain one’s job after poor performance,

two contracting attributes valued by the executive.

Thus, a tightly financially constrained manager will

accept both a lower level of performance-based re-

wards and a smaller probability of keeping her job

after a poor performance (see Section 4.3.5), where

the probability of turnover is determined by the

composition of the board, the presence of takeover

defenses, the specification of termination rights (in

the case of venture capital or alliance financing) and

other contractual arrangements. The heterogeneity

in the intensity of financial constraints then predicts

a positive comovement of turnover under poor per-

formance and low-powered incentives. Implicit and

explicit incentives then appear to be complements

in the sample.

Second, consider adverse selection, that is, the ex-

istence of an asymmetry of information between the

firm and its investors. Investors are uncertain about

the likely performance of the executive. An executive

who is confident about the firm’s future prospects

knows that she is relatively unlikely to achieve a poor

performance, and so accepting a high turnover in the

case of poor performance is less costly than it would

be if she were less confident in her talent or had

unfavorable information about the firm’s prospects.

Thus, the confident executive is willing to trade

that implicit and explicit incentives are indeed substitutes: as the em-
ployee gets closer to retirement, career concerns decrease and the em-
ployer must raise the power of the explicit incentive scheme. Gibbons
and Murphy further provide empirical support for this theoretical
prediction.
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off a high performance-based reward against an in-

creased turnover probability in the case of poor per-

formance (see Chapter 6). By contrast, less confident

managers put more weight on their tenure and less

on monetary compensation. The prediction is then

one of a negative covariation between turnover in the

case of poor performance45 and low-powered incen-

tives. Put differently, implicit and explicit incentives

come out as being substitutes in the sample.46

Interestingly, Subramanian et al. (2002) find that,

in their sample, CEOs with greater explicit incentives

also face less secure jobs.

1.2.4 Monitoring

Monitoring of corporations is performed by a variety

of external (nonexecutive) parties such as boards of

directors, auditors, large shareholders, large credi-

tors, investment banks, and rating agencies. To un-

derstand the actual design of monitoring structures,

it is useful to distinguish between two forms of mon-

itoring, active and speculative, on the basis of two

types of monitoring information, prospective and

retrospective.

Active monitoring consists in interfering with

management in order to increase the value of the in-

vestors’ claims. An active monitor collects informa-

tion that some policy proposed or followed by man-

agement (e.g., the refusal to sell the firm to a high

bidder or to divest some noncore assets) is value-

decreasing and intervenes to prevent or correct this

policy. In extreme cases, the intervention may be the

removal of current management and its replacement

by a new management more able to handle the firm’s

future environment. Active monitoring is forward

looking and analyzes the firm’s past actions only to

the extent that they can still be altered to raise firm

value or that they convey information (say, about the

ability of current management) on which one can act

to improve the firm’s prospects.

45. Note that this is indeed a conditional probability: confident man-
agers are less likely to reach a poor performance.

46. The theoretical model in Subramanian et al. (2002) emphasizes
a third consideration by making learning from performance about
talent sensitive to managerial effort. Then a high-powered incentive
scheme, by increasing effort, also increases the informativeness of
performance. This increased informativeness, if turnover is otherwise
unlikely due to switching costs, in turn may raise turnover. Put differ-
ently, the manager is more likely to be found untalented if she exerts
a high effort and fails.

The mechanism by which the change is imple-

mented depends on the identity of the active mon-

itor. A large shareholder may sit on the board and

intervene in that capacity. An institutional investor

in the United States or a bank holding a sizeable

number of the firm’s shares as custodian in Germany

may intervene in the general assembly by introduc-

ing resolutions on particular corporate policy issues;

or perhaps they may be able to convince manage-

ment to alter its policy under the threat of inter-

vention at the general meeting. A raider launches a

takeover and thereby attempts to gain control over

the firm. Lastly, creditors in a situation of financial

distress or a receiver in bankruptcy force conces-

sions on management.

While active monitoring is intimately linked to the

exercise of control rights, speculative monitoring is

not. Furthermore, speculative monitoring is partly

backward looking in that it does not attempt to in-

crease firm value, but rather to measure this value,

which reflects not only exogenous prospects but also

past managerial investments. The object of specu-

lative monitoring is thus to “take a picture” of the

firm’s position at a given moment in time, that is,

to take stock of the previous and current manage-

ment’s accomplishments to date. This information

is used by the speculative monitor in order to adjust

his position in the firm (invest further, stay put, or

disengage), or else to recommend or discourage in-

vestment in the firm to investors. The typical specu-

lative monitor is the stock market analyst, say, work-

ing for a passive institutional investor, who studies

firms in order to maximize portfolio return without

any intent to intervene in the firms’ management.

But, as the examples above suggest, it would be in-

correct to believe that speculative monitoring occurs

only in stock markets. A short-term creditor’s strat-

egy is to disengage from the firm, namely, to refuse

to roll over the debt, whenever he receives bad news

about the firm’s capacity to reimburse its debt. Or,

to take other examples, an investment bank that rec-

ommends purchasing shares in a company or a rat-

ing agency that grades a firm’s public debt both look

at the firm’s expected value and do not attempt to

interfere in the firm’s management in order to raise

this value. They simply take a picture of the firms’
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resources and prospects in order to formulate their

advice.

Another seemingly unusual category of specula-

tive monitoring concerns legal suits by shareholders

(or by attorneys on behalf of shareholders) against

directors. Like other instances of speculative mon-

itoring, legal suits are based on backward-looking

information, namely, the information that the direc-

tors have not acted in the interest of the corporation

in the past; per se they are not meant to enhance

future value, but rather to sanction past underper-

formance. Two kinds of legal suits are prominent

in the United States: class-action suits on behalf of

shareholders, and derivative suits on behalf of the

corporation (that is, mainly shareholders, but also

creditors and other stakeholders to the extent that

their claim is performance-sensitive), which receives

any ensuing benefits.

While the mechanism of speculative monitoring

and its relationship with active monitoring will be

explored in detail in Part III of this book, it is

worth mentioning here that speculative monitoring

does discipline management in several ways. Spec-

ulative monitoring in the stock market makes the

firm’s stock value informative about past perfor-

mance; this value is used directly to reward man-

agement through stock options and, indirectly, to

force reluctant boards to admit poor performance

and put pressure on or remove management. Spec-

ulative monitoring by short-term creditors, invest-

ment banks, or rating agencies drains liquidity from

(or restricts funding to) poorly performing firms.

Either way, speculative monitoring helps keep man-

agers on their toes.

A second and important point is that monitor-

ing is performed by a large number of other “eye-

balls”: besides stock analysts, rating agencies assess

the strength of new issues. Auditors certify the ac-

counts, which in part requires discretionary assess-

ments such as when they evaluate illiquid assets

or contingent liabilities. A long-standing issue has

resurfaced with the recent scandals. These eyeballs

may face substantial conflicts of interest that may

alter their assessment (indeed, many reform propos-

als suggest reducing these conflicts of interest). For

example, a bank’s analysts may overhype a firm’s

stocks to investors in order to please the firm from

which the investment banking branch tries to win

business in mergers and acquisitions and in security

underwriting.47

Accountants may face similar conflicts of inter-

est if they also, directly or indirectly, act as di-

rectors, brokers, underwriters, suppliers of man-

agement or tax consulting services, and so forth.48

Unsurprisingly, a number of countries (e.g., United

States, United Kingdom, Italy) have moved from self-

regulation of the accounting profession to some

form of government regulation. In the United States,

the Sarbanes–Oxley Act of 2002 created a regulatory

body49 to set rules for, inspect, and impose penalties

on public accounting firms.50

1.2.5 Product-Market Competition

It is widely agreed that the quality of a firm’s man-

agement is not solely determined by its design

of corporate governance, but also depends on

the firm’s competitive environment. Product-market

competition matters for several reasons. First, as

already mentioned, close competitors offer a yard-

stick against which the firm’s quality of manage-

ment can be measured. It is easier for management

to attribute poor performance to bad luck when the

firm faces very idiosyncratic circumstances, say, be-

cause it is a monopoly in its market, than when com-

petitors presumably facing similar cost and demand

conditions are doing well. There is no arguing that

47. For example, Merrill Lynch was imposed a $100 million penalty
by the New York Attorney General (2002) when internal emails by ana-
lysts described as “junk” stocks they were pushing at the time. Merrill
Lynch promised, among other things, to delink analyst compensation
and investment banking (Business Week, October 7, 2002). In the same
year, Citigroup, or rather its affiliate, Salomon Smith Barney, was un-
der investigation for conflicts between stock research and investment
banking activities.

48. In 2001, nonaudit fees make up for over 50% of the fees paid
to accounting firms by 28 of the 30 companies constituting the Dow
Jones Industrial Average. The California Public Employees’ Retirement
System (CalPERS) announced that it would vote against the reappoint-
ment of auditors who also provide consulting services to the firm.

49. The Public Company Accounting Oversight Board, overseen by
the SEC.

50. DeMarzo et al. (2005) argue that self-regulation leads to lenient
supervision. Pagano and Immordino (2004), building on Dye (1993),
explicitly model management advisory services as bribes to auditors
and study the optimal regulatory environment under potential collu-
sion between firms and their auditors. They show that good corporate
governance reduces the incentive to collude and calls for more de-
manding auditing standards.
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this benchmarking is used, at least implicitly, in the

assessment of managerial performance.

Actually, product-market competition improves

performance measurement even if the competitors’

actual performance is not observed.51 The very exis-

tence of product-market competition tends to filter

out or attenuate the exogenous shocks faced by the

firm. Suppose the demand in the market is high or

the cost of supplies low. The management of a firm

in a monopoly position then benefits substantially

from the favorable conditions. It can either trans-

form these favorable circumstances into substantial

monetary rents if its compensation is very sensitive

to profits, or it can enjoy an easy life while still reach-

ing a decent performance, or both. This is not so for

a competitive firm. Suppose, for instance, that pro-

duction costs are low. While they are low for the firm,

they are also low for the other firms in the indus-

try, which are then fierce competitors; and so the

management is less able to derive rents from the

favorable environment.

Another related well-known mechanism through

which product-market competition affects manage-

rial incentives is the bankruptcy process. Manage-

ment is concerned about the prospect of bank-

ruptcy, which often implies the loss of the job and in

any case a reduction in managerial prerogatives. To

the extent that competition removes the cosy cash

cushion enjoyed by a monopolist, competition keeps

managers alert.52

While competition may have very beneficial ef-

fects on managerial incentives, it may also create

perverse effects. For example, firms may gamble in

order to “beat the market.” A case in point is the

intensely competitive market for fund management.

Fund managers tend to be obsessed with their rank-

ing in the industry, since this ranking determines

the inflow of new investments into the funds and,

to a lesser extent due to investor inertia, the flow of

51. This argument is drawn from Rey and Tirole (1986), who, in the
context of the choice between exclusive territories and competition
between retailers, argue that competition acts as an insurance device
and thus boosts incentives. Hermalin (1992) and Scharfstein (1988)
study the impact of product-market competition on the agency cost in
a Holmström (1979) principal–agent framework.

52. Aghion et al. (1999) develop a Schumpeterian model in which
management may be unduly reluctant to adopt new technologies, and
show that a procompetition policy may improve incentives in those
firms with poor governance structures.

money out of the fund. This may induce fund man-

agers to adopt strategies that focus on the ranking

of the fund relative to competing funds rather than

on the absolute return to investors.

It should also be realized that competition will

never substitute for a proper governance structure.

Investors bring money to a firm in exchange for an

expected return whether the firm faces a compet-

itive or protected environment. This future return

can be squandered by management regardless of

the competitiveness of the product market. And in-

deed, a number of recent corporate governance scan-

dals (e.g., Barings, Credit Lyonnais, Gan, Banesto,

Metallgesellschaft, Enron, WorldCom) have occurred

in industries with relatively strong competition. Sim-

ilarly, the reaction of the big three American automo-

bile manufacturers to the potential and then actual

competition from foreign producers was painfully

slow.

1.3 The Board of Directors

The board of directors53 in principle monitors man-

agement on behalf of shareholders. It is meant to

define or, more often, to approve major business de-

cisions and corporate strategy: disposal of assets,

investments or acquisitions, and tender offers made

by acquirers. It is also in charge of executive compen-

sation, oversight of risk management, and audits.

53. We will here be discussing the standard board structure. There
are, of course, many variants. One variant that has received much
attention is the German two-tier board. For instance, AGs (Aktien-
gesellschaften) with more than 2,000 employees have (a) a manage-
ment board (Vorstand) with a leader (Sprecher ) playing somewhat the
role of a CEO and meeting weekly, say, and (b) a supervisory board (Auf-
sichtsrat ) meeting three or four times a year, appointing members of
the Vorstand, and approving or disapproving accounts, dividends, and
major asset acquisitions or disposals proposed by the Vorstand. The
Vorstand is composed of full-time salaried executives with fixed-term
contracts, who cannot be removed except in extreme circumstances, a
feature that makes it difficult for an outsider to gain control over the
firm.

Firm managers cannot be members of the Aufsichtsrat. Half of the
members of the Aufsichtsrat are nonexecutive representatives of the
shareholders, and half represents employees (both employee delegates
and external members designated by trade unions). The shareholders’
representatives are nonexecutives but they are not independent in the
Anglo-Saxon sense since they often represent firms or banks with an
important business relationship with the firm. The chairman is drawn
from the shareholders’ representatives, and breaks ties in case of a
deadlock. For more detail about the German two-tier system, see, for
example, Charkham (1994, Chapter 2), Edwards and Fischer (1994),
Kojima (1997, Section 4.1.2), and Roe (2003).
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Lastly, it can offer advice and connections to man-

agement. To accomplish these tasks, boards oper-

ate more and more often through committees such

as the compensation, nominating, and audit com-

mittees. Boards have traditionally been described

as ineffective rubber-stampers controlled by, rather

than controlling, management. Accordingly, there

have recently been many calls for more accountable

boards.54

1.3.1 Boards of Directors: Watchdogs or
Lapdogs?

The typical complaints about the indolent behavior

of boards of directors can be found in Mace’s (1971)

classic book. Directors rarely cause trouble in board

meetings for several reasons.

Lack of independence. A director is labeled “inde-

pendent” if she is not employed by the firm, does not

supply services to the firm, or more generally does

not have a conflict of interest in the accomplishment

of her oversight mission. In practice, though, direc-

tors often have such conflicts of interest. This is

most obvious for insiders sitting on the board (ex-

ecutive directors), who clearly are simultaneously

judge and party.55 But nonexecutive directors are

often not independent either. They may be hand-

picked by management among friends outside the

firm. They may be engaged in a business relation-

ship with the firm, which they worry could be sev-

ered if they expressed opposition to management.

54. In France, the corporate governance movement is scoring points,
partly due to the increase in foreign shareholdings (70% of stock mar-
ket value, but only 13% of the seats on the boards in 1997) and to
privatizations. Firms publicize their compliance with the 1995 Viénot
report setting up a code of behavior for boards. Yet, the corporate
governance movement is still in its infancy. There are very few inde-
pendent directors. A Vuchot–Ward–Howell study (cited by La Tribune,
March 10, 1997) estimated that only 93 directors among the 541 di-
rectors of the largest publicly traded French corporations (CAC40) are
independent (although French firms widely advertise “outside direc-
tors” as “independent directors”). Many are part of a club (and often
went to the same schools and issued from the same corps of civil ser-
vants) sitting on each other’s boards. The composition of board com-
mittees is not always disclosed. And general assemblies are still largely
perfunctory, although minority shareholder movements are develop-
ing and recent votes demonstrate (minority) opposition to managerial
proposals in a number of large companies.

55. The argument that is sometimes heard that insiders should be
board members (implying: with full voting rights) in order to bring rel-
evant information when needed is not convincing, since insiders with-
out voting rights could participate in part or all of the board meetings.

They may belong to the same social network as the

CEO.56 Finally, they may receive “bribes” from the

firm; for example, auditors may be asked to provide

lucrative consultancy and tax services that induce

them to stand with management.

In the United States, as in France, the chairman of

the board (who, due to his powers, exercises a dis-

proportionate influence on board meetings) is most

often the firm’s CEO, although the fraction of large

corporations with a split-leadership structure has

risen from an historical average of about one-fifth

to one-third in 2004.57 Nonexecutive chairmen are

much more frequent in the United Kingdom (95% of

all FTSE 350 companies in 2004) and in Germany and

in the Netherlands (100% in both countries), which

have a two-tier board.

An executive chairmanship obviously strengthens

the insiders’ hold on the board of directors. Another

factor of executive control over the board is the pos-

sibility of mutual interdependence of CEOs. This fac-

tor may be particularly relevant for continental Eu-

rope and Japan, where cross-shareholdings within

broadly defined “industrial groups” or keiretsus in

Japan creates this interdependence. But, even in the

United States, where cross-shareholdings are much

rarer, CEOs may sit on each others’ boards (even per-

haps on each others’ compensation committees!).

Insufficient attention. Outside directors are also

often carefully chosen so as to be overcommitted.

56. Kramarz and Thesmar (2004) study social networks in French
boardrooms. They identify three types of civil-service related social
networks in business (more than half of the assets traded on the
French stock market are managed by CEOs issued from the civil ser-
vice). They find that CEOs appoint directors who belong to the same
social network. Former civil servants are less likely to lose their job fol-
lowing a poor performance, and they are also more likely than other
CEOs to become director of another firm when their own firm is doing
badly.

Bertrand et al. (2004) investigates the consequences of French CEOs’
political connections. There is a tight overlap between the CEOs and
cabinet ministers, who often come from the same corps of civil ser-
vants or more generally belong to the same social networks associated
with the Ecole Polytechnique or the Ecole Nationale d’Administration.
Bertrand et al. find that firms managed by connected CEOs create more
(destroy fewer) jobs in politically contested areas, and that the quid pro
quo comes in the form of a privileged access to government subsidy
programs.

57. According to a September 2004 study by Governance Metrics
International, a corporate governance rating agency based in New York
(cited in Felton and Wong 2004). Among the firms that have recently
separated the roles of chairman and CEO are Dell, Boeing, Walt Disney,
MCI, and Oracle.
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Many outside directors in the largest U.S. corpora-

tions are CEOs of other firms. Besides having a full

workload in their own company, they may sit on

a large number of boards. In such circumstances,

they may come to board meetings (other than their

own corporation’s) unprepared and they may rely

entirely on the (selective) information disclosed by

the firm’s management.

Insufficient incentives. Directors’ compensation

has traditionally consisted for the most part of fees

and perks. There has often been a weak link between

firm performance and directors’ compensation, al-

though there is a trend in the United States towards

increasing compensation in the form of stock op-

tions for directors.58

Explicit compensation is, of course, only part of

the directors’ monetary incentives. They may be

sued by shareholders (say, through a class-action

suit in the United States). But, four factors mitigate

the effectiveness of liability suits. First, while courts

penalize extreme forms of moral hazard such as

fraud, they are much more reluctant to engage in

business judgements about, say, whether an invest-

ment or an acquisition ex ante made good economic

sense. Judges are not professional managers and

they have limited knowledge of past industry condi-

tions. They therefore do not want to be drawn into

telling managers and directors how they should run

their companies. Since corporate charters almost al-

ways eliminate director liability for breaches of duty

of care, it is difficult for shareholders and other

stakeholders to bring a suit against board members.

Second, firms routinely buy liability insurance for

their directors.59 Third, liabilities, if any, are often

paid by the firms, which indemnify directors who

have acted in good faith. Fourth, plaintiff’s lawyers

may be inclined to buy off directors (unless they are

58. Yermack (2004b), looking at 766 outside directors in Fortune
500 firms between 1994 and 1996, estimates incentives from compen-
sation, replacement, and opportunity to obtain other directorships.
He finds that these incentives together yield 11 cents per $1,000 in-
crease in firm value (shareholder wealth) to an outside director. Thus,
performance-based incentives are not negligible for outside directors
even though they remain much lower than those for CEOs (e.g., $5.29
per $1,000 increase in firm value for the median CEO in 1994, as
reported by Hall and Liebman (1998)).

59. As well as officers (these insurance policies are labeled directors
and officers (D&O) insurance policies).

extremely wealthy) in order to settle. Overall, for

Black et al. (2004), as long as outside directors re-

frain from enriching themselves at the expense of

the company, the risk of having to pay damages or

legal fees out of their own pocket is very small in the

United States,60 as well as in other countries such as

France, Germany, or Japan, where lawsuits are much

rarer.

This undoing of the impact of liability suits has

two perverse effects: it makes directors less account-

able, and, in the case of indemnification by the firm,

it deters shareholders from suing the directors since

the fine paid in the case of a successful suit comes

partly out of their pocket.

Avoidance of conflict. Except when it comes to

firing management, it is hard even for indepen-

dent directors to confront management; for, they are

engaged in an ongoing relationship with top execu-

tives. A conflictual relationship is certainly unpleas-

ant. And, perhaps more fundamentally, such a rela-

tionship is conducive neither to the management’s

listening to the board’s advice nor to the disclosure

to the board of key information.

In view of these considerations, it may come as a

surprise that boards have any effectiveness. Boards

actually do interfere in some decisions. They do re-

move underperforming managers, as we discussed

in Section 1.2. They may also refuse to side with man-

agement during takeover contests. A well-known

case in point is the 1989 RJR Nabisco leveraged buy-

out (LBO) in which a group headed by the CEO made

an initial bid and the outside directors insisted on

auctioning off the company, resulting in a much

more attractive purchase by an outsider.

It should be realized, though, that the cosy re-

lationship between directors and management is

likely to break down mainly during crises. Directors

60. It was a shock to directors when ten former executive direc-
tors of WorldCom agreed to pay a total of $18 million from their own
savings and ten former Enron directors paid $13 million (still, the in-
surance companies are expected to pay out the bulk of the money:
$36 million for WorldCom and $155 million for Enron The Economist,
January 15, 2005, p. 65). It is hard to predict whether this indicates a
new trend, as these cases involved extreme misbehaviors.

D&O insurance policies are less prevalent in Europe because of the
lower probability of lawsuits, but they are likely to become very wide-
spread as lawsuits become more common.
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are then more worried about liability and more ex-

posed to the spotlight. Furthermore, their relation-

ship with management has shorter prospects than

during good times. And, indeed, directors have his-

torically been less effective in preventing manage-

ment from engaging in wasteful diversification or in

forcing it to disgorge excess cash than in removing

underperforming managers. Relatedly, there is evi-

dence that decreases in the share price lead to an in-

crease in board activity, as measured by the annual

number of board meetings (Vafeas 1999).

Bebchuk and Fried (2004) offer a scathing view

of board behavior. They argue that most directors

choose to collude with CEOs rather than accom-

plish their role of guardian of shareholders’ inter-

ests. Directors dislike haggling with or being “dis-

loyal” to the CEO, have little time to intervene, and

further receive a number of favors from the CEO:

the CEO can place them on the company’s slate, in-

creasing seriously their chance of reelection, give

them perks, business deals (perhaps after they have

been nominated on the board, so that they are for-

mally “independent”), extra compensation on top

of the director fee, and charitable contributions to

nonprofit organizations headed by directors, or re-

ciprocate the lenient oversight in case of interlock-

ing directorates. A key argument of Bebchuk and

Fried’s book is that the rents secured by directors

for the CEO involve substantial “camouflage”; that

is, these rents should be as discrete or complex as

possible so as to limit “outrage costs” and backlash.

This camouflage yields inefficient compensation for

officers. For example, compensation committees61

fail to filter out stock price rises or general mar-

ket trends and use conventional stock-option plans

(as discussed in Section 1.2); and they grant sub-

stantial ability to managers to unload their options

and shares. They also grant large cash payments in

the case of an acquisition, generous retirement pro-

grams, and follow-on consulting contracts. Directors

also happily acquiesce to takeover defenses.62

61. Despite their independence (in the United States, and unlike
for some other committees, such as the nomination committee, direc-
tors sitting on the compensation committee are mostly independent
directors).

62. Another example of “camouflaged rent” is the granting of
executive loans, now prohibited by the 2002 Sarbanes–Oxley Act.

1.3.2 Reforming the Board

The previous description of indolent boards almost

smacks of conspiracy theory. Managers carefully

recommend for board nomination individuals who

either have conflicts of interest or are overcom-

mitted enough that they will be forced to rubber-

stamp the management’s proposals at the board

meetings. And managers try to remove incentives to

monitor by giving directors performance-insensitive

compensation and by insuring them against liability

suits, and “bribe” them in the various ways described

in Bebchuk and Fried’s book. Most of these manage-

rial moves must, of course, be approved by the board

itself, but board members may find their own bene-

fit to colluding with management at the expense of

shareholders.

While there is obviously some truth in this de-

scription, things are actually more complex for a

couple of reasons.

Teammates or referees? As we observed, board

members may actually be in an uncomfortable situ-

ation in which they attempt to cooperate with top

executives while interfering with their decisions.

Such relationships are necessarily strenuous. These

different functions may sometimes conflict. The

advisory role requires the directors be supplied with

information that the top management may be un-

willing to disclose if this information is also used to

monitor and interfere with management.63

Knowledge versus independence? Parties close to

the firm, and therefore susceptible to conflict of in-

terest, are also likely to be the best informed about

the firm and its environment. Similarly, professional

managers are likely to be good monitors of their

peers, even though they have an undue tendency to

identify with the monitored.

What link from performance to board compensa-

tion? Providing directors with stock options rather

than fixed fees goes in the right direction, but, for the

same reasons as for managers, stock options have

their own limitations. In particular, if managers go

for a risky strategy that reduces investor value but

63. Adams and Ferreira (2003) build a model of board composi-
tion based on this premise and show that, in some circumstances, a
management-friendly board may be optimal.
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raises the value of their stock options, directors may

have little incentive to oppose the move if they them-

selves are endowed with stock options. Similarly, di-

rectors’ exposure to liability suits has costs. While

the current system of liability insurance clearly im-

pairs incentives, exposing directors fully to liability

suits could easily induce them to behave in a very

conservative fashion or (for the most talented ones)

to turn down directorial jobs.

With these caveats in mind, there is still ample

scope for board reform. Save a few legal and reg-

ulatory rules (such as the 1978 New York Stock

Exchange rule that listed firms must have audit com-

mittees made up of nonexecutives), directors and

managers faced few constraints in the composition

and governance of boards. New regulations and laws

may help in this respect, but, as usual, one must

ask whether government intervention is warranted;

in particular, one should wonder why the corpo-

rate charter designers do not themselves draw bet-

ter rules for their boards, and, relatedly, why more

decentralized solutions cannot be found, in which

shareholders force (provided they have the means

to) boards to behave better. That is, with better in-

formation of and coordination among shareholders,

capital market pressure may be sufficient to move

boards in the right direction.

In this spirit, several study groups produced codes

of good conduct or of best practice for boards (e.g.,

the 1992 Cadbury report in the United Kingdom and

the 1995 Viénot report in France). Abstracts from

the Cadbury report are reproduced at the end of this

chapter. Among other proposals, the Cadbury report

calls for (a) the nomination of a recognized senior

outside member where the chairman of the board

is the CEO,64 (b) a procedure for directors to take

independent professional advice at the company’s

expense, (c) a majority of independent directors

(namely, nonexecutive directors free from business

relationship with the firm), and (d) a compensation

committee dominated by nonexecutive directors and

an audit committee conferred to nonexecutive di-

rectors, most of whom should be independent. In

64. The UK Combined Code (the successor to the Cadbury Code)
states that chairmen should be independent at the time of appoint-
ment.

Table 1.1 Compliance of U.S. companies with a few CalPERS

criteria in 1997. Source: Analysis by the The New York Times

(August 3, 1997) of data compiled by Directorship from the

861 public companies on the Fortune 1000 list. “Indepen-

dent” here means “composed of outside directors.”

Has outside chairman 5%

Only one insider on the board 18%

Some form of mandatory
retirement for directors 18%

Independent nominating committee 38%

Fewer than 10% of directors over 70 68%

Independent governance committee 68%

No retired chief executive on the board 82%

Independent ethics committee 85%

Independent audit committee 86%

A majority of outside directors
on the board 90%

Independent compensation committee 91%

contrast, the Cadbury report recommends against

performance-based compensation of directors.

In the United States, the largest public pension

fund, CalPERS, with $165.3 billion in assets in Au-

gust 2004, drew in the mid 1990s a more ambitious

list of 37 principles of good practice for a corporate

board, 23 “fundamental” and 14 “ideal.” CalPERS

would like the companies to consider the ideal prin-

ciples, such as a limit on the number of directors

older than 70, but has stated it would be more open-

minded on these principles than on the fundamen-

tal ones. CalPERS monitors the companies’ compli-

ance (in spirit, if not the letter) with these principles

and publicizes the results, so as to generate proxy

votes for companies that comply least. As of 1997,

most firms failed to comply with a substantial num-

ber of CalPERS criteria, although some of these crite-

ria were usually satisfied by most corporations (see

Table 1.1).

While the CalPERS list is stringent and some of its

criteria controversial, it illustrates well the investors’

current pressure for more accountable boards.

More recently, in the wake of the many corpo-

rate scandals at the turn of the century, expert

recommendations regarding the board of directors

have been bolder. For example, they suggest regular

meetings of the board or specific committees in the

absence of executives, a policy already adopted by a
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number of corporations.65 Such meetings promote

truth telling and reduce individual directors’ con-

cern about the avoidance of conflict with manage-

ment. A number of experts have also recommended

self-evaluation of boards; for example, at regular in-

tervals the director with the worst “grade” would be

fired.66 There have also been calls for strict limits

(e.g., three) on the number of board mandates that a

director can accept, for limited director tenures, and

for a mandatory retirement age.

Monetary incentives have also been put forward.

The directors’ compensation would be more system-

atically related to the firm’s stock value. Here the

recommendation is for directors to hold a minimum

number of shares in the firm.67

Some experts68 have proposed a direct or interme-

diated (through an ombudsman) access of whistle-

blowers to independent directors. This is probably

a good suggestion, although it has one flaw and its

impact is likely to be limited for two reasons. The

drawback of whistleblowing is that companies react

to its threat by (a) intensively screening employees

in order to pick those who are likely to prove “loyal,”

and (b) reducing information flows within the firm,

which reduces the benefit of whistleblowing in terms

of transparency and accountability.69 Second, em-

ployees have relatively low incentives to blow the

whistle. If discovered by the company (even formal

anonymity does not guarantee that there will not be

suspicion about the source of information), they will

probably be fired. And whistleblowers notoriously

have a hard time finding a new job in other firms,

who fear that they will blow the whistle again.70

65. Korn/Ferry International (2003) estimated that in 2003 87% of
U.S. Fortune 1000 boards held Executive Sessions without their CEO
present. By contrast, only 4% of Japanese boards gather without the
CEO present.

66. In 2003, 29% of U.S. boards (41% in Asia Pacific) conducted indi-
vidual director evaluation reviews (Korn/Ferry International 2003).

67. An example often cited by the proponents of this view is that of
G. Wilson, who was for twelve years director of the Disney Corporation
and held no share of Disney despite a personal wealth exceeding $500
million!

68. See, for example, Getting Governance Right, McKinsey Quarterly,
2002.

69. More generally, a cost of using informers is that it destroys trust
in social groups, as has been observed in totalitarian regimes (e.g., in
Eastern Germany, where people were concerned that family members
or friends would report them to the Stasi).

70. Consider the example of Christine Casey, who blew the whis-
tle on Mattel, the toy manufacturer, which reported very inflated sales

In particular, employers routinely check prospective

employees’ litigation record. The proposal of letting

whistleblowers have a direct or indirect access to in-

dependent directors is therefore likely to be most

effective when (a) the sensitive information is held

by a number of employees, so that whistleblower

anonymity can really be preserved, and (b) the direc-

tors can check the veracity of the information inde-

pendently, that is, without resorting to the whistle-

blower. Lastly, it must be the case that directors pay

attention to the information that they receive from

the whistleblower (the Enron board failed to follow

up on allegations by a whistleblower). For this, they

must not be swamped by tons of frivolous whistle-

blowing messages; and, of course, they must have

incentives to exercise their corporate governance

rights.

Lastly, the Sarbanes–Oxley Act (2002) in the

United States requires the audit committee to hire

the outside auditor and to be composed only of

directors who have no financial dealing with the firm.

It also makes the board more accountable for mis-

reporting.

A Few Final Comments

Scope of codes. First, codes are not solely pre-

occupied with boards of directors. They also include,

for example, recommendations regarding reporting

(auditor governance, financial reporting), executive

forecasts to its shareholders (see, for example, The Economist, January
18, 2003, p. 60). Some managers kept two sets of figures, and con-
sistently misled investors. In February 1999, Ms. Casey approached a
Mattel director. After being screamed at by executives and basically
demoted, in September 1999, she telephoned the SEC. She ended up
resigning, filed an unsuccessful lawsuit against Mattel, and in 2003
was still without a job.

Zingales (2004) reviews the (rather bleak) evidence on what happens
to whistleblowers after they have denounced management and after
they quit their firm. To counteract the strong incentives not to blow the
whistle, he proposes that whistleblowers receive a fraction (say, 10%)
of all fees and legal awards imposed on the company (with, of course,
some punishments for frivolous whistleblowing and a requirement to
denounce to the SEC rather than in public). Such rewards already exists
for people who help the U.S. government to recover fraudulent gains
by private agents at its expense (whistleblowers are entitled to between
15% and 30%).

Friebel and Guriev (2004) argue that internal incentives are designed
so as to limit whistleblowing. In their theoretical model, division man-
agers may have evidence that top managers are inflating earnings.
Top management, however, provides lower-level managers with a pay
structure similar to theirs so as to make them allies. Friebel and Guriev
thus provide an explanation for the propagation of short-term incen-
tives in corporate hierarchies.
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Table 1.2 Some recent codes of good governance.

Separation of Rotation Frequency ‘Comply Selected
Independent chairman–CEO of external of financial or explain’ country-specific

directors? roles? auditor? reporting? requirement? governance issues

Brazil
CVM Code As many Clear Not Quarterly No Adoption of

(2002) as possible preference covered IAS/U.S. GAAP1

for split Fiscal boards1

Tag-along rights1

France
Bouton Report At least No recom- Regularly, for No recom- No Dual statutory

(2002) one-half mendation lead auditors mendation auditors
of board given

Russia
CG Code At least Split required Not covered Quarterly No Managerial boards

(2002) one-quarter by law
of board

Singapore
CG Committee At least Recommended Not covered Quarterly Yes Disclosure of pay for

(2001) one-third family members of
of board directors/CEOs

United Kingdom
Cadbury Code Majority of Recommended Periodically, Semiannually Yes

(1992) nonexecutive for lead
directors auditors

Combined Code At least Clear Not covered2 Semiannually, Yes
(2003) one-half preference per listing

of board for split rules

United States
Conference Board Substantial Separation is Recommended Quarterly, No

(2003) majority one of three for audit firm3 as required
of board acceptable options by law

Source: Coombes and Wong (2004).
1. IAS, International Accounting Standards; GAAP, generally ac-

cepted accounting principles; fiscal boards are akin to audit commit-
tees, but members are appointed by shareholders; tag-along rights
protect minority shareholders by giving them the right to participate
in transactions between large shareholders and third parties.

2. In the United Kingdom, the accounting profession’s self-regu-

latory body requires rotation of lead audit partner every seven years.
Combined Code recommends that companies annually determine au-
ditor’s policy on partner rotation.

3. Sarbanes–Oxley Act requires rotation of lead audit partner every
five years. Circumstances that warrant changing auditor firm include
audit relationship in excess of ten years, former partner of audit firm
employed by company, and provision of significant nonaudit services.

compensation, shareholders voting, or antitakeover

defenses. Second, they are now commonplace. As of

2004, fifty countries had their own code of gover-

nance, emanating from regulators, investor associ-

ations, the industry itself, or supranational organi-

zations. They differ across countries as shown by

Table 1.2, which reports some key features of a few

recently drawn codes.

Do codes matter? Codes are only recommenda-

tions and have no binding character. Probably the

main reason why they seem to have an impact is

that they educate the general public, including in-

vestors. To the extent that they are drawn by expert

and independent bodies they carry (real) authority

in indicating the conditions that are conducive to ef-

ficient governance. They further focus the debate on

pointing at some “reasonable” or “normal” practices,

a deviation from which ought to be explained. For

example, it is often asserted that the 1992 Cadbury

Code of Best Practice, by pointing at the cost of con-

flating the positions of chairman of the board and

CEO, was instrumental in moving the fraction of the

top U.K. companies that operated a separation from

50 to 95% in 2004. In performing this educative role,

the codes finally may help the corresponding prac-

tices enjoy the “network externalities” inherent in

familiar institutions: investors, judges, and regula-

tors in charge of enforcing the laws gain expertise in

the understanding of the meaning and implications

of most often used charters; contractual deviations

by individual firms therefore run the risk of facing a

lack of familiarity by these parties.
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Do codes suffice? Unlike codes, corporate laws do

have a binding impact on the design of corporate

charters, even though the exact nature of the regu-

latory constraint is subject to debate as courts are

sometimes willing to accept contractual innovations

in corporate charters in which the parties opt out

of the legal rules and set different terms.71 In the

long-standing normative debate on contractual free-

dom in corporate law, there is relative agreement

on the usefulness of corporate law as creating a de-

fault point that lowers the cost of contracting for

all parties who do not want to spend considerable

resources into drafting agreements.72 Legal experts

in contrast disagree on the desirability of the com-

pulsory nature of the law. Advocates of deregula-

tion, such as Easterbrook and Fischel (1989), argue

that one size does not fit all and that a mandatory

law at the very least prevents contractual innova-

tions that would benefit all parties; they may fur-

ther argue that existing rules need not be optimal

even in the set of rigid rules. Others are opposed to

permitting shareholders to opt out from the manda-

tory core of corporate law. Arguments in favor of

keeping corporate law mandatory include: the ab-

sence of some concerned parties at the initial bar-

gaining table (see Chapter 11 of this book); the pos-

sibility that inefficient governance allows managers

to change the rules of the game along the way thanks

to investors’ apathy;73 and the possibility that asym-

metric information at the initial contracting stage

engenders dissipative costs (see Chapter 6).

Even if it is not mandatory, corporate law matters

for roughly the same reasons that codes are relevant.

First, the transaction costs of contracting around

the default point may be substantial. Second, there

71. On the role of courts, see, for example, Coffee (1989).

72. On this, see, for example, Ayres and Gertner (1989, 1992). East-
erbrook and Fischel (1989), among others, point out that the story
that corporate law is there to provide off-the-shelf terms for parties
who want to economize on contracting costs is incomplete in that the
default rules could be designed alternatively by law firms, corporate
service bureaus, or investment banks. They argue nonetheless that the
supply of default rules has the nature of a public good, if only because
the court system can develop a set of precedents on how to deal with
contract incompleteness.

73. Bebchuk (1989) emphasizes that the questions of contractual
freedom in the initial charter and in midstream (after the charter has
been drawn) are different. The amendment process is imperfect, as
the shareholders’s insufficient incentive to become informed may not
preclude value-decreasing amendments.

are the “network externalities” alluded to above in

the context of codes. In particular, abiding by the

statutes provides for a more competent enforcement

by the legal infrastructure. These network external-

ities could, of course, suggest an equilibrium focus

on contractual provisions that differ from existing

rules; but the existence of transaction costs (the first

argument) tends to make the rule a focal point.

Finally, note that a state or a country’s codes and

legal rules matter most when firms cannot choose

where to incorporate and/or be listed. Competition

among codes and legal rules74 encourages interna-

tional convergence towards standards that facilitate

the corporations’ access to financing (although, as

will be studied in Chapter 16, firms’ interests with

respect to the regulatory environment may not be

aligned).

1.4 Investor Activism

Active monitors intervene in such matters as the

firm’s strategic decisions, investments, and asset

sales, managerial compensation, design of takeover

defenses, and board size and composition. We first

describe various forms of investor activism, leaving

aside takeovers and bank monitoring, which will be

discussed in latter sections. We then point to a num-

ber of limitations of investor activism.

1.4.1 Investor Activism Comes in
Many Guises

Active monitoring requires control. As will be

stressed in Part IV of this book, monitoring per se

does not alter corporate policy. In order to imple-

ment new ideas, or to oppose bad policies of man-

agers, the active monitor must have control. Control

can come in two forms:75 formal and real. Formal

control is enjoyed by a family owner with a majority

of voting shares, by headquarters over divisions in

a conglomerate, or by a venture capitalist with ex-

plicit control rights over a start-up company. For-

mal control thus enables a large owner to, directly

74. There is a large literature on competition between legal environ-
ments. See, for example, Bar-Gill et al. (2003) and Pagano and Volpin
(2005c) and the references therein.

75. This dichotomy is an expositional oversimplification. Actual
control moves more continuously than suggested by the dichotomy.
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Table 1.3 Ownership of common stock (as a percentage of total outstanding common shares in 2002) for

(a) all equity and (b) listed equity.

(a) (b)
︷ ︸︸ ︷ ︷ ︸︸ ︷

U.S. Japan France Germany U.K. Japan France Germany

Banks and other financial institutions 2.3 9.0 12.1 10.5 12.6 7.42 12.6 33.5

Insurance companies 7.3 4.3 19.9 7.32

Pension funds 16.9 5.4

}

4.5 9.9
15.6 5.62

}

7.0 7.4

Mutual funds 19.5 1.9 5.9 11.3 4.5 6.58 19 4.6

Households 42.5 14.0 19.5 14.7 14.3 16.84 6.5 22.9

Nonfinancial business n.a. 43.7 34.3 34.2 0.8 38.12 20.2 11.7

Government 0.7 14.0 4.5 2.7 0.1 4.12 3.6 1.9

Foreign 10.6 7.7 19.2 16.6 32.1 13.98 31.2 18.1

This table was assembled by David Sraer. The details of its construction can be found in an appendix (see Section 1.11.1).

and unencumbered (except perhaps by fiduciary du-

ties), implement the changes he deems necessary. In

contrast, real control is enjoyed by a minority owner

who persuades other owners, or at least a fraction of

them sufficient to create a dissenting majority, of the

need for intervention. The extent to which a minor-

ity owner is able to convince other owners to move

against management depends on two factors: ease of

communication and of coalition-building with other

investors, and congruence of interest among owners.

The degree of congruence is determined by the ac-

tive monitor’s reputation (is he competent and hon-

est?), by the absence of conflict of interest (will the

monitor benefit from control in other ways than his

fellow shareholders?), and by his stake in the firm

(how much money will the monitor lose in case of a

misguided intervention?). The latter factor explains

why minority block shareholders are often described

(a bit abusively) as having a “control block” even

though they do not formally control the firm, and

why dissidents in proxy contests are less trusted if

their offer is not combined with a cash tender offer.

Proxy fights. In a proxy contest, a stockholder

or a group of stockholders unhappy with manage-

rial policies seeks either election to the board of di-

rectors with the ultimate goal of removing manage-

ment, or support by a majority of shareholders for a

resolution on a specific corporate policy. Sometimes,

the threat of a proxy contest suffices to achieve the

active monitor’s aims, and so the contest need not

even occur. For example, active monitors may use a

political campaign to embarrass directors and force

them to remove the CEO; or they may meet with di-

rectors or management and “convince” them of the

necessity to alter their policies.

Proxy fights are an important element of corpo-

rate discipline in the United States. For example, in

1992–1993, financial institutions claimed the scalps

of the CEOs of American Express, Borden, General

Motors, IBM, Kodak, and Westinghouse. They also

pressed for smaller boards and a larger fraction of

outside directors, and forced large pay cuts on the

bosses of ITT, General Dynamics, and U.S. Air (The

Economist, August 19, 1996, p. 51). Proxy fights are

associated with low accounting earnings, but, per-

haps surprisingly, seem to have little relationship

with the firm’s stock returns (see de Angelo 1988;

de Angelo and de Angelo 1989; Pound 1988).

As we discussed, the existence and success of

proxy fights depend not only on whether the initiator

is trusted by other shareholders,76 but also on their

cost and feasibility. The competition between man-

agement (who can use corporate resources) and dis-

sidents must be fair. And shareholders must be able

to communicate among themselves. Until 1992, U.S.

regulations made it very difficult for institutional in-

vestors (many of whom typically own a small piece

76. Proxy votes may be ineffective if the dissenters do not succeed
in building a majority. For example, in 2003, Disney was able to ignore
in large part a proxy vote in which about 40% of the votes were cast
against management.
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Figure 1.3 Evolution of listed-equity ownership by sectors in France (1977–2003). (Assembled by David Sraer.)

of the firm, as we will see) to communicate. A 1992

SEC rule change has allowed freer communication.

Furthermore, the 1992 new SEC rules have lowered

the cost of a proxy fight from over $1 million to less

than $5,000 (The Economist, January 29, 1994, p. 24

of a survey on corporate governance).

Proxy fights are rare in many other countries, and

almost unheard of in Japan, where general assem-

blies tend to be perfunctory.

1.4.2 Pattern of Ownership

Investor activism is intimately linked to the struc-

ture of ownership. A brief review of this structure

(in the context of publicly held companies) is there-

fore in order.

Table 1.3 looks at the ownership of common

stock for listed and unlisted companies. It shows

that, as of 2002, countries differ substantially as to

who owns equity. In the United States, households

and institutional investors other than banks hold

most of the shares.77 Households (other than owners

77. We here focus on the ownership of common stock. Needless to
say, the ownership pattern for assets in general may be quite differ-
ent. For example, U.S. banks held almost no equity due in part to the
prohibition contained in the 1933 Glass–Steagall Act, an act passed
by Congress prohibiting commercial banks to participate in invest-
ment banking or to collaborate with full-service brokerage firms (this
act was repealed in 1999). In contrast, their market share of total as-
sets among U.S. financial institutions in 1994 was 28.7% (as opposed
to 15.3% for insurance companies, 14.6% for private pension funds,
7.1% for public pension funds, 9.5% for mutual funds, 3.5% for money
market funds, and 21.3% for other institutions). Source: Board of Gov-
ernors of the Federal Reserve System, Flow of Funds Accounts 1995,
cited by Sametz (1995).

of family firms) have much lower stockholdings in

France, Germany,78 and Japan.

Table 1.3(b), for the same year, specializes to listed

companies. Note that foreign ownership is substan-

tially higher, indicating that foreign equity portfolios

tend to specialize in listed companies.

Figures 1.3 and 1.4 describe the intertemporal

evolution of listed-equity ownership in France and

the United Kingdom, respectively.

Institutional investors do not all have the same

incentives to monitor, as we will later discuss. It is

therefore interesting to have a closer look at the

decomposition of shareholdings among these in-

vestors. Table 1.4 describes this decomposition for

the United States in 2004.

Pension funds play a much more minor role in

other countries such as France, Germany, Italy, or

Japan; in these countries, they are quasi-nonexistent,

because retirement benefits are publicly funded on

a pay-as-you-go basis (as in France), or because pen-

sion funds are just a liability item on the firms’

balance-sheet and do not stand as independent in-

vestors (as in Germany).

The absence or weakness of pension funds is

not the only characteristic of non-Anglo-Saxon coun-

tries. As we will see, ownership concentration is sub-

stantial. Also, cross-shareholdings among firms is

widespread, as shown by the ownership share of

nonfinancial business. There is a complex web of

78. For further information about the ownership of German corpo-
rations, see Franks and Mayer (2001).



1.4. Investor Activism 39

Banks and other financial institutions10

20

30

40

50

0

Mutual funds

Government

Insurance companies

Households

Foreign

Nonfinancial

Pension funds

1963 1975 1989 1991 1993 1997 1999 2001

Figure 1.4 Evolution of listed-equity ownership by sectors in the United Kingdom (1963–2002). (Assembled by David Sraer.)

Table 1.4 Institutional investors’ equity holdings as a per-

centage of the total U.S. equity market by category. (IEH,

institutional equity holdings ($ billion); TEM, total equity

market.)

Type of institution IEH TEM (%)

Banks 213.7 1.8

Commercial Banking 3.5 0.0

Savings Institutions 29.1 0.2

Banks, personal trusts

and estates 181.1 1.5

Insurance companies 861.2 7.3

Life Insurance companies 708.9 6.0

Other Insurance companies 152.3 1.3

Pension funds 2015.0 17.0

Private pension funds 1096.7 9.2

State and local government

retirement funds 869.8 7.3

Federal government

retirement funds 48.5 0.4

Investment companies 2394.8 20.2

Mutual funds 2188.0 18.4

Closed-end funds 33.7 0.3

Exchange-traded funds 98.2 0.8

Brokers and dealers 74.9 0.6

All institutions 5484.7 46.2

This table was assembled by David Sraer. The details of its con-
struction can be found in an appendix (see Section 1.11.2).

cross-participations within loosely defined or more

structured industrial groups. For example, Table 1.5

reproduces findings of a study of the Japanese

Fair Trade Commission summarizing cross-share-

holdings in the major Japanese industrial groups.

Table 1.5 Average percentage of shares owned by firms in

the keiretsu divided by total outstanding shares in 1992.

Source: Kojima (1997, p. 57).

Mitsui 19.3%

Mitsubishi 38.2%

Sumitomo 28%

Fuyo 16.9%

Sanwa 16.7%

Dai-ichi Kangin 14.2%

Another interesting international difference re-

lates to the size of the stock market. Anglo-Saxon

countries have well-developed stock markets; the

capitalizations of the U.S. and U.K. stock markets in

June 1996 made up about 90% and 120% of their re-

spective GDPs (gross domestic products). With some

exceptions (e.g., Japan and Switzerland), other stock

markets are smaller (under 40% of GDP in France;

Germany and Italy around the same date); for exam-

ple, many relatively large German firms choose to

remain private.

Ownership concentration. There are also wide

variations in the concentration of shares across

countries.

In the majority of publicly listed Italian firms, for

example, one shareholder holds above 50% of the

shares (Franks et al. 1996). Family-owned firms there

play an important role, as they do in France, Ger-

many, and Sweden (see Table 1.6). Using a sample of

5,232 listed firms in 13 countries, Faccio and Lang

(2002) provide a systematic analysis of ownership in

Western Europe, pointing out the wide diversity of
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Table 1.6 The identity of controlling owners in Europe (%) (1996–2000).

Country France Germany Italy Sweden U.K.

Widely held 14 10 13 39 63

Family 65 64 60 47 24

Identified families 26 27 39 23 12

Unlisted firms 39 38 20 24 11

State 5 6 10 5 0

Widely held corporation 4 4 3 0 0

Widely held financial 11 9 12 3 9

Miscellaneous 1 3 1 6 3

Cross-holdings 0 2 1 0 0

Number of firms 607 704 208 245 1953

Source: Faccio and Lang (2002). Reprinted from Journal of Financial Economics,
Volume 65, M. Faccio and L. Lang, The ultimate ownership of Western European
corporations, pp. 365–395, Copyright (2002), with permission from Elsevier. A
detailed description can be found in an appendix (see Section 1.11.3).

institutions (dual-class shares, cross-holdings, pyra-

midal structures79) and concentration. They find

that 54% of European firms have only one controlling

owner and that more than two-thirds of the family-

controlled firms have top managers from the con-

trolling family. Widely held firms account for 37% of

the sample and family-controlled ones for 44%.

Similarly, Claessens et al. (2000) investigate the

ownership structure of 2,980 publicly traded firms

in nine East Asian countries (see, in particular,

Table 1.7). In all countries, control vastly exceeds

what would be predicted by cash-flow rights and

is enhanced through pyramid structures and cross-

holdings between firms. In their sample, more than

two-thirds of the firms are controlled by a single

shareholder, and about 60% of the firms that are not

widely held are managed by someone related to the

family of the controlling shareholder. There are sig-

nificant variations across countries, though: for ex-

ample, corporations in Japan are often widely held

while those in Indonesia and Thailand are mainly

family owned.

In contrast, ownership concentration is much

smaller in Anglo-Saxon countries. For example, the

mean and the median of the “three-shareholder con-

centration ratio,” namely, the fraction of ownership

by the three largest shareholders, for the largest

79. Pyramids refer to the indirect control of one corporation by
another that does not totally own it.

listed firms, are 0.19 and 0.15 for the United King-

dom, 0.34 and 0.68 for France, and 0.48 and 0.50 for

Germany (La Porta et al. 1998).

Ownership is extremely dispersed in the United

States. While Shleifer and Vishny (1986) report that

above 50% of the Fortune 500 firms have at least

one shareholder holding a block exceeding 5%, large

blocks are relatively rare (except, of course, in the

case of leveraged buyouts or family-held firms). The

median largest shareholder has only 9% of the firm’s

equity, and a number of moderate size block share-

holders typically coexist; 20% (respectively, 15%)

of firms traded on the New York Stock Exchange,

the Amex, and the over-the-counter market have a

nonofficer (respectively, officer) holding more than

10% of shares (Barclay and Holderness 1989). Institu-

tional investors often hold (individually) a very small

amount of the firm’s stock; for example, in 1990, the

most visible “active investor,” CalPERS, reportedly

held less than 1% of the firms it invested in (Kojima

1997, p. 22).

Stable holdings versus active portfolio manage-

ment. Another point of departure among countries

is the degree of stability of stock holdings.

Simplifying somewhat, Japanese and German in-

vestors have traditionally been in for the long haul,

while Anglo-Saxon investors reshuffle their port-

folios frequently. Institutional investors dominate

liquidity trading in the United States. Mutual funds
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Table 1.7 The identity of controlling owners in Asia (%) (1996).

Country Hong Kong Japan Korea Malaysia Singapore Taiwan Thailand

Widely held 7 79.8 43.2 10.3 5.4 26.2 6.6

Family 66.7 9.7 48.4 67.2 55.4 48.2 61.6

State 1.4 0.8 1.6 13.4 23.5 2.8 8

Widely held corporation 19.8 3.2 6.1 6.7 11.5 17.4 15.3

Widely held financial 5.2 6.5 0.7 2.3 4.1 5.3 8.6

Number of firms 330 1240 345 238 221 141 167

Source: Claessens et al. (2000). Reprinted from Journal of Financial Economics, Volume 58,
S. Claessens, S. Djankov, and L. Lang, The separation of ownership and control in East Asian cor-
porations, pp. 81–112, Copyright (2000), with permission from Elsevier. A detailed description
can be found in an appendix (see Section 1.11.3).

and actively managed pension funds hold their

shares, on average, for 1.9 years (Kojima 1997,

p. 84). In contrast, shareholdings are very stable

in Japan. Kojima (1997, p. 31) assesses that, for a

typical Japanese firm, about 60% of shareholdings

are stable. In Japan, business corporations (which

hold substantial amounts of stocks through cross-

shareholdings) and financial institutions view them-

selves as engaged in a long-term relationship with

the firms they invest in.80 Table 1.8 confirms the

low turnover rate for corporate and institutional

investors.

1.4.3 The Limits of Active Monitoring

For all its benefits, investor activism encounters a

number of limits, studied in Chapters 9 and 10 and

grouped below in four categories.

Who monitors the monitor? Active monitors are

in charge of mitigating the agency problem within

the firms they invest in. The same agency prob-

lem, however, often applies, with a vengeance, to

the monitors themselves. In particular, pension and

mutual funds have a very dispersed set of beneficia-

ries and no large shareholder! Coffee (1991) argues

that there are very few mechanisms holding U.S. in-

stitutional money managers accountable: most face

no threat of hostile takeover or proxy fights; pen-

sion funds have no debt and therefore face less

pressure to generate profits than ordinary corpora-

tions; and executive compensation is hard to design,

80. See Aoki (1984, 1990), Aoki and Patrick (1995), Kotaro (1995),
and Kojima (1994, 1997) for discussions of long-term financial rela-
tionships in Japan.

Table 1.8 Stock trading by type of investor in terms of

average percentage turnover rates (for the years 1990–92).

Life and casualty sales 4.9

insurance companies purchases 5.0

Business corporations sales 8.5

purchases 8.4

Banks sales 12.3

purchases 12.8

Individuals sales 24.9

purchases 24.7

Foreigners sales 61.4

purchases 65.1

Investment trusts sales 65.3

purchases 64.9

Source: Kotaro (1995, p. 15) and Economic Planning Agency White
Papers (1992).

as well as constrained by the regulatory framework

(compensation is a function of assets under manage-

ment rather than an incentive compensation based

on the fund’s capital appreciation, which is contrary

to federal securities laws).

Thus, monitoring may be impaired by the fact that

monitors may not act in the interest of the bene-

ficiaries. Corporate managers usually argue, in this

respect, that institutional investors are too preoccu-

pied by short-term profit, presumably because the

managers of pension and mutual funds are keen to

keep their positions and to manage larger funds.

Some corporate managers also complain that the in-

stitutions’ managers monitoring them have limited

managerial competency.
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Congruence with other investors. Even if the

agency problem between the active monitor and its

beneficiaries is resolved (say, because the two coin-

cide, as in the case of a large private owner), the ac-

tive monitor does not internalize the welfare of other

investors and therefore may not monitor efficiently.

This may give rise to:

Undermonitoring. A pension fund owning 1 or 2% of

a corporation has vastly suboptimal incentives to

acquire strategic information and launch a proxy

fight, as it receives only 1 or 2 cents per dollar

it creates for the shareholders. Substantial free

riding may thus be expected, for example, when

institutional ownership is very dispersed.

Collusion with management. Relatedly, a monitor

may enter into a quid pro quo with management

or be afraid of retaliation in case it dissents (for ex-

ample, noncooperative fund managers in a proxy

fight may not be selected to manage the firm’s

pension plan).

Self-dealing. Large blockholders monitoring a firm

may use their private information to extract rents

from the firm through transactions with affili-

ated firms and the like. How much they can ex-

tract depends on the strength of legal enforce-

ment of shareholders rights as well as on the

(non)existence of other large shareholders who are

not made part of the sweet deals and can denounce

the abuse.

Cost of providing proper incentives to the moni-

tor. Again, leaving aside agency problems within

the monitor, several authors, most notably Coffee

(1991), Porter (1992), and Bhide (1993a), have argued

that only “long-term players” are good monitors.

Their basic idea is that investors have little incentive

to create long-run value improvement (exert voice)

if they can easily exit by reselling their shares at a

fair price. They further argue that illiquidity, pro-

moted, say, by privately placed equity, large blocks

with limited marketability, taxes on realized capi-

tal gains, or equity with limited resale rights (letter

stocks), would enhance the quality of monitoring,

and they point at the long-term, stable relationships

in Japan and Germany between the investors and the

corporations they invest in.81 These authors recog-

nize that illiquidity is costly to the institutional in-

vestors but they argue that this cost is limited for

some institutional investors such as pension funds.

While Chapter 9 will qualify the view that active mon-

itoring requires a long-term involvement, the point

that properly structuring the active monitor’s incen-

tives may entail some illiquidity costs is valid.

Perverse effects on the monitorees. While monitor-

ing is generally beneficial, it does not come without

side effects for the monitoree. There may be over-

monitoring and a reduction in initiative (see Chap-

ter 9), and the firm’s managers may become overly

preoccupied by short-run news that will determine

their tenure in the firm. They may then devote much

time to manipulating short-term earnings (see Chap-

ter 7) and trying to secure the cooperation of the

largest institutional investors.

Legal, fiscal, and regulatory obstacles. A number

of authors, most notably Roe (1990), Coffee (1991),

and Bhide (1993a), have emphasized the legal, fis-

cal, and regulatory impediments to investor activism

in the United States, and argued that U.S. regulators

have discouraged efficient governance.

First, stockholders who sit on a firm’s board are

exposed to SEC and class-action suits.82 Further-

more, an individual or a group that possesses “con-

trol” of a company is deemed an “affiliate” and faces

volume and holding-period restrictions on reselling

shares;83 Section 16(b) of the Securities Exchange Act

of 1934 stipulates that any gain that an officer, direc-

tor, or 10% holder of a security receives on purchases

or sales of the security within six months of an ear-

lier purchase or sale must be paid back to the cor-

poration. These rules create illiquidity, which add to

the natural illiquidity of big blocks. These are there-

fore particularly costly for mutual funds, which face

redemptions and therefore must be able to sell.

Another rule affecting institutional control is the

diversification rule. In order to receive favorable tax

81. With respect to this last point, it should be noted that these con-
tributions were written in the late 1980s to early 1990s when the “GJ”
model (for “Germany–Japan”) was fashionable. The economic evolu-
tion of the 1990s made observers much less keen on endorsing this
model, and more keen (probably too keen) on embracing the Anglo-
Saxon paradigm.

82. Section 20 of 1934 Securities Exchange Act.

83. Securities Act of 1933.
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treatment as a diversified fund, a pension fund or

mutual fund cannot hold more than 10% of the stock

of any firm (even though a holding above 10% may

be small relative to the fund’s total managed assets,

so that the rule has no virtue in terms of diversi-

fication and prudential regulation!). It is therefore

not surprising that U.S. institutional investors hold

small fractions of shares of individual firms so as

to avoid restrictions on short-term (insider) trading

and receive favorable tax treatment, and that they

avoid sitting on boards.

While the details of regulation are country- and

time-specific, it should be borne in mind that they

can have a nonnegligible impact on corporate gover-

nance.

1.5 Takeovers and Leveraged Buyouts

One of the most controversial aspects of corpo-

rate governance, and certainly one that varies most

across countries, is the market for corporate control.

The explosion of hostile takeovers and of leveraged

buyouts (LBOs) in the United States in the 1980s84

has been perceived with awe, horror, and admira-

tion. In Japan and continental Europe, where acquisi-

tions are usually negotiated with management, they

represent the worst of an American capitalism based

on greed and myopia. In Anglo-Saxon countries, in

contrast, many view them as an original mode of cor-

porate governance that substitutes efficient teams

for entrenched, money-wasting managers (Manne

1965).85

Although they are divided on the topic, econo-

mists are in agreement on many of the costs and

benefits of takeovers (reviewed in Chapter 11), and

hold much more dispassionate views on the topic

than practitioners and laymen. On the managerial

84. There are several excellent reviews of the takeover and LBO
boom of the 1980s, including Bhagat et al. (1990), Holmström and
Kaplan (2001, 2003), Kaplan (1993), Milgrom and Roberts (1992, Chap-
ter 15), and the papers by Shleifer and Vishny, Jensen, Jarrell et
al., and Scherer in the 1988 symposium of the Journal of Economic
Perspectives.

85. This view is, of course, far from being uniform. For example,
Peter Drucker, a leading management guru, argued in 1986 that “there
can be absolutely no doubt that hostile takeovers are exceedingly bad
for the economy.” He characterized the high leverage of acquired com-
panies as “severely impairing the company’s potential for economic
performance.” And he condemned the sell-off of the most valuable
parts of the acquired businesses (see Bhide 1993b).

side, takeovers may be needed to keep managers

on their toes, if the board and general assembly are

ineffective monitors and thus traditional corporate

governance fails. But, as for other forms of incen-

tive based on the termination of employment, they

may induce managers to act “myopically” and boost

their short-term performance at the expense of the

long-term one. On the corporate policy front, take-

overs may put in place a new managerial team with

fresh ideas on how to run the firm and less keen on

sticking to former strategy mistakes. But they may

also let a value-reducing raider gain control from

uncoordinated shareholders. Finally, takeovers may

shatter implicit contracts with other stakeholders.

Chapter 11 will therefore study private and social

inefficiencies arising in the market for corporate

control.

Let us begin with three salient features of the U.S.

corporate environment of the 1980s. First, while def-

initely smaller than that of the subsequent merger

wave (see below), the volume of mergers and acqui-

sitions was very high by historical standards dur-

ing the decade. Indeed, 143 of the 1980 Fortune 500

firms had become acquired by 1989. About $1.3 tril-

lion changed hands in the 1980s. Of course, most

acquisitions were or looked “friendly” (it is hard to

measure the extent to which negotiated acquisitions

are influenced or driven by the threat of a takeover);

out of 3336 transactions that occurred in 1986, only

40 were hostile86 and 110 corresponded to tender

offers unopposed by management. Yet the size of

some hostile takeovers, their wide media coverage,

the personality characteristics of the participants,87

and the anxiety of managers (few keep their job after

a successful raid, so that one of a manager’s worst

nightmares is to become the target of a takeover bid)

all concurred to draw substantial attention to the

phenomenon.

86. “Hostile” refers to the fact that the raider invites shareholders
to accept the offer whether the board recommends it or not.

87. Bosses under siege, and raiders such as Boone Pickens, Gold-
smith, Perelman, Campeau, and Icahn became almost household
names. Books about hostile acquisitions, such as Barbarians at the
Gate by B. Burrough and J. Helyar (New York: Harper & Row, 1990)
relating the $25 billion takeover of RJR Nabisco by KKR (a spectacular
takeover which started as a management buyout (MBO), but in which
management ultimately lost to KKR, who paid more than twice the
price prevailing before the bidding war began), turned into bestsellers.
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Figure 1.5 Going private volume as percentage of aver-

age total stock market value 1979–2003. Source: Holmström

and Kaplan (2001) and S. Kaplan (personal communication,

2005).

Second, many publicly traded firms were turned

back private through leveraged buyouts, especially

management buyouts (see Figure 1.5).

Third, corporate leverage increased substantially

during the decade. Firms bought back their own

shares, and sometimes put them into Employee

Stock Ownership Plans. Furthermore, and associated

with the takeover and LBO wave, a new form of pub-

lic debt, namely, risky or junk bonds, appeared and

grew remarkably fast: $32.4 billion of junk bonds

were issued in 1986, and the stock of junk bonds had

swollen to $175 billion by the fall of 1988 (Stigum

1990, p. 100).

The trend stopped around 1989–1990. The junk

bonds used for LBOs and takeovers, especially those

issued in the second half of the decade, started de-

faulting. A number of Savings and Loans, who had

been big buyers of junk bonds, went bankrupt.88

The creator of junk bonds (Michael Milken) and his

employer (the investment bank Drexel–Burnham–

Lambert, which subsequently went bankrupt) were

sued and found guilty of a number of misdemeanors

and criminal offenses (insider trading, stock manip-

ulation, fraud, falsified records). Hostile takeovers

declined (see Figure 1.6).

While the risky bond market recovered around

1992–1993 (see Figure 1.7), it was then much less

related to mergers and acquisitions.

88. The difficulties faced by the S&Ls did not stem from junk bonds,
but with the interest rate shock of the late 1970s, and several mistakes
of prudential regulators in the 1980s. However, the S&L disaster added
to the general negative feelings about junk bonds.
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Figure 1.6 Contested tender offers as percentage of total

1974–2004. Source: Holmström and Kaplan (2001) and

S. Kaplan (personal communication, 2005).
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Figure 1.7 Noninvestment grade bond volume (as a percent-

age of average total stock market capitalization) 1977–1999.

Source: Holmström and Kaplan (2001).

Simultaneously, the popularity of LBOs had

waned. Buyouts of public corporations fell from $60

billion in 1988 to $4 billion in 1990 (W. T. Grimm’s

Mergerstat Review 1991). Takeovers in general col-

lapsed in 1990. Most states had by then put in place

restrictive antitakeover laws, partly under the pres-

sure of the Business Roundtable (composed of the

CEOs of the 200 largest U.S. corporations).

It should be noted, though, that the volume of

mergers and acquisitions was substantially higher

in the 1990s than in the 1980s. The recent merger

wave,89 culminating in the 1998–2001 period, was

the largest in American history and associated with

high stock valuations and the use of equity as a form

of payment; but more takeover defenses were in

place than in the 1980s. What died out in the 1990s

were hostile takeovers.90

89. Documented, for example, in Moeller et al. (2003).

90. Meanwhile, hostile takeovers have gained a bit more prominence
in Europe, where they have traditionally been very rare. British-based
Vodafone’s 2000 takeover of the German company Mannesmann for
$183 billion, for example, attracted much attention, caused several
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Lastly, firms tried to accomplish internally very

much what takeovers and LBOs were about. Cost-

cutting and leanness became fashionable through

concepts such as reengineering, downsizing, focus,

and EVA.91 Share repurchases allowed firms to in-

crease their leverage. And proxy fights such as those

led by institutional investors and facilitated by the

1992 new SEC rules provides a substitute mecha-

nism for interfering with management when take-

over defenses and antitakeover laws made it difficult

to acquire control by purchasing a large number of

shares. Before discussing these phenomena, we first

review some of the institutional innovations of the

decade.

1.5.1 Takeover Bids and Defenses

Although it is generally preceded by a purchase of a

“toehold” by the potential acquirer, a takeover pro-

cess really starts with a tender offer, that is, with an

invitation to buy the firm’s shares at an announced

price. The offer may concern part or all of the stock.

And it may be conditional on a certain number of

shares being effectively tendered, the idea being that

the bidder is often interested in the shares only if

he obtains a controlling stake. The bid may also

be multitiered, that is, specify a different price for

shares beyond some threshold level, or may offer a

uniform price for all shares (multitier offers are al-

lowed in the United States, but British raiders cannot

pay less to minority shareholders once 30% of the

shares have been acquired).

While hostile takeovers have long been part of the

American corporate scene, there has been a phenom-

enal volume of such takeovers in the 1980s, with

a peak in 1988–1989. They have been particularly

prominent in such industries as oil and gas, min-

ing and minerals, banking and finance, and insur-

ance. Jensen (1988) has argued that takeovers fa-

cilitate exit and cash disgorgement in slow-growth

industries, where management refuses to unwind its

empire and uses the available cash, where there is

law suits, and created a public debate about the large golden para-
chutes for Mannesmann executives (including 31 million euros for its
chairman).

91. EVA refers to “economic value added,” a technique promoted by
management consulting companies such as Stern Stewart, and which
consists in imputing a cost of capital to guide internal investment
decisions. See Rogerson (1997) for more detail.

any, to engage in wasteful diversifications. Relatedly,

Morck et al. (1990) find that firms in industries with

low ratios of market value of securities over the ac-

counting value of assets (that is, with low “Tobin’s

Qs”) are more likely to be the target of takeover bids.

Management reacted not only by lobbying for

restrictive antitakeover laws,92 but also by adopt-

ing (or by convincing shareholders or the board to

adopt) takeover defenses. Takeover defenses (which

will also be studied in Chapter 11) come in many

guises and are sometimes quite ingenious. (See Jar-

rell et al. (1988) and Malatesta (1992) for more

detailed discussions.)

Some defenses, called corporate charter defenses,

just make it technically difficult for the raider to ac-

quire control. With a staggered board, only a fraction

of members rather than all directors are up for re-

election in a given year, so that a successful raider

has to wait for some time after the acquisition to

acquire full control. Under a supermajority rule, a

raider needs x% of the votes in order to effect a

merger or another significant corporate reorganiza-

tion, such as large asset sales, where x may be 80

or 90 rather than 50 (as it would be under a simple

majority rule). Fair price clauses attempt to force an

acquirer to offer a premium for all shares by impos-

ing a very stringent supermajority clause (nearing

shareholder unanimity) unless a high and uniform

price is offered for all shares (where “high,” for ex-

ample, means that the bid must exceed the highest

share price during the preceding year). Another vari-

ation on the supermajority rule consists in placing

a number of shares in an Employee Stock Owner-

ship Plan (ESOP). To the extent that employees will

vote with management in the event of a takeover

(which is likely), ESOPs make it more difficult for a

raider to gain control.93 In the same spirit, differ-

ential voting rights provide privileged voting rights

92. For a description of the main antitakeover laws (control share
laws, fair price laws, and freeze-out laws), see, for example, Malatesta
(1992).

Comment and Schwert (1995) express skepticism about the deter-
rence effect of antitakeover laws and argue that the collapse of the
market for corporate control at the end of the 1980s is due to other
factors, such as the recession and the resulting credit crunch. They
find, however, that takeover premia paid by raiders are higher when
target firms are protected by state laws or by poison pills.

93. See, for example, Pagano and Volpin (2005a) for the deterrent
effect of ESOPs in hostile takeover attempts. Dhillon and Ramirez



46 1. Corporate Governance

to shares that are held for an extended period (and

so the raider cannot benefit from the corresponding

privileges); and dual-class recapitalizations provide

management or family owners with more votes than

would be warranted by their shares. Still another way

for a firm to deter takeovers is to change its state

of incorporation and move to a state with tougher

antitakeover statutes.

A second group of takeover defenses amount to

diluting the raider’s equity, often at the expense of

the corporation. The idea is to make the firm less

attractive to the raider, perhaps at the cost of mak-

ing the firm less attractive to anybody else as well.

Scorched-earth policies consist in selling, possibly at

a low price, assets which the raider is particularly

keen on acquiring, either because they would create

synergies with his own operations or because they

would generate a steady flow of cash that would

help finance the often highly leveraged acquisition

(relatedly, management may try to increase lever-

age or reduce the amount of corporate cash that can

be enjoyed by a potential raider). Entering litigation

against the raider may also prove an effective deter-

rent. For, even if the raider is reasonably confident

of winning the case, the very cost of litigation may

make the prey much less desirable.

Lastly, a wide variety of poison pills have been con-

ceived. Poison pills generally refer to special rights

of the target’s shareholders to purchase additional

shares at a low price or sell shares to the firm at a

high price conditionally, say, on a raider acquiring a

certain fraction of the target’s shares. That is, poison

pills are call or put options for the target sharehold-

ers that have value only in case of a hostile takeover.

Poison pills thus reduce the value of equity in the

event of a takeover. Popular poison pills include flip-

over plans, which, inter alia, allow the shareholder to

(1994) point out that ESOPs, like many other antitakeover devices, have
two effects: a reduction in the occurrence of takeovers and an increase
in the relative bargaining power of the firm vis-à-vis the raider (see
Chapter 11 for a study of these two effects); using the 1989 Delaware
court decision on Polaroid’s ESOP, establishing the legality of ESOPs
as a takeover defense, Dhillon and Ramirez find that the overall stock
price reaction upon the announcement of an ESOP tended to be pos-
itive over their sample period, consistent with the relative bargaining
power effect, but that, after the Delaware court decision, it was strongly
negative for those firms that were already subject to takeover specu-
lation, consistent with the managerial entrenchment hypothesis.

buy shares in the surviving or merged firm at a sub-

stantial discount, say 50%.94

To complete this brief description, let us also men-

tion two common practices used by managers, once

the takeover process has started, to repel raiders at

the expense of shareholder value. Managers some-

times look for a white knight, namely, an alterna-

tive acquirer with a friendlier attitude vis-à-vis cur-

rent management and willing to bid up the price;

the presence of the white knight may discourage the

raider (who, remember, has to find the funds for the

takeover attempt) and the firm may end up being

sold at a relatively low price to the white knight.

Perhaps the most controversial defense of all is the

practice of greenmail (or targeted block stock re-

purchases), through which management, using com-

pany money, purchases at a premium the raider’s

block of the target’s stock. Greenmail can be viewed

as a form of collusion between management and the

raider at the expense of other shareholders.

Let us conclude this discussion of takeover insti-

tutions and strategies with a puzzle (that will be dis-

cussed in Part IV of the book). Leaving aside statu-

tory defenses, which lie outside the firm’s control,

one may question the process through which corpo-

rate charter (supermajority amendments, fair price

clauses, staggered boards, changes in the state of

incorporation) and other defenses (greenmail, liti-

gation against the raider, poison pills) come about.

The former require ratification by the sharehold-

ers, while the latter are subject to board approval

without shareholder ratification. In view of the sub-

stantial conflict of interest faced by management

in such matters and of the fact that greenmail and

the adoption of poison pills are usually greeted by

a negative stock price reaction,95 it is not a priori

clear why boards exert so little control and why cor-

porate charter defenses are so often approved by

shareholders. This rubber-stamping of managerial

94. The term “flip-over” refers to the fact that formally the plans
are call options given as dividends to the target shareholders. The
shareholder can exercise these options at a high price in the case of
a takeover and the firm can redeem these options at a nominal fee
before a bid or acquisition. The impediment resides mainly in the flip-
over provision, which gives old shareholders the right to dilute the
firm after a takeover.

95. See, for example, Jarrell et al. (1988) and Malatesta (1992) for
reviews of the evidence.
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proposals in the matter of takeover defenses raises

the question of whether they increase incumbent

shareholders’ wealth (for one thing, they may force

the raider to bid a higher price: on this see Chap-

ter 11), or whether this is just another illustra-

tion of managerial entrenchment and poor corporate

governance.

1.5.2 Leveraged Buyouts

Roughly speaking, a leveraged buyout (LBO) consists

in taking a firm private by purchasing its shares

and allocating them to a concentrated ownership

composed of management, a general partner, and

other investors (the limited partners or LBO fund).

Due to the dearth of equity of the owners, the new

entity is highly leveraged. Typically, top-level man-

agers (either incumbent managers, often under the

threat of a takeover, or a dissenting team) ally with

an LBO specialist who brings equity of his own and

also finds investors to cofinance the LBO. An LBO

involving current management is called a manage-

ment buyout (MBO).96 Either way, the coalition ac-

quires the outstanding shares and divides equity in

roughly the following fashion: management receives

10–30%,97 and the buyout partnership, namely, the

LBO specialist (who sits on the board) and the in-

vestors, pick up the remainder. An LBO specialist

such as KKR (Kohlberg–Kravis–Roberts) as a general

partner typically has 20% of the nonexecutive shares

while the limited partners purchase the remaining

80%.98

The flip side of concentrated ownership is that

the coalition must also issue a substantial amount

of debt. Leverage ratios in LBOs were as high as 20:1

in the 1980s (and fell below 5:1 in the 1990s; typi-

cal debt-to-equity LBO ratios have only been 40–60%

in recent years). In Kaplan’s (1990) sample, the aver-

96. The ownership pattern much resembles the financing of start-
ups by venture capitalists, described in Chapter 2. There are a couple
of differences, though. In particular, start-ups generate lower income,
and are therefore not much leveraged, while LBOs often concern firms
with steady cash flows and are highly leveraged.

97. The median management equity ownership of the post-buyout
companies in the Kaplan and Stein (1993) sample of MBOs was 22.3%
(as opposed to 5% in the pre-buyout entities).

98. All shares are owned by the private equity group. The sharing
rule just alluded to governs the split of the capital gains once the in-
vestment is exited.

age ratio of long-term debt over debt plus equity for

firms subject to a buyout was about 20% before the

buyout and 85% after completion of the buyout.

Substantial managerial stock ownership is all the

more important as the LBO sponsor usually has a

very lean structure. The sponsor intervenes actively

in key strategic decisions, but must operate arm’s-

length vis-à-vis everyday operating choices. Jensen’s

(1989a) survey of LBO partnerships finds an average

staff of 13 professionals and 19 nonprofessionals in

an LBO partnership. The world’s largest LBO partner-

ship, KKR, had 16 professionals and 44 additional

employees.99

Typically, banks provide two types of loan: long-

term senior loans with maturity of, say, seven years,

and short-term loans that are used as bridges until

junk bonds are issued. Junk bonds are public debt

which is junior to bank debt in several respects:

they are unsecured and include few covenants;

their principal is not amortized before maturity;

and their maturity, ten years, say, exceeds that of

bank loans. Junk bonds are evidently risky and are

often renegotiated (towards reduced interest pay-

ments, stretched-out maturities, and equity-for-debt

swaps). In 1986, they were held mainly by mutual

funds (32%), insurance companies (32%), pension

funds (12%), individuals (12%), and thrifts (8%).100

The proclaimed virtues of the buyout partner-

ship arrangement are (a) stronger monetary incen-

tives for the firm’s managers relative to those of a

publicly traded corporation,101 (b) active monitor-

ing taken seriously, in which the general partner has

both the incentives and the means of intervention,

and (c) high leverage, which forces management and

the partnership to work out cost reductions and im-

provements in efficiency, and to sell divisions (possi-

bly in the form of MBOs with the managers of these

divisions!).

It is worth emphasizing that buyout partnerships

do not function as conglomerates. For example, KKR,

99. Interestingly, it took over companies with large headquarters,
sometimes exceeding 5,000 employees.

100. S. Rasky, “Tracking junk bond owners,” The New York Times,
December 7, 1986, cited in Perry and Taggart (1993).

101. Jensen (1989a,b) estimates that in the 1980s the average CEO
in an LBO firm receives $64 per $1,000 increase in shareholder value,
as opposed to $3 for the average Fortune 1000 firm.
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a well-known general partner in LBOs,102 keeps its

companies103 separate. The companies thus operate

as stand-alone entities and do not cross-subsidize

each other. As a matter of fact, cross-subsidization

is prohibited by the statutes of the partnership. The

LBO sponsor must ask its institutional investors for

permission to transfer any cash from one LBO divi-

sion to another. And LBO funds must return capital

from exited investments to the limited and general

partners and are not allowed to reinvest the funds.

Another point worth noting is that KKR sticks to

the companies for five to ten years before exiting.

This gives it nonnegligible incentives to invest for

the long run. When successful, it resells its share to

another large investor or takes the company public

again. As is the case for a venture capitalist, these

exit options allow KKR to free equity to invest in new

ventures (on this, see Chapter 9).104

Concerning leverage, LBO targets have to generate

large and steady cash flows in order to service the

high debt payments. Thus LBOs can be successful

only for mature industries with these cash-flow char-

acteristics. Examples of such industries that have

been mentioned in the literature are oil and gas,

mining and chemicals, forest products, broadcast-

ing, tobacco, food processing, and tyres.105 Still,

there have been a number of defaults, mainly for

the deals that took place in the second half of the

decade. Kaplan and Stein (1993) analyze a sample

of 124 large MBOs completed during the 1980s. Of

the 41 deals completed between 1980 and 1984,

only one defaulted on its debt; in contrast, 22 of

102. KKR is not only known for spectacular takeovers such as the
RJR Nabisco one. It has also rewarded its investors (wealthy individu-
als, commercial banks, pension funds) over a span of 20 years with a
23.5% annual return, compared with around 15% for the stock market
index (S&P 500) (The Economist, August 2, 1997, p. 77).

KKR itself has been very profitable. Its profits do not come solely
from the capital gains on its equity investments (merchant banker ac-
tivity). As an agent for the investors, it receives a 1.5% management
fee, a retainer fee for monitoring performance, and a fee for servicing
on boards of directors (agency activity). Lastly, it receives a 1% fee after
the deals are completed (investment banking activity). See Kaufman et
al. (1995, Chapter 10).

103. That is, 15 in April 1991, with combined revenues $40 billion.

104. The exit may be fully planned in the original deal; for example,
the limited partnership may be limited to last ten years.

105. One-third of the LBOs in the manufacturing sector between
1978 and 1988 took place in the food and tobacco industries. Seventy
percent of LBOs in the nonmanufacturing sector concerned retail trade
and services (Rappaport 1990).

the 83 deals put together between 1985 and 1989

defaulted. Kaplan and Stein find that the MBOs put

together in the second half of the decade were char-

acterized by (a) high purchase prices (relative to cash

flows), (b) riskier industries, (c) smaller and more se-

cured positions held by banks, and substantial junk

bond financing, and (d) more up-front payments to

management and deal makers. In a nutshell, the

MBOs became riskier during the decade. As Kaplan

and Stein note, this evidence is consistent with loose

statements about an “overheated buyout market”

and “too much financing chasing too few good deals”

in the second half of the decade, but it does not quite

explain why financial markets made such mistakes.

LBOs are, most likely, a circumscribed phenom-

enon. Most observers (including Jensen) agree that

they can apply only to firms with specific charac-

teristics, namely, strong and predictable cash flows.

As will be emphasized in Chapter 5, it would be

a mistake, for example, to burden firms in growth

industries (in which investment needs exceed the

cash flows) with high levels of debt; similarly, debt

may be a dangerous form of finance for firms with

risky cash flows. Rappaport (1990) further argues

that the “reliquification objective” implies that LBOs

are a transitory form of organization. LBO sponsors

and limited partners want to be able to cash out,

in the form of a return to public corporation sta-

tus or negotiated sales, in order to be able to in-

vest in new firms (sponsors) or to face their liquidity

needs (institutions). Not only do most LBO limited-

partnership agreements have a limited duration (of-

ten ten years), but the exit option is often exercised

before the end of the partnership. Rappaport cites

a Kidder Peabody study on 90 initial public offer-

ings (IPOs) for buyout corporations between 1983

and 1988, in which 70% of the companies were taken

public within three years of their LBO date.

1.5.3 The Rise of Takeovers and the
Backlash: What Happened?

There are several competing hypotheses for what

happened in the 1980s in the United States. None

of these hypotheses is a satisfactory explanation by

itself, but all offer some insights about the events.106

106. A more complete, and very useful discussion, of the hypothe-
ses can be found in Holmström and Kaplan (2001, 2003).
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Hypothesis 1: Decline of corporate governance.

The first possibility, stressed by Jensen (1984, 1988,

1989a,b) and Jensen and Ruback (1983) among oth-

ers, is that the previous system of corporate gover-

nance was basically broke. The lack of monitoring

by the board and large shareholders was, of course,

nothing new in 1980, but it may have been particu-

larly costly in a period of excess liquidities, i.e., in a

period in which managers had substantial amounts

of cash to spend. According to Jensen, entrenched

managers refused (and were not forced by boards)

to disgorge their excess cash flow and rather in-

vested it in unattractive projects. Furthermore, inter-

national competition, deregulation and technologi-

cal change implied that a number of firms had to

exit or downsize. The proponents of this hypothesis

thus argue that the capital market substituted for a

deficient corporate governance, and helped fire inef-

ficient managers, allocate corporate cash to its most

efficient uses, and create an efficient exit.

Hypothesis 2: Financial innovation. Another and

complementary hypothesis, also often associated

with Jensen, holds that LBOs created a new and supe-

rior form of corporate governance for mature indus-

tries. High-powered executive compensation, “exter-

nal management” by active monitors such as KKR,

and high leverage all created, according to Jensen,

better incentives for efficiency.107 The financing of

these LBOs was facilitated by the development of a

junk bond market during the decade. The fact that

few industries are good candidates for LBOs and the

decline of LBOs in the 1990s imply that this expla-

nation has only limited scope.

Hypothesis 3: Break-up of conglomerates. Accord-

ing to this hypothesis, takeovers targeted the con-

glomerate empires built in the 1960s and 1970s.

These conglomerates had proved unmanageable, but

managers did not want to reduce the size of their em-

pires through “bust-ups” (sales of divisions to other

companies) and “spin-offs” (transformations of divi-

sions into independent companies). An external in-

tervention was called for that had to downsize these

107. Kaplan (1989) provides evidence of improvements in operating
profits in a sample of leveraged buyouts pulled together in the 1980s.

conglomerates and make them focus on their core

business.108

A variant of this hypothesis demonstrates the

lenient enforcement of antitrust statutes under the

Republican administrations of the 1980s. This relax-

ation of competition policy resulted in new oppor-

tunities for horizontal and vertical mergers. In this

variant, the driver for the bust-ups is not the lack of

focus of the existing conglomerates, but rather the

nonrealization of “synergies” (understand: exploita-

tion of market power) under the existing structures.

There are a number of other hypotheses for the

takeover wave of the 1980s, including speculative

excesses and transfers from employees, the bond-

holders, and the Treasury (to which we come back

shortly).

What is the verdict for the 1980s?

Large gain for target shareholders. The winners

were without doubt the target shareholders. While

estimates differ and also vary with the type of take-

over,109 a 30% premium is definitely in the ballpark.

Neutral outcome for the acquirer. Most estimates

show that the bidders neither gained nor lost, or else

that they lost slightly in value (see Kaplan (1997) for

a review). There are several possible explanations for

this fact. The first is consistent with the notion that

takeovers create value and is based on Grossman

and Hart’s (1980) free-riding argument (see Chap-

ter 11). According to this argument, a raider cannot

offer less than the post-acquisition value of the firm

and have the target shareholders tender their shares;

for, it would then be optimal for an individual share-

holder to refuse to tender his shares and to enjoy

the higher value of the post-acquisition firm. But

if all shareholders behave this way, the raider can-

not acquire control and the value-increasing changes

are never implemented. While the free-rider problem

is important and certainly contributes to explaining

low returns for the acquirers, it depicts only an ex-

treme case and there is every reason to believe that

a raider should be able to make some profit (see

108. See, for example, Bhagat et al. (1990) and Kaplan and Weisbach
(1992). Kaplan (1997), reviewing the evidence, argues that there was
no deconglomeration in the 1980s in the United States. But there was,
perhaps, unwinding of bad diversification.

109. For example, Kaplan and Stein find a 43% premium for their
sample of MBOs.
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Chapter 11). So, another argument seems needed if

we want to explain the neutral or negative effect of

takeovers on the acquirers’ value. One possibility,

less consistent with the view that takeovers are value

enhancing, is that acquirers themselves are agents

and misuse the resources entrusted to them. And,

indeed, acquisitions are a quick and easy way for

managers to expand the scope of their control and

build empires.110

Where does the overall gain come from? Take-

overs are associated with an increase in total value

(target plus acquirer). Somehow, investors must be-

lieve that gains will result from the change in con-

trol. Where do these gains come from? Again, there

are two possible views on this. The antitakeover

view asserts that they primarily result from trans-

fers from stakeholders (laid-off employees, expro-

priated bondholders and Treasury, consumers hurt

by the merged firms’ market power) to shareholders.

There is little evidence that takeovers reduce wages

and generate unemployment,111 although they may

do so in particular instances: the takeover of TWA

by Icahn implied wage losses for unionized work-

ers (Shleifer and Summers 1988). More likely, white-

collar employees may be laid off when a merger leads

to a cut in redundant headquarters personnel. In any

case, the transfers from employees to shareholders

do not seem commensurate with the overall gain to

shareholders.112 Several papers have similarly stud-

ied the possibility the increased leverage could have

hurt the bondholders, or the Treasury due to tax

shields (see Jarrell et al. 1988). These studies too

conclude that these effects are small on average

(although they can be significant in specific trans-

actions). All these studies combined suggest that

the pro-takeover view, according to which takeovers

110. Shleifer and Vishny (1988). Morck et al. (1990) point out that
half of the announcements of takeovers are greeted with a negative
stock price reaction from the bidder’s shareholders. Behavioral hy-
potheses (in terms of managerial hubris) have also been offered to
explain the lack of profits of acquirers: see the introduction to the
book for references to the behavioral literature.

111. Bhagat et al. (1990) and Lichtenberg and Siegel (1990) find a
limited impact of hostile takeovers on employment (except, perhaps,
for redundant white-collar employees).

112. For a review of the evidence, see Kaplan (1997), who further
points out that many firms that did not undergo a takeover laid
off workers over the 1980s and early 1990s; for example, General
Motors and General Electric reduced the workforce by over 200,000
and 100,000, respectively.

are efficiency enhancing, must have at least some

validity for the 1980s (see below for a contrast with

the 1990s). It is quite possible that takeovers indeed

prevented some managers from wasting free cash

flow and forced some exit or curtailments in excess

capacity. And it seems that takeovers did not have

a large negative impact on long-term investments

such as R&D expenditures (see, for example, Hall

1990).

Contrast with subsequent mergers and acquisi-

tions. As discussed above the merger wave that

peaked in the 1998–2001 period was the largest in

American history. It differs from that of 1980s not

only through its reduced emphasis on hostile take-

overs: it also seems to have led to wealth destruc-

tion. Moeller et al. (2003) estimate that, from 1998

through 2001, shareholders of acquiring firms lost

$240 billion and that this loss was not offset by a

larger gain by shareholders of the target firms. In-

deed, the combined loss when adding the targets’

gains was still $134 billion.

How meaningful is the overall-gain test? Suppose

that it is established empirically that a sizeable frac-

tion of the net gains from takeovers to sharehold-

ers does not come from transfers from other stake-

holders. This still does not quite settle the takeover

debate for two reasons. First, there are hidden bene-

fits and costs of takeovers that may not be properly

accounted for. On the benefit side, those managers

whose firm ends up not being taken over may still

operate value enhancements through fear that inac-

tion would trigger a takeover. Such benefits from the

“contestability” of the managerial position may be

hard to measure. On the cost side, the possibility of

takeovers creates incentives to underinvest in un-

observable long-term investments. Takeovers may

also induce managers to engage in costly defenses or

to focus most of their attention on producing good

earnings reports or looking for white knights (see

Chapters 7 and 11). Such costs are also hard to mea-

sure. A second issue is that of the reference point.

In particular, one must ask whether the benefits of

takeovers cannot be achieved in other ways, for ex-

ample, through improved corporate governance and

whether these alternative ways would not generate

the same costs as takeovers. More theoretical and
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empirical work is needed in order to have a better

assessment of the benefits and costs of takeovers.113

1.6 Debt as a Governance Mechanism

Our discussion so far has largely focused on the im-

pact of shareholders in corporate governance. We

now turn to that of debt claims.

1.6.1 Debt as an Incentive Mechanism

Leaving aside the possible tax advantages of debt,

which are sometimes an important consideration in

the design of financial structures but are country-

and time-specific, debt is often viewed as a disci-

plining device, especially if its maturity is relatively

short. By definition, debt forces the firm to disgorge

cash flow. In so doing, it puts pressure on managers

in several related ways (the theoretical foundations

and implications of these informal arguments will

be studied in Chapters 3, 5, and 10).

• By taking cash out of the firm, it prevents man-

agers from “consuming” it. That is, it reduces their

ability to turn their “free cash flow” into lavish perks

or futile negative net present value investments.

• Debt incentivizes the company’s executives.

Managers must contemplate their future obligation

to repay creditors on time, and therefore must pay

attention to generate cash flows beyond the fu-

ture debt repayments or else enhance their firm’s

prospect so as to facilitate future issues of claims.

Absent such efforts, they may become cash-strapped

and be unable to sink even desirable reinvestments.

This threat of illiquidity has a positive disciplining

effect on management.

At the extreme, the firm may be liquidated in the

context of a bankruptcy process, leading to an in-

crease in the probability of termination of employ-

ment, frustration, and stigma for the managers who

led the firm to its end.114

113. Despite obvious selection biases, clinical analyses may also
shed some light about value creation and destruction in mergers and
acquisitions. For example, the analysis of two acquisitions in Kaplan
et al. (1997) sheds some light on the potential pitfalls: lack of under-
standing of the target by the managers of the acquiring firm, failure
to realize synergies, diversion of the acquiring firm’s management’s
attention, complexity of compensation design, and so forth.

114. In Zwiebel (1996), managers choose debt as a commitment
to produce high profits in the short run. The bankruptcy process is
viewed as facilitating managerial turnover in the case of poor per-

• Under financial distress, but in the absence of

liquidation, the nonrepayment of debt puts the cred-

itors in the driver’s seat. Roughly speaking, credi-

tors acquire control rights over the firm. They need

not formally acquire such rights. But they hold an-

other crucial right: that of forcing the firm into bank-

ruptcy. This threat indirectly gives them some con-

trol over the firm’s policies.

As we will later discuss, management is not indif-

ferent as to who exercises control over their firms:

different claimholders, through the cash-flow rights

attached to their claims, have different incentives

when interfering with the firm’s management. In

particular, debtholders tend to be more “conserva-

tive” than equityholders, as they get none of the

upside benefits and in contrast suffer from down-

side evolutions. They are therefore more inclined to

limit risk, especially by cutting investment and new

projects.115

• Finally, when the managers hold a substan-

tial amount of claims over the firm’s cash flow,

debtholding by investors has the benefit of making

managers by and large residual claimants for their

performance. An (extreme) illustration of this point

arises when an entrepreneur’s borrowing needs are

relatively small and there is enough guaranteed fu-

ture income (collateral, or certain cash flow) to re-

pay the corresponding debt. Then, issuing debt to

investors implies that any increase in the firm’s

profit goes to the entrepreneur. Put differently, the

entrepreneur fully internalizes the increase in profit

brought about by her actions, and so faces the “right

incentives” to minimize cost and maximize profit.

1.6.2 Limits to Debt as a Governance
Mechanism

Throughout this book, we will also emphasize that

debt is by no means a panacea. There are several

formance, relative to equity-based channels of managerial turnover
(takeovers, or dismissal via the board, or a proxy fight). Issuing debt
or distributing dividends (or, more generally, any policy that makes
a liquidity crisis in the case of poor performance more likely) there-
fore increases sensitivity of turnover to poor performance and makes
shareholders more comfortable with current management.

115. At the extreme, debtholders are more keen on liquidating a
firm than shareholders: for the former, a bird in the hand—the value
of liquidated assets—is worth two in the bush—the uncertain prospect
of full repayment.
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reasons why this is so; this section emphasizes two

such reasons.

Cost of illiquidity. The flip side of threatening man-

agement with a shortage of future cash flow is that

cash disgorgements may actually end up depriving

the firm from the liquidities it needs to finance ongo-

ing projects and start on new ones, since the firm’s

cash flow and reinvestment needs are affected by

uncertainty that lies beyond the reach of manage-

rial control: input prices may rise, competitors may

enter the market, projects may face hardships over

which managers have no control, and so forth. Fur-

thermore, risk management opportunities may be

limited; that is, the firm may not be able to insure at

a reasonable cost against these exogenous shocks.

The firm, when facing an adverse shock to its

cash flow or its reinvestment needs, could, of course,

return to the capital market and raise funds by

issuing new securities (bonds, bank debt, equity), as

stressed, in particular, by Myers (1977). For several

reasons, though, returning to the capital markets is

unlikely to provide enough liquidity. First, issuing

new securities in good conditions may take time and

liquidity needs, for example, for paying employees

and suppliers, may be pressing. Second, and more

fundamentally,116 the capital market may be reluc-

tant to refinance the firm. They will not be able to

recoup fully the benefits attached to refinancing as

some of these benefits will necessarily go to insiders.

Furthermore, they may be uncertain about the firm’s

prospects and the value of existing assets, and there-

fore worry about adverse selection—the possibility

that securities have low value. Consequently, debt

claims, especially of short maturity, expose the firm

to the risk of liquidity associated with credit ration-

ing in the refinancing market.

Bankruptcy costs. At the extreme, the firm’s in-

ability to repay the debt coupons may push it

into bankruptcy. Bankruptcy processes vary sub-

stantially across the world, but to fix our ideas, it

may be useful to take the U.S. case as an illustration

116. Note that the two reasons are related. Suppose, for example,
that information about the firm’s state is widely available. Then it
should not take long to raise cash by issuing new securities. It is in
part because investors are uncertain about the firm’s prospects and
the value of existing assets that they need time to analyze the firm’s
condition and that it takes time to issue securities.

(with the caveat that the U.S. bankruptcy institutions

are particularly lenient on managers as compared

with other countries). There are two main forms

of bankruptcy. Under Chapter 7, the firm’s assets

are liquidated by a court-appointed trustee; the pri-

ority of claims (who is paid first?) is respected.117

Firms rarely file bankruptcy under Chapter 7 di-

rectly, however. Rather, they use Chapter 11, which

allows for a workout in which a reorganization plan

is designed and thus liquidation is at least temporar-

ily avoided.118 Indeed, it may be the case that the

firm is unable to pay its debt, but has a positive

ongoing value for investors as a whole. To let the

firm continue, it is then necessary for creditors to

make concessions, for example, by forgiving some

of their debt and taking equity in exchange.119 Man-

agement is then given six months (or more if the

bankruptcy judge extends the period) to formulate

a reorganization plan. Creditors can propose their

own plan afterwards. A reorganization plan must

be approved by a qualified majority (e.g., one-half

in number, two-thirds in amount).120 In the absence

of approval, creditors can finally force the firm into

entering Chapter 7.

Chapter 11 is often heralded by its proponents as

enabling firms to design plans that let them continue

if they have valuable assets or prospects; its critics,

in contrast, argue that management, equityholders,

and junior, unsecured creditors have the ability to

delay the resolution, at great cost to senior credi-

tors. They further argue that the bankruptcy process

is not as strong a disciplining device as it should be.

Gilson (1990), based on a study of 111 U.S. firms, re-

ports that 44% of CEOs (and 46% of directors) are still

in place four years after the start of the bankruptcy

117. The “Absolute Priority Rule” (APR) distributes the firm’s pay-
offs according to priority. In particular, junior claimholders receive
nothing until senior claimholders are fully paid.

118. Under Chapter 11, all payments to creditors are suspended (au-
tomatic stay), and the firm can obtain additional financing by granting
new claims seniority over existing ones. A number of proposals have
been made in the literature to replace Chapter 11, deemed too slow
in removing inefficient management, by a new bankruptcy procedure
that would still facilitate the renegotiation of existing claims (see, in
particular, Bebchuk 1988; Aghion et al. 1992).

119. Exchange offers are only one of the actions that can be taken
to reorganize the company. Others include asset sales, reduced capital
expenditures, and private debt restructuring.

120. See Asquith et al. (1994) and Gertner and Scharfstein (1991) for
empirical evidence and theoretical considerations relative to workouts.
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process. Even if managers must cope with stricter

covenants and often more powerful monitoring (by

a large block shareholder) after bankruptcy, the pro-

cess still proves relatively lenient towards them.

Workouts are desirable if they serve to protect

stakeholders (including employees) who would suf-

fer from a liquidation, and are undesirable if their

main function is to hold up senior creditors and

delay a liquidation that is socially efficient.

The workout process may fail for several reasons.

Transaction costs. It is difficult to bring to the

bargaining table many groups of stakeholders. Even

leaving aside employees and fiscal authorities, who

have claims over the firm, a number of claimholders

with very dissonant objectives must be induced to

engage in serious bargaining: holders of debt claims

with various covenants, maturities, degree of collat-

eralization, and trade creditors (just think of the

number of trade creditors involved in the bank-

ruptcy of a large retailer!). Other stakeholders may

have a stake in the firm without having formal

claims over its cash flow. For example, if a sup-

plier of Boeing or Airbus is about to go bankrupt,

then the airplane manufacturer may bend over back-

wards and enter into a long-term supply agreement

in order to keep the supplier afloat. This example

illustrates the fact that even parties without an ex-

isting claim in the firm may need to be brought to

the bargaining table.

Bargaining inefficiencies. Bargaining between

the various parties may be inefficient—the Coase

Theorem may not apply—for a variety of reasons.

Prominent among them is asymmetric information,

between insiders and outsiders and among out-

siders.121 Each party may be reluctant to enter a deal

in which it suspects that other parties are willing to

sign because it is favorable to them. Relatedly, some

bargaining parties may attempt to hold up other par-

ties by delaying the resolution.122 Their ability to do

so depends on the specifics of the bankruptcy pro-

cess. A unanimity rule, applied either within a class

of claimholders or across classes of claimholders,

aims at protecting all claimholders; but it gives each

121. Asymmetric information between insiders and outsiders is
stressed, for example, in Giammarino (1989).

122. Free riding was first emphasized in Grossman and Hart (1980).

individual claimholder or each class of claimholders

the ability to hold up the entire reorganization pro-

cess: they can threaten not to sign up and wait until

they are bought out at a handsome price. This is why

bankruptcy processes often specify only qualified

majorities.123

Costs of the bankruptcy process can be decom-

posed into two categories:

Direct costs include the legal and other expenses

directly attached to the process. Most studies have

found that direct costs are relatively small, a few per-

cent of market value of equity plus book value of

debt (see, for example, Warner 1977; Altman 1984;

Weiss 1990).

Indirect costs, associated with managerial deci-

sions in anticipation of or during bankruptcy, are

much harder to define and to measure; but they

seem to be much more substantial than direct costs.

In principle, bankruptcy costs may include the ac-

tions, such as gambling, taken by incumbent man-

agement in order to avoid entering the bankruptcy

process, and the costs of cautious management

during the process.124

1.7 International Comparisons of
the Policy Environment

The book will emphasize the many contractual con-

cessions firms make to investors in order to boost

pledgeable income and raise funds: covenants, mon-

itoring structures, control rights, board composi-

tion, takeover defenses, financial structure, and so

forth. Bilateral and multilateral agreements between

firms and their investors do not occur in an institu-

tional vacuum, though. Rather, the firms’ ability to

123. The debate between unanimity and qualified majority rules
has a long-standing counterpart in international finance. In particu-
lar, many sovereign bonds are issued under New York law, which re-
quires unanimity for renegotiation (i.e., agreement to forgive some of
the debt). In contrast, sovereign bonds issued under U.K. law specify
only a qualified majority for approval of a deal renegotiated with the
issuing country. Proponents of the New York law approach argue that
it is precisely because renegotiations are difficult that discipline is im-
posed on the government. Critics, in contrast, point at the holdups
and inefficiencies brought about by the unanimity rule. Much more
detailed descriptions and analyses of the debate can be found in, for
example, Eichengreen and Portes (1997, 2000) and Bolton and Jeanne
(2004).

124. We refer to Senbet and Seward (1995) for a discussion of these
as well as for a broader survey of the bankruptcy literature.
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commit to return funds to their investors depends

on a policy environment that is exogenous to individ-

ual firms. As defined in Chapter 16, “contracting in-

stitutions” refer to the laws and regulations that gov-

ern contracts and contract enforcement, as well as,

more broadly, to the other policy variables such as

taxes, labor laws, and macroeconomic policies that

affect pledgeable income and value.125 Contracting

institutions vary substantially across countries, and

so, as a result, do financial development and corpo-

rate governance.126

An active line of research, initiated by La Porta,

Lopez-de-Silanes, Shleifer, and Vishny (1997, 1998,

1999, 2000),127 studies the relationship between

countries’ legal structures and corporate finance.

La Porta et al. consider two broad legal traditions.

Common law, which prevails in most English-speak-

ing countries, emphasizes judiciary independence,

reactivity to precedents, and limited codification.

Civil law, in contrast, stresses codification (e.g., the

Napoleonic and Bismarckian codes) and is histori-

cally more associated with politically determined ca-

reers for judges (judges have only recently gained

their independence in France, for example); further-

more, its more centralized determination makes it

easier for interest groups to capture it than under

common law. There are three broad subcategories

of civil law: French, German, and Scandinavian. Both

common law and civil law have spread through con-

quest, colonization, import, or imitation.128

La Porta et al. derive some interesting correla-

tions between legal systems and investor protection.

They measure investor protection through a list of

qualitative variables: e.g., one-share–one-vote, proxy

by mail allowed, judicial venue for minority share-

holders to challenge managerial decisions, preemp-

tive rights for new issues of stocks, ability to call

125. Chapter 16 will further study “property rights institutions,”
referring to the permanence of the contracting institutions and the
time-consistency of government policies.

126. This section briefly reviews some of the empirical work on
comparative corporate governance. As we discussed in this chapter,
there is also a large institutional literature comparing the main finan-
cial systems (see, for example, Allen and Gale 2000, Part 1; Berglöf
1988; Charkham 1994; Kindelberger 1993).

127. See also La Porta, Lopez-de-Silanes, and Shleifer (1999).

128. Glaeser and Shleifer (2002) argue that the foundations for En-
glish and French common and civil laws in the twelfth and thirteenth
centuries were reactions to the local environments.

extraordinary shareholders’ meetings, in the case of

shareholder protection; and creditors’ consent to file

for reorganization, inability for the debtor to retain

administration of property during a reorganization,

ability for secured creditors to gain possession of

that security, respect of priority rules in bankruptcy,

in the case of creditor protection. Shareholder rights

are then aggregated in an “antidirector rights index,”

and creditor rights in a “creditor rights index.”

A key finding is that the protection of sharehold-

ers is strongest in common law countries, weak-

est in French-style civil law countries, with German-

and Scandinavian-style law countries somewhere in

between.129

As one would expect, the extent of investor pro-

tection impacts the development of financial mar-

kets. Indeed, the work of La Porta et al. was partly

motivated by country-specific observation. La Porta

et al. (1997) documented a positive covariation be-

tween shareholder protection and the breadth of the

equity market.130 For example, in Italy (French-origin

civil law system) (see Pagano et al. 1998), companies

rarely go public, and the voting premium (the price

difference between two shares with the same cash-

flow rights but different voting rights) is much larger

than in the United States (a common law country).131

Similarly, Germany’s stock market capitalization is

rather small relative to GDP.

More generally, common law countries have the

highest ratio of external capital (especially equity)

to GDP. (But, as Rajan and Zingales (2003) note, legal

origins alone cannot explain why, in 1913, the ratio

of stock market capitalization over GDP was twice as

high in France as in the United States.) Common law

countries also have the largest numbers of firms un-

dergoing IPOs. The reader will find in Rajan and Zin-

gales (2003) both a series of measures of countries’

129. The exception to this rule is that secured creditors are best
protected in German- and Scandinavian-origin legal systems.

130. Pagano and Volpin (2005b) also find a positive covariation, al-
though a weaker one, for their panel data. They show, in particular,
that the dispersion in shareholder protection has declined since the
La Porta et al. study, in that the La Porta et al. measures of shareholder
protection have substantially converged towards the best practice in
the 1993–2002 interval.

131. Premia commanded by voting shares are 5.4% for the United
States, 13.3% in the United Kingdom, 29% in Germany, 51.3% in France,
and 81.5% in Italy (compilation by Faccio and Lang (2002) of various
studies).
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financial development132 as well as a discussion of

the relevance of such measures.

Relatedly, we would also expect systems with poor

investor protection to resort to substitute mecha-

nisms. La Porta et al. (1998) consider two such mech-

anisms. One is the use of bright-line rules, such as

the possibility of mandatory dividends in countries

with poor shareholder protection. More importantly,

one would expect such countries to have a more con-

centrated ownership structure, since such a struc-

ture creates incentives for high-intensity monitoring

and curbs managerial misbehavior (see Chapter 9).

La Porta et al. (1998, Table 8) indeed find a sharply

higher concentration of ownership in countries with

French-style civil law.133

La Porta, Lopez-de-Silanes, and Shleifer (1999)

more generally document that large firms in non-

Anglo-Saxon countries are typically controlled by

large resident shareholders or a group of sharehold-

ers. Looking at the top 20 firms in each country as

ranked by market capitalization of common equity

at the end of 1995, they show that, on average,

36% are “widely held,” 31% “family controlled,” 18%

“state-controlled,” and 15% in “residual categories”

(defining categories is no straightforward task; see

their paper for details). Quite crucially, widely held

firms are much more common in countries with a

good investor protection; for example, all top 20

firms in the United Kingdom and 16 out of the top 20

firms in the United States are widely held.134 A sim-

ilar picture emerges for medium-size firms. Specific

evidence on the control of European firms can be

found in the book edited by Barca and Becht (2002),

whose findings (summarized by Becht and Mayer)

confirm the sharp contrast between continental Eu-

rope and Anglo-Saxon countries. Control is concen-

trated in Europe not only because of the presence

of large investors, but also by the absence of signifi-

cant holdings by others. In the United States and the

132. For example, equity issues over gross fixed capital formation
for the corporate sector, deposits over GDP for the banking sector,
stock market capitalization, or number of companies listed related to
GDP.

133. They also find that large economies and more equal societies
have a lower ownership concentration.

134. While La Porta et al. attribute dispersed ownership in the
United States to good investor protection, Roe (1994) in contrast em-
phasizes populist regulatory impediments to concentrated ownership
in that country.

United Kingdom, in contrast, the second and third

shareholders are often not noticeably smaller than

the first.

Davydenko and Franks (2004) make similar ob-

servations on the debt side using a sample of

small firms defaulting in their bank debt in

France, Germany, and the United Kingdom. Of the

three countries, France clearly exhibits the weak-

est protection of creditor rights: court-administered

procedures are mandated by law to pursue the

preservation of the firm as a going concern and the

maintenance of employment; and, in the case of

liquidation, even secured lenders rank behind the

state and the employees in terms of priority. By

contrast, U.K. secured creditors can impose the pri-

vately contracted procedure specified by the debt

contract and they receive absolute priority in re-

covering their claims. Davydenko and Franks in-

deed find that medium recovery rates for creditors

are 92% in the United Kingdom, 67% in Germany,

and 56% in France.135 The theory developed in Sec-

tion 4.3 predicts that French firms will want to offer

more collateral in order to make up for the shortage

in pledgeable income. Davydenko and Franks show

that collateralization (in particular of receivables) is

high in France.

This analysis raises a number of interesting ques-

tions. First, the relative convergence between com-

mon and civil law systems makes it unlikely that

legal origins by themselves can explain the current

differences in corporate governance and financial in-

stitutions, between, say, the United States and the

United Kingdom on the one hand, and continen-

tal Europe on the other. Some source of hystere-

sis must be involved that preserves systems with

strong (weak) investor protection. This brings us to

a second point: legal institutions, and more broadly

contracting institutions, are endogenous; they are

fashioned by political coalitions, which themselves

depend, among other things, on financial outcomes

(see Chapter 16). A case in point is the emergence of

stricter antitakeover legislation in the United States

in the wake of the hostile takeover wave of the 1980s.

The broader theme of a political determination of

135. Their sample covers the 1996–2003 period, except for France
(1993–2003 period).
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corporate finance institutions is developed at length

by, for example, Roe (2003).136, 137

Remark (determinants of institutions). La Porta et

al.’s correlation between legal system and investor

protection is revisited in Acemoglu et al. (2001),

who look at European colonization and argue that

the mode of settlement, more than the legal sys-

tem, had a bigger impact on contracting institu-

tions. They divide colonies into two broad cate-

gories: those (Africa, Central America, Caribbean,

South Asia) where the Europeans had little interest in

settling—perhaps due to high mortality rates—and

developed “extractive institutions,” which allowed

little protection for private property and few checks

and balances against government expropriation; and

those in which Europeans settled in larger numbers

(United States, Canada, Australia, New Zealand) and

therefore developed institutions that were far more

protective of private property. There is, of course, a

correlation between the British Empire and the latter

category.138

1.8 Shareholder Value or Stakeholder
Society?

The corporate governance debates reviewed in this

chapter are framed in terms of shareholder value;

as we noted in the introduction to this chapter,

economists, and for that matter much of the legal

framework, have always asserted, on the grounds

that prices reflect the scarcity of resources, that

management should aim at maximizing shareholder

136. See also Krosner and Strahan (1999) on bank branching regu-
lation, Hellwig (2000) on corporate governance regulation, and Rajan
and Zingales (2003), who argue that incumbent firms may be leading
opponents to reforms facilitating financial development.

The endogeneity of political institutions is, of course, a broader
theme in economics: see Laffont (2000) (other theoretical books em-
phasizing the political determination of policy include Dixit (1996),
Laffont and Tirole (1993), and Persson and Tabellini (2000)).

137. Corporate governance systems may also be forced to con-
verge if companies can cross-list in jurisdictions (countries) with better
shareholder protection or engage in cross-border merger and acquisi-
tion activity. The literature on convergence towards best practice cor-
porate governance includes Coffee (1999), Gilson (2001), and Pagano
and Volpin (2005c).

138. The impact of extractive institutions as upsetting existing ones
is further explored in Acemoglu et al. (2002), who attempt to account
for a reversal of prosperity after the sixteenth century between the
then poor (United States, Canada, Australia, etc.) and rich (India, China,
Incas, Aztecs, etc.) colonies.

wealth. To many noneconomists, economists in this

respect appear “oblivious to redistributional issues,”

“narrow-minded,” or “out of touch with social re-

alities.” A widespread view in politics and public

opinion is that corporations should serve a larger

social purpose and be “responsible,” that is, they

should reach out to other stakeholders and not only

to shareholders.

1.8.1 The Corporate Social
Responsibility View

An economist would rephrase the position of the

proponents of the stakeholder society as the recom-

mendation that management and directors internal-

ize the externalities that their decisions impose on

various groups. Examples of such externalities and

concomitant duties toward stakeholders, according

to the proponents of the stakeholder society, can be

found in the following list.

Duties toward employees. Firms should refrain

from laying off workers when they make sizeable

profits (the “downsizing” move of the 1990s and

events such as the January 1996 laying off of 40,000

employees by a record-profit-making AT&T and the

$14 million annual compensation of its chairman

created uproars on the left and the right of the

American political spectrum); firms should also pro-

tect minorities, provide generous training and recre-

ational facilities, and carefully monitor safety on the

job.

Duties toward communities. Firms should refrain

from closing plants in distressed economic areas

except when strictly necessary; in normal times

they should contribute to the public life of its

communities.

Duties toward creditors. Firms should not maxi-

mize shareholder value at the expense of creditor

value.

Ethical considerations. Firms ought to protect the

environment even if this reduces profit. They should

refrain from investing in countries with oppressive

governments, or with weak protection of or respect

for the minorities (child labor, apartheid, etc.). Firms

should not evade taxes, or bribe officials in less de-

veloped countries, even when such behavior raises

profit on average.



1.8. Shareholder Value or Stakeholder Society? 57

Many managers view their role within society in an

even broader sense (satisfaction of consumer wants,

support of the arts, political contributions, etc.) than

suggested by this list.

According to Blair (1995, p. 214), even in the

United States, which traditionally has been much

less receptive to the stakeholder society idea than

most other developed countries (especially outside

the Anglo-Saxon world), “by the late 1960s and

early 1970s corporate responsiveness to a broad

group of stakeholders had become accepted busi-

ness practice.” Charitable contributions, divestitures

from (apartheid-practicing) South Africa, and paid

leave for employees engaging in public service activ-

ities, for example, became commonplace and were

upheld by the courts. The consensus for some in-

ternalization of stakeholder welfare partly broke

down in the 1980s. Proponents of shareholder value

gained influence. Yet, the hostile takeover wave of

that decade sparked an intense debate as to whether

the increase in shareholder wealth associated with

the takeover did not partly come to the detriment

of employees and communities (see, for example,

Shleifer and Summers 1988).

The popularity of the stakeholder society view in

the public is to be contrasted with the strong con-

sensus among financial economists that maximiz-

ing shareholder value has major advantages over the

pursuit of alternative goals. A particularly influen-

tial advocate of the shareholder-value approach has

been Milton Friedman (1970).139

139. “In a free-enterprise, private-property system, a corporate ex-
ecutive is an employee of the owners of the business. He has direct
responsibility to his employers. That responsibility is to conduct the
business in accordance with their desires, which generally will be to
make as much money as possible while conforming to the basic rules
of the society, both those embodied in law and those embodied in eth-
ical custom. Of course, in some cases his employers may, of course,
have a different objective. A group of persons might establish a cor-
poration for an eleemosynary purpose—for example, a hospital or a
school. The manager of such a corporation will not have money profit
as his objective but the rendering of certain services.

“Of course, the corporate executive is also a person in his own right.
As a person, he may have many other responsibilities that he recog-
nizes or assumes voluntarily—to his family, his conscience, his feel-
ings of charity, his church, his clubs, his city, his country. He may
feel impelled by these responsibilities to devote part of his income to
causes he regards as worthy, to refuse to work for particular corpora-
tions, even to leave his job, for example, to join his country’s armed
forces. If we wish, we may refer to some of these responsibilities as
‘social responsibilities.’ But in these respects he is acting as a princi-
pal, not an agent; he is spending his own money or time or energy, not

Economists have long argued in favor of a proper

internalization of externalities. And certainly the

vast majority of them have no objections to the goals

advanced by the proponents of the stakeholder soci-

ety. A scientific debate therefore focuses on how to

achieve these goals, rather than on the goals them-

selves.

1.8.2 What the Stakeholder Society Is and
What It Is Not

Some management gurus have surfed the stake-

holder society wave and have argued that “stake-

holding” makes commercial sense. In a nutshell,

the recommendation is to treat employees fairly

through job security, training facilities, etc. The rea-

soning is that, by building a reputation for fairness,

the firm will be able to attract the most talented em-

ployees and to induce them to invest in the firm, as

the employees will know that they are engaged in a

long-term relationship with the firm and that their

firm-specific investments will be rewarded. This ar-

gument can, of course, be extended to, say, suppli-

ers and communities, who are inclined to offer lower

prices or larger subsidies, respectively, to a more

trustworthy firm.

Such recommendations smack of social respon-

siveness; but in fact they are about shareholder

value: intertemporal value maximization often

trades off short-run sacrifices (investments) for the

prospect of higher long-term profits.140 Treating

stakeholders fairly in order to raise intertemporal

the money of his employers or the time or energy he has contracted
to devote to their purposes. If these are ‘social responsibilities,’ they
are the social responsibilities of individuals, not of business.

“The stockholders or the customers or the employees could sepa-
rately spend their own money on the particular action if they wished
to do so. The executive is exercising a distinct ‘social responsibility,’
rather than serving as an agent of the stockholders or the customers
or the employees, only if he spends the money in a different way than
they would have spent it.

“But if he does this, he is in effect imposing taxes, on the one hand,
and deciding how the tax proceeds shall be spent, on the other.

“Here the businessman—self-selected or appointed directly or in-
directly by stockholders—is to be simultaneously legislator, executive
and jurist. He is to decide whom to tax by how much and for what pur-
pose, and he is to spend the proceeds—all this guided only by general
exhortations from on high to restrain inflation, improve the environ-
ment, fight poverty and so on and on.”

140. To again quote from Friedman (1970), who is highly critical of
the stakeholder society concept: “Of course, in practice the doctrine of
social responsibility is frequently a cloak for actions that are justified
on other grounds rather than a reason for those actions.
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profit is not what the stakeholder society is about.

Rather, the “socially responsible corporation” is one

that consciously makes decisions that reduce overall

profits.141

Similarly, we do not classify actions whose pri-

mary interest is to restore the firm’s public image

under the corporate social responsibility heading. It

is perhaps no coincidence that multinationals, and in

particular ones that, for good or bad reasons, have

a poor public image (tobacco, oil, pharmaceutical

companies), have eagerly embraced the concepts of

corporate social responsibility and sustainable de-

velopment and created senior executive positions in

charge of the firm’s social responsibility.

Before discussing the implementation of the

stakeholder society, let me address the issue of what

the concept exactly refers to. On the one hand, the

stakeholder society may refer to a broad mission

of management. According to this view, manage-

ment should aim at maximizing the sum of the var-

ious stakeholders’ surpluses (adopting an utilitar-

ian approach); and, if management is not naturally

inclined to do so, incentives should be designed

“To illustrate, it may well be in the long run interest of a corpo-
ration that is a major employer in a small community to devote re-
sources to providing amenities to that community or to improving its
government. That may make it easier to attract desirable employees,
it may reduce the wage bill or lessen losses from pilferage and sab-
otage or have other worthwhile effects. Or it may be that, given the
laws about the deductibility of corporate charitable contributions, the
stockholders can contribute more to charities they favor by having the
corporation make the gift than by doing it themselves, since they can
in that way contribute an amount that would otherwise have been paid
as corporate taxes.

“In each of these and many similar cases, there is a strong tempta-
tion to rationalize these actions as an exercise of ‘social responsibility.’
In the present climate of opinion, with its wide spread aversion to ‘cap-
italism,’ ‘profits,’ the ‘soulless corporation’ and so on, this is one way
for a corporation to generate goodwill as a by-product of expenditures
that are entirely justified in its own self-interest.

“It would be inconsistent of me to call on corporate executives to
refrain from this hypocritical window-dressing because it harms the
foundations of a free society. That would be to call on them to exer-
cise a ‘social responsibility’! If our institutions, and the attitudes of
the public make it in their self-interest to cloak their actions in this
way, I cannot summon much indignation to denounce them. At the
same time, I can express admiration for those individual proprietors
or owners of closely held corporations or stockholders of more broadly
held corporations who disdain such tactics as approaching fraud.”

141. Interestingly, in the 1960s and 1970s, U.S. courts accommo-
dated socially responsible activities such as donations to charities by
arguing that short-run diversion of shareholder wealth may be good
for the shareholders “in the long-run.” Courts thereby avoided conced-
ing that directors did not have a primary duty to maximize shareholder
wealth (see Blair 1996, p. 215).

that induce management to account for the exter-

nalities imposed on all stakeholders. On the other

hand, the stakeholder society may refer to the shar-

ing of control by stakeholders, as is, for example,

the case for codetermination in Germany.142 Pre-

sumably, the two notions are related; for instance,

it would be hard for a manager to sacrifice profit

to benefit some stakeholder if a profit-maximizing

raider can take over the firm and replace her, unless

that very stakeholder can help the manager deter the

takeover (see Pagano and Volpin 2005a).143 In what

follows, we will take the view that the stakeholder

society means both a broad managerial mission and

divided control.

We focus on optimal contracting among stake-

holders (including investors) and wonder whether

managerial incentives and a control structure can be

put in place that efficiently implement the concept

of stakeholder society. Another layer of difficulty is

added by the existence of a regulatory environment

that restricts the set of contracts that can be signed

among stakeholders. Interestingly, countries such as

France, Germany, and Japan, which traditionally are

more sympathetic to the stakeholder society than

the United States and the United Kingdom, also have

legal, regulatory, and fiscal environments that are as-

sessed by most economists as creating weaker gov-

ernance systems (see Section 1.7).

As in other areas of contract law, a hard ques-

tion is, why does one need a law in the first place?

Couldn’t the parties reach efficient agreements by

themselves, in which case the role of courts and of

the government is to enforce private contracts and

not to reduce welfare by constraining feasible agree-

ments? For example, why can’t a mutually agree-

able contract between investors and employees al-

low employee representation on the board, stipulate

reasonable severance pay for laid-off workers, and

create incentives that will induce management to in-

ternalize the welfare of employees, thus substituting

for an enlarged fiduciary duty by the management

142. Porter (1992) argues in favor of board representation of cus-
tomers, suppliers, financial advisors, employees, and community rep-
resentatives.

143. In this sense, there may be some consistency in the German
corporate governance system between shared control, the absence or
small level of managerial stock options, and the inactivity of the take-
over market.
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toward employees, legal restrictions on layoffs, or

mandated collective bargaining?

Besides the standard foundations for the exis-

tence of laws (transaction-costs benefits of stan-

dard form contracts well understood by all parties,

ex post completion of a (perhaps rationally) incom-

plete contract by judges in the spirit of the origi-

nal contract, contract writing under asymmetric in-

formation or under duress, etc.), a key argument

for regulatory intervention in the eyes of the pro-

ponents of the stakeholder society has to do with

tilting the balance of bargaining power away from

investors and toward stakeholders. This position

raises the questions of whether redistribution is best

achieved through constraining feasible contractual

arrangements (as opposed to through taxation, say),

and whether regulation even serves its redistribu-

tive goals in the long run, to the extent that it may

discourage investment and job creation and thereby

end up hurting employees’ interests.

Whatever its rationale, regulatory intervention in

favor of stakeholder rights plays an important role

in many countries. Thus, besides the normative

question of whether laws protecting stakeholders

can be justified on efficiency grounds, the positive

question of how such laws actually emerge is also

worthy of study. Clearly, political economy consider-

ations loom large in the enacting of pro-stakeholder

regulations. In this respect, one may also be sus-

picious of the motives behind the endorsement of

the stakeholder society concept by some managers,

to the extent that they do not propose to replace

shareholder control by a different, but strong, gov-

ernance structure. That is, the stakeholder society is

sometimes viewed as synonymous with the absence

of effective control over management. (That the

shareholder–stakeholder debate neglects the role

of management as a party with specific interests

has been strongly emphasized by Hellwig (2000),

who discusses extensively the “political economy”

of corporate governance.)

1.8.3 Objections to the Stakeholder Society

Four different arguments can be raised against a

stakeholder-society governance structure. The first,

which will be developed in Chapter 10, is that giv-

ing control rights to noninvestors may discourage

financing in the first place. For example, suppose the

community of “natural stakeholders” is composed

of management and employees, who do not have the

funds to pay for investment themselves, and that the

investors are concerned that they will not be able to

recoup their investment in the firm if they share con-

trol with the stakeholders; that is, there may not be

enough “pledgeable income” that the stakeholders

can credibly promise to pay back when they have a

say in the governance structure. The stakeholders

probably will then want to hand control over to

the investors, even in situations in which control by

investors reduce total surplus. “Shareholder value”

may be the only way to obtain the required money.

The second and third objections are developed

in a bit more detail in the supplementary section.

The second objection is also relative to the gover-

nance structure. The issue with the sharing of con-

trol between investors and natural stakeholders is

not only that it generates less pledgeable income

and therefore less financing than investor control,

but also that it may create inefficiencies in decision

making. On many decisions, investors and natural

stakeholders have conflicting objectives. They may

not converge to mutually agreeable policies. In par-

ticular, deadlocks may result from the sharing of

control.

The third issue with the concept of stakeholder

society is managerial accountability. A manager who

is instructed to maximize shareholder value has

a relatively well-defined mission; her performance

in this mission—stock value or profit—is relatively

objective and well-defined (even though this book

will repeatedly emphasize the substantial imperfec-

tions in performance measurement). In contrast, the

socially responsible manager faces a wide variety

of missions, most of which are by nature unmea-

surable. Managerial performance in the provision

of positive externalities to stakeholders is notori-

ously ill-defined and unverifiable. In such situations

managerial incentives are known to be poor (see

Dewatripont et al. 1999b).

Concretely, the concern is that the management’s

invocation of multiple and hard-to-measure mis-

sions may become an excuse for self-serving behav-

ior, making managers less accountable. For example,

an empire builder may justify the costly acquisition
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Figure 1.8 Protecting noncontrolling stakeholders.

of another firm on the grounds that this acquisition

will save a few jobs. Or a manager may select a costly

supplier officially on the grounds that this supplier

has a better environmental policy, while actually en-

tering in a sweet deal with a friend or reciprocating

a favor. As a last example, an inefficient manager

may install antitakeover defenses on the grounds

that employees must be protected against potential

layoffs implemented by a profit-maximizing raider.

The fourth argument is that a successful popu-

lar push for corporate social responsibility de facto

imposes a tax on business, whose proceeds escape

control by political process. While there are some-

times good reasons to subtract public policy from

political pressures by handing it over to less politi-

cally accountable bodies such as independent agen-

cies and nongovernmental organizations, it is not

obvious that social goals are best achieved by direc-

tors and officers eager to pander to their own con-

stituencies (in particular, their customers and policy

makers who affect their firm’s stake).

1.8.4 The Shareholder-Value Position

Proponents of the maximization of shareholder

value (hopefully) do not object to the goals of the

stakeholder society. Rather, they disagree on how

these goals are to be reached. Implicit in their po-

sition is the view that externalities are best han-

dled through the contractual and legal apparatus,

rather than through some discretionary action by

the firm’s officers and directors. Shareholders can

substantially expropriate creditors by picking risky

moves, or by disgorging cash and assets, leaving

the creditors with an empty shell? Then, creditors

should (and actually do on a routine basis—see

Chapter 2) insist on a set of covenants that will

protect them against expropriation. Maximization of

value can come at the expense of the firm’s work-

force? Then, employees and unions should enter col-

lective agreements with the firm specifying rules for

on-the-job safety, severance pay, and unemployment

benefits.144 And so forth.

We just saw that it is important to use the con-

tractual apparatus in order to reduce the externali-

ties imposed by the choices of the controlling share-

holders. There are two ways of creating contractual

protections for the noncontrolling stakeholders. The

first is to circumscribe the action set available to the

controlling stakeholder by ruling out those actions

that are more likely to involve strong negative exter-

nalities on other stakeholders; this reduction in the

size of the action set involves transaction and flexi-

bility costs, but it may still create value. The second

is to make the claims of noncontrolling stakeholders

as insensitive to biased decision making as possible.

This idea is illustrated in Figure 1.8 for the case of

creditors and employees.

As we discuss in Chapter 2, debt contracts impose

a large number of positive and negative covenants,

which can be summarized as defining the action set

for shareholders. Making the creditors’ claim less

sensitive to shareholders’ actions has two aspects:

flat claims and exit options. First, the creditors’ fi-

nal claim is often a fixed nominal claim; and collat-

eral further helps limit the creditors’ potential losses

in the case of nonreimbursement of the debt. Sec-

ond, debt contracts often provide creditors with exit

144. This position underlies the use of layoff taxes and experience
rating (see Blanchard and Tirole (2004, 2005) for a policy discussion
and an optimal mechanism approach, respectively).
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options that can be exercised before the value of the

claim’s payout is realized. This is most evident in

the case of short-term debt, which gives debtholders

the choice between rolling over the debt and get-

ting out if bad news accrues; debt that is convertible

into equity protects debtholders against excessive

risk taking by shareholders. Debt contracts thus of-

ten limit the creditors’ exposure to biased decision

making by shareholders.

The same logic can be applied to the protection of

employees. Let us here focus on the exit options. Exit

options are, of course, facilitated by the firm’s poli-

cies with respect to general training, vesting of re-

tirement plans, and so forth. But quite importantly,

exit options for employees as well as their welfare

when they are laid off depend heavily on a variable

over which the employment contract between the

firm and its employees has no control, namely, the

firm’s economic environment and the flexibility of

the labor market. While being laid off is always quite

costly to a worker, this cost is currently much higher

in a country like France, which has high unemploy-

ment (in particular, long-term unemployment) and

low mobility for a variety of reasons (such as close

family ties and the fiscal environment145), than in

Anglo-Saxon economies, where it is currently eas-

ier for laid-off workers to find a job of comparable

quality. One could therefore conjecture that one of

the reasons why shareholder value is currently less

controversial in Anglo-Saxon countries than in con-

tinental Europe is that the externalities exerted by

shareholder control on employees are smaller in the

former.

Of course, proponents of shareholder value recog-

nize that contracts are imperfect. They then point at

the role of the legal environment. Courts can fill in

the details of imprecise or incomplete contracts as

long as they abide by the spirit of the original con-

tracts. And, in the case of externalities not covered

by any private contract (as is the case, for instance,

with diffuse pollution externalities), courts (in reac-

tion to lawsuits), or regulators (say, through envi-

ronmental taxation), can substitute for the missing

contracts.

145. For example, high real estate transaction taxes have tradition-
ally reduced owners’ mobility. Similarly, for nonowners, laws related
to rentals have made the rental market rather illiquid.

The counterargument to this last point is that the

legal and regulatory framework is itself imperfect.

It sometimes lags the collective will (if such a thing

exists). And it is often influenced by intense interest

group lobbying (see, for example, Pagano and Volpin

2005b). So, when laws are “suboptimal,” managers

may need to substitute for the required reforms (but,

as noted above, nothing guarantees that they will

better represent the “collective will” than the courts

or legislators).

While incentive and control considerations plead

in favor of shareholder value and against social re-

sponsibility,146 shareholder-value maximization is,

of course, very much a second-best mandate. In view

of some imperfections in contracts and the laws, ex-

tremist views on shareholder value are distasteful. It

implies, for instance, that management should bribe

dictators or government officials in less developed

countries when this practice is not sanctioned in the

firm’s home country; or that firms should have lit-

tle concern for the environment when environmental

taxes are thwarted by intense lobbying or measure-

ment problems. New forms of intervention should

then be designed in order to reconcile shareholder

value and social responsibility in such instances of

contract failure, although it should be recognized

that proper incentives are then hard to design.

Green funds (investing in businesses that exert

efforts to protect the environment) or more broadly

ethical funds and consumer boycotts have at-

tempted to do just that. They are interesting and

well-meaning attempts at substituting for an imper-

fect regulation of externalities, but have their own

limitations. (a) One limitation is that both investors

and consumers have poor information: incentives

provided by individual investors and consumers

require these actors to be well-informed about the

actual facts as well as to be capable of interpreting

these facts (for example, the social and economic im-

pacts of a policy are often misunderstood). Presum-

ably, trustworthy informational intermediaries are

needed to guide their choice. (b) Another limitation

146. An early exponent of this view was Berle himself. He argued
that “you cannot abandon emphasis on the view that business corpo-
rations exist for the sole purpose of making profits for their stockhold-
ers until such time as you are prepared to offer a clear and reasonably
enforceable scheme of responsibilities to someone else” (1932, cited
by Blair 1995).
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is free riding in the (costly) production of sanctions

against socially irresponsible firms: as the evidence

shows, a nonnegligible fraction of investors are will-

ing to accept a slightly lower rate of return in order

to avoid funding firms that behave in an unethical

way. Most are, however, unlikely to be willing to take

a low rate of return, in the same way that households

are indignant when a park or an old neighborhood

is converted into luxury condominium buildings but

rush to acquire the resulting units.

Supplementary Section

1.9 The Stakeholder Society:
Incentives and Control Issues

This supplementary section, which draws in part on

Tirole (2001), develops the analysis of Section 1.8.3

on the implementation of the stakeholder society in

a little more detail.

1.9.1 Monetary Incentives

To implement the stakeholder society, managerial

incentives should be designed so as to align the man-

agers’ incentives with the sum of the stakeholders’

surpluses rather than just the equityholders’ sur-

plus. We thus consider sequentially the provision of

explicit and implicit incentives.

As discussed in this chapter, managerial incen-

tives that explicitly emphasize shareholder value are

provided through bonuses and stock options that

encourage management to devote most of its effort

to enhancing profitability and favor this objective

when trading off the costs and benefits of alterna-

tive decisions. Similarly, managerial incentives that

would explicitly emphasize stakeholder value would

be provided by rewarding management on the ba-

sis of some measure of the aggregate welfare of

the stakeholders (including investors). The key is-

sue here is whether such a measure of aggregate

welfare is readily available. I would argue that it is

harder to measure the firm’s contribution to the wel-

fare of employees, of suppliers, or of customers than

to measure its profitability. For one thing, there is

no accounting measure of this welfare, although in

some examples one can find imperfect proxies, such

as the number of layoffs.147 For another thing, there

is no market value of the impact of past and current

managerial decisions on the future welfare of stake-

holders; that is, there is no counterpart to the stock

market measurement of the value of assets in place,

since the employment, supply, or other relationships

with the firm are not traded in liquid markets, unlike

the shareholder relationship. (Besides, if a measure

of the impact of managerial decisions upon stake-

holders’ welfare were available (which I do not be-

lieve to be the case), then there would be no ob-

jection to shareholder value since the firm could be

forced to internalize the externalities through con-

tracts specifying that the firm will compensate the

stakeholders for the externalities!)

Relatedly, to avoid giving management a blank

check to pursue whatever policy pleases it, manage-

ment could be made subject to an enlarged fiduciary

duty: stakeholders could take management to court

and try to demonstrate that managerial actions do

not follow the mandate of the stakeholder society.

An enlarged fiduciary duty would therefore be an

attempt to make management accountable for the

welfare of stakeholders.

Those familiar with the difficulty of implement-

ing the restricted concept of fiduciary duty toward

shareholders will easily imagine the limitations of an

enlarged fiduciary duty. In a nutshell, management

can almost always rationalize any action by invok-

ing its impact on the welfare of some stakeholder.

An empire builder can justify a costly acquisition by

a claim that the purchase will save a couple of jobs in

the acquired firm; a manager can choose his brother-

in-law as supplier on the grounds that the latter’s

production process is environmentally friendly.

In the absence of a reliable measure of stake-

holders’ welfare that could be incorporated into

a formal compensation contract, managers could

still receive profit-based compensation as under

the paradigm of shareholder value. Unfortunately,

multitask explicit incentives theory (e.g., Holmström

and Milgrom 1991) has taught us that designing pay

147. And their duration. A clever aspect of the experience rating
system for layoff taxes is that the amount paid by the company de-
pends on the level of benefits received by the employee it laid off, and
so firing someone who remains unemployed for two years is much
more costly than firing someone who will find a job the next day.
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that is sensitive to the performance of a single task

leads to a neglect of the other tasks.148 We there-

fore infer that the stakeholder society is likely to

be best promoted through flat managerial compen-

sation, that is, through a fixed wage rather than

performance-based incentives. There is in this re-

spect some consistency between the lenient views

in the French, German, and Japanese populations to-

ward the stakeholder society and the historically low

power of the managerial incentive schemes in these

countries.149

1.9.2 Implicit Incentives and
Managerial Missions

The previous discussion raises the issue of what

management will maximize under flat explicit in-

centive schemes. The optimistic view is that man-

agement will choose what is best for society, that

is, will maximize the sum of the stakeholders’ sur-

pluses. This view is sometimes vindicated: consider

caritative organizations. Such organizations by def-

inition aim at raising the welfare of the poor, of the

hungry, or at providing access to cultural services

to a broad audience, to give a few examples. Profit-

maximizing behaviors would obviously defeat the

purpose of such organizations. The key to success

for caritative organizations is to empower idealistic

employees who will derive private benefits from pro-

moting social welfare.

While this paradigm works relatively well in some

contexts, it would, however, be naive to trust it can

be transposed to general environments. Most eco-

nomic agents indeed place their own welfare above

that of society. Thus, we cannot assume that man-

agers facing flat compensation schemes will max-

imize the total surplus. Their incentives are then

generally governed by their career concerns. The

existence of multiple missions associated with the

welfare of each stakeholding group suggests an

148. Unlike Sinclair-Desgagne (1999), we assume that the nonmon-
etary dimension cannot be subjected to an audit. Otherwise, in some
circumstances, it may be possible to provide high-powered multitask
incentives (as Sinclair-Desgagne shows) through a combination of com-
pensation based on the monetary dimension together with an audit of
the other tasks when monetary performance is high.

149. As discussed in the text of the chapter, entrepreneurial incen-
tive schemes have become more high-powered in the last decade in
non-Anglo-Saxon countries as well.

investigation of the economics of multitask career

concerns (which are actually the incentives faced by

politicians, bureaucrats, and most employees, who

have little performance-related pay).

Implicit incentives stem from an economic agent’s

desire to signal characteristics, such as ability, to

what is broadly called the agent’s “labor market,”

namely, whoever will in the future take actions that

reflect beliefs about these characteristics and will

impact the agent’s welfare: board of directors, po-

tential employers, voters, and so forth (Holmström

1999). Implicit incentives substitute (imperfectly)

for explicit ones in environments in which perfor-

mance cannot be well-described ex ante, but can be

better assessed after the fact due to the accrual of

new information.150

Implicit incentives are less proficient than explicit

ones simply because the link from performance to

reward cannot be fully controlled by a contract.

This is particularly the case in a multitask environ-

ment. Indeed, multitasking impairs informal incen-

tives just as it impairs formal ones (Dewatripont et

al. 1999a,b). One reason is that managerial perfor-

mance becomes noisier when the manager pursues

multiple missions; the absence of “focus” on a spe-

cific task is therefore costly. Another reason is that

multitasking may give rise to “fuzzy missions,” that

is, to situations in which the agent’s labor market

no longer knows which missions the agent is trying

to pursue (although it tries to infer them by looking

at what the agent has done best). The manager then

does not know along which lines he will be evaluated.

This uncertainty can be shown to further reduce the

agent’s incentives.

We are thus led to the view that the design

of (explicit and implicit) managerial incentives for

the stakeholder society is a particularly complex

issue. This conclusion should not come as a sur-

prise. After all, governments may be the ultimate

stakeholder-society organizations, since they are in-

structed to balance the welfares of many different in-

terest groups. It is well-known that proper incentives

for bureaucrats and politicians are hard to design.

150. More technically, a missing “deciphering key” does not allow
the contracting parties to describe at the contracting stage the mean-
ing of a “good performance”; it is only later when the uncertainty un-
folds that it becomes clearer what a good performance means.



64 1. Corporate Governance

1.9.3 The Costs and Benefits of Shared
Control: Lessons from Input Joint
Ventures for the Stakeholder Society

We now come to the second aspect of the stake-

holder society: the control structure. The stake-

holder society is unlikely to be promoted by the

undivided control structure that prevails under the

shareholder-value paradigm. Nor is it likely to be

sustainable if control goes entirely to nonfinanciers;

for, consider undivided control by other stake-

holders such as employees or customers. Such con-

trol structures are not mirror images of shareholder

control. Employee or customer control makes it diffi-

cult to protect investors by contractual means. While

covenants can restrict the payment of dividends to

shareholders (so as to prevent shareholders from

leaving creditors and other stakeholders with an

empty shell), it is much harder to prevent employ-

ees or customers from paying themselves large “div-

idends” when they have control. For this point, the

distinction between “natural stakeholder” (manage-

ment, employees, customers, etc.) and “stakeholder

by design” (the investors) is crucial. Dividends paid

to shareholders are highly visible and verifiable; div-

idends paid to natural stakeholders may not be: em-

ployees may enjoy large perks and customers may

select gold-plated designs. The partial lack of control

over dividends in kind severely impairs the effective-

ness of governance structures in which investors are

not represented.

Let us therefore discuss the sharing of control

among stakeholders in the form of a generalized

codetermination.151 To help us think through al-

ternative control structures, let us use the analogy

of the organization of a production process with

151. We focus here on the sharing of all major control rights among
stakeholders. Alternatively, multiple control rights could be shared
among stakeholders, but some could be allocated fully to specific
shareholders. In some circumstances, the two can be closely related:
different stakeholders may threaten to hurt each other substantially
through the exercise of their proprietary control rights; the parties
must then cooperate on a global deal as if they shared all control rights.
A case in point is the failed attempt in the mid 1990s by Mr. Schrempp,
the chairman of Daimler-Benz, to take advantage of a newly passed law
in Germany offering firms the possibility of limiting the payments to
sick employees. The board of directors took back the decision a few
days later because the envisioned restructuring of Daimler-Benz re-
quired the cooperation of employees. The chairman, up to that time a
strong proponent of shareholder value, declared that he would never
mention the phrase shareholder value again.

multiple users needing a common input. This input

can be manufactured by a third party, either a not-

for-profit or a for-profit corporation, controlled by

players that are independent from the users (struc-

tural separation); or by one of the users, who then

sells it to the other users (vertical integration); or else

by a specific-purpose entity controlled jointly by the

users (joint venture or association). For example, an

electricity transmission network may be controlled

by a distribution company or a generator (vertical in-

tegration), a group of users (joint venture), or an in-

dependent organization (not-for-profit as in the case

of an independent system operator, or for-profit as

in the case of a transmission company).

We can gain some insights into the costs and

benefits of shared control from looking at the

familiar case of a production of a joint input and

apply them to the corporate governance debate. In-

deed, input joint ventures are quite common: credit

card associations such as Visa and MasterCard,152

some stock exchanges, Airbus, research and farm co-

operatives, telecommunications, biotechnology, and

automobile alliances are all examples of joint ven-

tures. Joint ventures, partnerships, and associations

can be viewed as instances of stakeholder societies

to the extent that players with conflicting interests

share the control. But it should also be noted that

the first argument in favor of shareholder value, the

dearth of pledgeable income (see Section 1.8.3), may

not apply to them: partners in joint ventures can

more easily bring capital than employees in a cor-

poration; the need for borrowing from independent

parties is therefore much reduced. In other words,

self-financing by the users of the input of a joint ven-

ture implies that the dearth of pledgeable income is

not a key factor here.

An interesting lesson drawn from the work of

Hansmann (1996) and from much related evidence is

that the heterogeneity of interests among the part-

ners of a joint venture seriously impedes the joint

venture’s efficacy. As one might expect, conflicts of

interest among the partners create mistrust and lead

to deadlocks in decision making.153

152. MasterCard became for-profit in 2003.

153. These deadlocks can be attributed primarily to asymmetries
of information, but sometimes may stem from limited compensation
abilities of some of the parties. This is where the Coase Theorem fails.
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Appendixes

1.10 Cadbury Report

Report of the Committee on the Financial Aspects
of Corporate Governance

Introduction

1. The Committee was set up in May 1991 by the Finan-

cial Reporting Council, the London Stock Exchange, and

the Accountancy profession to address the financial as-

pects of corporate governance.

2. The Committee issued a draft report for public com-

ment on 27 May 1992. Its final report, taking account of

submissions made during the consultation period and

incorporating a Code of Best Practice, was published

on 1 December 1992. This extract from the report sets

out the text of the Code. It also sets out, as Notes, a

number of further recommendations on good practice

drawn from the body of the report.

3. The Committee’s central recommendation is that the

boards of all listed companies registered in the United

Kingdom should comply with the Code. The Committee

encourages as many other companies as possible to aim

at meeting its requirements.

4. The Committee also recommends:

(a) that listed companies reporting in respect of years

ending after 30 June 1993 should make a state-

ment in their report and accounts about their com-

pliance with the Code and identify and give rea-

sons for any areas of non-compliance;

(b) that companies’ statements of compliance should

be reviewed by the auditors before publication.

The review by the auditors should cover only those

parts of the compliance statement which relate to

provisions of the Code where compliance can be

objectively verified (see note 14).

5. The publication of a statement of compliance, reviewed

by the auditors, is to be made a continuing obligation

of listing by the London Stock Exchange.

6. The Committee recommends that its sponsors, con-

vened by the Financial Reporting Council, should ap-

point a new Committee by the end of June 1995 to

examine how far compliance with the Code has pro-

gressed, how far its other recommendations have been

implemented, and whether the Code needs updating.

In the meantime the present Committee will remain

responsible for reviewing the implementation of its

proposals.

7. The Committee has made clear that the Code is to be

followed by individuals and boards in the light of their

own particular circumstances. They are responsible for

ensuring that their actions meet the spirit of the Code

and in interpreting it they should give precedence to

substance over form.

8. The Committee recognises that smaller listed compa-

nies may initially have difficulty in complying with some

aspects of the Code. The boards of smaller listed com-

panies who cannot, for the time being, comply with

parts of the Code should note that they may instead

give their reasons for non-compliance. The Commit-

tee believes, however, that full compliance will bring

benefits to the boards of such companies and that it

should be their objective to ensure that the benefits are

achieved. In particular, the appointment of appropriate

non-executive directors should make a positive contri-

bution to the development of their businesses.

The Code of Best Practice

1. The Board of Directors

1.1. The board should meet regularly, retain full and ef-

fective control over the company and monitor the executive

management.

1.2. There should be a clearly accepted division of re-

sponsibilities at the head of a company, which will ensure

a balance of power and authority, such that no one individ-

ual has unfettered powers of decision. Where the chairman

is also the chief executive, it is essential that there should

be a strong and independent element on the board, with a

recognised senior member.

1.3. The board should include non-executive directors of

sufficient calibre and number for their views to carry signif-

icant weight in the board’s decisions. (Note 1.)

1.4. The board should have a formal schedule of matters

specifically reserved to it for decision to ensure that the di-

rection and control of the company is firmly in its hands.

(Note 2.)

1.5. There should be an agreed procedure for directors

in the furtherance of their duties to take independent pro-

fessional advice if necessary, at the company’s expense.

(Note 3.)

1.6. All directors should have access to the advice and

services of the company secretary, who is responsible to the

board for ensuring that board procedures are followed and

that applicable rules and regulations are complied with. Any

question of the removal of the company secretary should be

a matter for the board as a whole.

2. Non-executive Directors

2.1. Non-executive directors should bring an indepen-

dent judgement to bear on issues of strategy, performance,
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resources, including key appointments, and standards of

conduct.

2.2. The majority should be independent of management

and free from any business or other relationship which

could materially interfere with the exercise of their inde-

pendent judgement, apart from their fees and shareholding.

Their fees should reflect the time which they commit to the

company. (Notes 4 and 5.)

2.3. Non-executive directors should be appointed for

specified terms and reappointment should not be auto-

matic. (Note 6.)

2.4. Non-executive directors should be selected through a

formal process and both this process and their appointment

should be a matter for the board as a whole. (Note 7.)

3. Executive Directors

3.1. Directors’ service contracts should not exceed three

years without shareholders’ approval. (Note 8.)

3.2. There should be full and clear disclosure of direc-

tors’ total emoluments and those of the chairman and the

highest-paid UK director, including pension, contributions

and stock options. Separate figures should be given for

salary and performance-related elements and the basis on

which performance is measured should be explained.

3.3. Executive directors’ pay should be subject to the

recommendations of a remuneration committee made up

wholly or mainly of non-executive directors. (Note 9.)

4. Reporting and Controls

4.1. It is the board’s duty to present a balanced and under-

standable assessment of the company’s position. (Note 10.)

4.2. The board should ensure that an objective and pro-

fessional relationship is maintained with the auditors.

4.3. The board should establish an audit committee of

at least three non-executive directors with written terms of

reference which deal clearly with its authority and duties.

(Note 11.)

4.4. The directors should explain their responsibility for

preparing the accounts next to a statement by the auditors

about their reporting responsibilities. (Note 12.)

4.5. The directors should report on the effectiveness of

the company’s system of internal control. (Note 13.)

4.6. The directors should report that the business is a go-

ing concern, with supporting assumptions or qualifications.

(Note 13.)

Notes

These notes include further recommendations on good

practice. They do not form part of the Code.

1. To meet the Committee’s recommendations on the

composition of sub-committees of the board, boards

will require a minimum of three non-executive direc-

tors, one of whom may be the chairman of the com-

pany provided he or she is not also its executive head.

Additionally, two of the three non-executive directors

should be independent in the terms set out in para-

graph 2.2 of the Code.

2. A schedule of matters specifically reserved for decision

by the full board should be given to directors on ap-

pointment and should be kept up to date. The Commit-

tee envisages that the schedule would at least include:

(a) acquisition and disposal of assets of the company

or its subsidiaries that are material to the com-

pany;

(b) investments, capital projects, authority levels,

treasury policies and risk management policies.

The board should lay down rules to determine materi-

ality for any transaction, and should establish clearly

which transactions require multiple board signatures.

The board should also agree the procedures to be fol-

lowed when, exceptionally, decisions are required be-

tween board meetings.

3. The agreed procedure should be laid down formally, for

example in a Board Resolution, in the Articles, or in the

Letter of Appointment.

4. It is for the board to decide in particular cases whether

this definition of independence is met. Information

about the relevant interests of directors should be dis-

closed in the Directors’ Report.

5. The Committee regards it as good practice for non-

executive directors not to participate in share option

schemes and for their service as non-executive direc-

tors not to be pensionable by the company, in order to

safeguard their independent position.

6. The Letter of Appointment for non-executive directors

should set out their duties, term of office, remunera-

tion, and its review.

7. The Committee regards it as good practice for a nomi-

nation committee to carry out the selection process and

to make proposals to the board. A nomination commit-

tee should have a majority of non-executive directors

on it and be chaired either by the chairman or a non-

executive director.

8. The Committee does not intend that this provision

should apply to existing contracts before they become

due for renewal.

9. Membership of the remuneration committee should be

set out in the Directors’ Report and its chairman should

be available to answer questions on remuneration prin-

ciples and practice at the Annual General Meeting. Best

practice is set out in PRO NED’s Remuneration Commit-

tee Guidelines published in 1992.

10. The report and accounts should contain a coherent nar-

rative, supported by the figures of the company’s per-

formance and prospects. Balance requires that setbacks
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should be dealt with as well as successes. The need for

the report to be readily understood emphasises that

words are as important as figures.

11. The Committee’s recommendations on audit commit-

tees are as follows:

(a) They should be formally constituted as sub-

committees of the main board to whom they

are answerable and to whom they should report

regularly; they should be given written terms of

reference which deal adequately with their mem-

bership, authority and duties; and they should

normally meet at least twice a year.

(b) There should be a minimum of three mem-

bers. Membership should be confined to the non-

executive directors of the company and a major-

ity of the non-executives serving on the committee

should be independent of the company, as defined

in paragraph 2.2 of the Code.

(c) The external auditor and, where an internal audit

function exists, the head of internal audit should

normally attend committee meetings, as should

the finance director. Other board members should

also have the right to attend.

(d) The audit committee should have a discussion

with the auditors at least once a year, without exec-

utive board members present, to ensure that there

are no unresolved issues of concern.

(e) The audit committee should have explicit author-

ity to investigate any matters within its terms

of reference, the resources which it needs to do

so, and full access to information. The committee

should be able to obtain outside professional ad-

vice and if necessary to invite outsiders with rele-

vant experience to attend meetings.

(f) Membership of the committee should be disclosed

in the annual report and the chairman of the com-

mittee should be available to answer questions

about its work at the Annual General Meeting.

Specimen terms of reference for an audit committee, in-

cluding a list of the most commonly performed duties,

are set out in the Committee’s full report.

12. The statement of directors’ responsibilities should

cover the following points:

• the legal requirements for directors to prepare fi-

nancial statements for each financial year which

give a true and fair view of the state of affairs of

the company (or group) as at the end of the finan-

cial year and of the profit and loss for that period;

• the responsibility of the directors for maintaining

adequate accounting records, for safeguarding the

assets of the company (or group), and for prevent-

ing and detecting fraud and other irregularities;

• confirmation that suitable accounting policies,

consistently applied and supported by reasonable

and prudent judgements and estimates, have been

used in the preparation of the financial statement;

• confirmation that applicable accounting standards

have been followed, subject to any material depar-

tures disclosed and explained in the notes to the

accounts. (This does not obviate the need for a for-

mal statement in the notes to the accounts disclos-

ing whether the accounts have been prepared in

accordance with applicable accounting standards.)

The statement should be placed immediately before the

auditors’ report which in future will include a separate

statement (currently being developed by the Auditing

Practices Board) on the responsibility of the auditors

for expressing an opinion on the accounts.

13. The Committee notes that companies will not be able to

comply with paragraphs 4.5 and 4.6 of the Code until

the necessary guidance for companies has been devel-

oped as recommended in the Committee’s report.

14. The company’s statement of compliance should be re-

viewed by the auditors in so far as it relates to para-

graphs 1.4, 1.5, 2.3, 2.4, 3.1 to 3.3 and 4.3 to 4.6 of the

Code.

1.11 Notes to Tables

1.11.1 Notes to Table 1.3

Sources: (a) Federal Reserve, Banque de France, Bank of

Japan, and Eurostat; (b) Bank of England, Banque de France,

Bank of Japan, and Eurostat. Data are not available for (a) the

United Kingdom or (b) the United States.

Construction for both parts is as follows.

United States. 1. Sources: Federal Reserve of the United

States, Flow of Funds Accounts of the United States (Release

of December 9, 2004), Level Tables, Table L.213 (http://

www.federalreserve.gov/releases/zl/Current/zlr-4.pdf).

2. Details: Corporate equities are shares of ownership in

financial and nonfinancial corporate businesses. The cat-

egory comprises common and preferred shares issued by

domestic corporations and U.S. purchases of shares is-

sued by foreign corporations, including shares held in the

form of American depositary receipts (ADRs); it does not

include mutual fund shares. Data on issuance and hold-

ings of corporate equities are obtained from private data-

reporting services, trade associations, and regulatory and

other federal agencies. Purchases of equities by the house-

holds and nonprofit organizations sector are found as the

residual after the purchases of all other sectors have been

subtracted from total issuance. Construction: “insurance

companies” = “life insurance companies” + “other insur-

ance companies”; “banks and other financial institutions” =
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“commercial banking” + “saving institutions” + “bank and

personal trusts and estate” + “brokers and dealers”; “mutual

funds” = “mutual funds” + “closed-end funds” + “exchange-

traded funds”; “pension funds” = “private pension funds” +

“state and local government retirement funds” + “federal

government retirement funds.”

France. 1. Sources: Banque de France, Comptes Nation-

aux Financiers, Séries Longues, Accès par Opération, En-

cours, Actif: F5I Actions et Autres Participations hors titre

d’OPCVM, 2002 (http://www.banque-france.fr/fr/stat_con-

joncture/series/cptsnatfinann/html/tof_ope_fr_encours_

actif.htm).

2. Construction: “insurance companies” + “pension funds” =

“sociétés d’assurance et fonds de pension”; “mutual

funds” = “autres intermédiaires financiers”; “banks and

other financial institutions” = “sociétés financières” −
“autres intermédiaires financiers” − “sociétés d’assurance

et fonds de pension.”

Germany. 1. Sources: Eurostat, Comptes des patri-

moines, Actifs financiers, Actions et autres participations,

à l’exclusion des parts d’organismes de placement collectif,

2002 (http://europa.eu.int/comm/eurostat/).

2. Construction: see France.

Japan. 1. Sources: Bank of Japan, Flow of Funds (An-

nual Data (2002)/Financial assets and liabilities), Column

AP (shares and other equity) (http://www2.boj.or.jp/en/

dlong/flow/flow12.htm#01).

2. Construction: “banks and other financial institutions” =

“financial institutions” − “insurance” − “pension total” −
“securities investment trust.”

(b) Sources: National Statistics Bureau of the U.K., 2002

Share Ownership Report, Table A: Beneficial Ownership

of U.K. Shares, 1963–2002 (http://www.statistics.gov.uk/

downloads/theme_economy/ShareOwnership2002.pdf).

2. Description: contains details on the beneficial ownership

of U.K. listed companies as at December 31, 2002. The sur-

vey uses data downloaded from the CREST settlement sys-

tem to assign shareholdings to National Accounts sectors.

3. Construction: “mutual funds” = “unit trust” + “invest-

ment trust” + “charities”; “banks and other financial insti-

tutions” = “banks” + “other financial institutions”; “pension

funds” = “insurance companies”; “insurance companies” =

“insurance”; “mutual funds” = “securities investment trust.”

1.11.2 Notes to Table 1.4

Sources: Federal Reserve of the United States, Flow of Funds

Accounts of the United States (Release of December 9, 2004),

Level Tables, Table L.213 (http://www.federalreserve.gov/

releases/zl/Current/zlr-4.pdf). Other financial institutions:

includes securities held by brokers and security dealers in-

vesting on their own account rather than for clients; venture

capital companies; unauthorized investment trusts; unau-

thorized unit trusts; and other financial institutions not

elsewhere specified.

1.11.3 Notes to Tables 1.6 and 1.7

Description of Table 1.6: ultimate control of publicly traded

firms. Data relating to 5,232 publicly traded corporations

are used to construct this table. The table presents the per-

centage of firms controlled by different controlling owners

at the 20% threshold. Data are collected at various points

in time between 1996 and 2000, depending on countries.

Controlling shareholders are classified into six types:

Family. A family (including an individual) or a firm that is

unlisted on any stock exchange.

Widely held financial institution. A financial firm (SIC

6000-6999) that is widely held at the control threshold.

State. A national government (domestic or foreign), lo-

cal authority (county, municipality, etc.), or government

agency.

Widely held corporation. A nonfinancial firm, widely held

at the control threshold.

Cross-holdings. The firm Y is controlled by another firm,

which is controlled by Y, or directly controls at least 20%

of its own stocks.

Miscellaneous. Charities, voting trusts, employees, cooper-

atives, or minority foreign investors.

Companies that do not have a shareholder controlling at

least 20% of votes are classified as widely held.

Description of Table 1.7: assembled data for 2,980 pub-

licly traded corporations (including both financial and non-

financial world) and supplemented with information from

country-specific sources. ln all cases, the ownership struc-

ture was collected as of the end of fiscal year 1996 or the

closest possible date. This table presents result defining

control on a 20% threshold of ownership.
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2
Corporate Financing: Some Stylized Facts

2.1 Introduction

One of the goals of corporate finance theory is to

help predict or advise on security issues and pay-

out policies at various stages of a firm’s life cycle.

There is much discretion involved in specifying a

security’s cash-flow rights, control rights, and other

rights (collateral, options) and the contingencies un-

der which these rights are triggered and exercised.

As for corporate governance in Chapter 1, the pur-

pose of this selective review of corporate financing

and payout policies is to guide the later theoretical

construct and to enable future feedback concerning

the accuracy of its predictions.

This chapter offers a succinct description of the

financing of firms, focusing on their main finan-

cial instruments: debt and equity, in their different

varieties.

2.1.1 A Wide Variety of Claims

The simplest form of debt is a claim to a prede-

termined level on the firm’s income. Equityholders

receive any profit, that is, are “residual claimants,”

beyond that level. On the other hand, if debt is not re-

paid, shareholders receive nothing and debtholders

are entitled to the existing income. The view of debt

and equity as claims with concave and convex return

structures, respectively, is represented in Figure 2.1

for some arbitrary reimbursement level D.

Note that debt in a highly leveraged or “undercap-

italized” firm (D high) resembles equity in a mod-

estly leveraged or “well-capitalized” one (D low), in

that in both cases claimholders are basically residual

claimants at all income levels. Thus, securities that

are labeled one way (e.g., debt) may have cash-flow

features (and, as we will later see, functions) that

are more characteristic of another type of securities

(e.g., equity).
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This elementary description of financial claims is

a useful starting point, but it is oversimplistic. In

particular, it ignores the following considerations:

• The firm is usually an ongoing entity, which pro-

duces a stream of returns rather than a single one.

The one-dimensional representation of Figure 2.1 is

at best a condensed view of the stream of returns

attached to the claim.

• Who holds the claim in general matters. Corpo-

rate governance, for example, depends on whether

equity is held by “insiders” (managers, entrepre-

neurs) or by “outsiders”; on whether share owner-

ship among outsiders is concentrated in the hands

of one or a couple of main shareholders or is spread

among many shareholders; and on whether debt is

held by a large player (such as a bank) or by dis-

persed investors.
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• Claims are not simply defined by their attached

returns streams. Claimholders also receive control

rights, that is, the right to make decisions, whose

scope is either specified in advance or is defined

by default (residual rights of control), in circum-

stances that are defined contractually. For exam-

ple, shareholders usually have control rights as long

as debt covenants are satisfied, but debtholders ac-

quire some control rights in case of violation of these

covenants.

• Income (R) may be hard for outsiders to verify in

the case of small entrepreneurs. Medium and large

firms in contrast usually have a fairly reliable ac-

counting structure, although accounting manipula-

tions may enable managers to shift reported income

between years (for instance, through the choice of

date of recognition of expenses and revenue), and

more generally to distort the overall picture of earn-

ings performance and capabilities.

• Debt may be decomposed into ordinary debt

and secured debt. When debt is not fully reimbursed,

secured debtholders do better than ordinary debt-

holders as they can seize the assets used as collat-

eral as part of their lending contract.

• The debt–equity dichotomy does not do justice

to the richness of claims encountered in the corpo-

rate world. Rather than giving a comprehensive de-

scription of the many existing claims,1 here we shall

describe a few of the most common intermediate

claims between debt and equity.

First, one must distinguish between senior debt

and subordinated or junior debt. In the case of de-

fault, more senior debtholders are reimbursed first;

holders of subordinated debt are then repaid if

enough is left, as they have priority over equity-

holders. Junior debt must therefore deliver a higher

yield than senior debt in order to compensate for

the higher risk of default. Figure 2.2 depicts the re-

turns attached to subordinated debt when the firm

must pay D to senior debtholders and d to junior

debtholders. The return schedule for subordinated

debt is neither convex nor concave. For d large, sub-

ordinated debt resembles equity: a severely under-

capitalized (that is, highly leveraged) firm is unlikely

1. See, for example, Allen et al. (2005) for more details. Finnerty
(1993) provides an overview of some sixty recently introduced types
of (debt and equity) security.
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to produce much income for its shareholders, so

the holders of subordinated debt are almost resid-

ual claimants once senior debt is reimbursed. Con-

versely, for small amounts of senior debt D, the

preferences of junior debtholders resemble those of

ordinary debtholders.

Another common intermediate claim is (cumula-

tive) preferred stock. Preferred stock is like debt in

that its holders are entitled to a fixed, predetermined

repayment. Unlike debt, the firm is not obliged to

pay back this specified amount, and thus nonrepay-

ment does not trigger default. However, the firm

cannot pay a dividend on (common) stock unless

the cumulative (past and current) payments due to

preferred stockholders have been made. Preferred

stockholders are thus senior to (common) stockhold-

ers. Also, while common stocks usually carry voting

rights, preferred stockholders often do not have vot-

ing rights. They thus have little control over the firm.

Their claim is junior to debt, and so for a financial

structure made of debt, preferred stock, and equity

the returns attached to preferred stocks are also de-

picted by Figure 2.2 in a single-period context. How-

ever, in an ongoing context, preferred stock gives the

firm more flexibility on the repayment schedule than

subordinated debt.

Subordinated debt and preferred stocks are in-

stances of mezzanine finance, that is, of invest-

ments that occupy a middle-level position between

common equity and senior debt in the firm’s capi-

tal structure. Mezzanine investments2 (with excep-

tions: preferred stocks are usually publicly traded)

2. See Willis and Clark (1993) for more on mezzanine finance.
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Figure 2.3 Priority structure.

generally are privately placed3 and often include

equity participations in the form of warrants4 and

stock appreciation rights.5

The priority structure of the main claims de-

scribed so far is summarized in Figure 2.3.

A last major intermediate claim is convertible

debt, one of the many claims that take the form of

an option, which the holders can elect to exercise if

circumstances are favorable. Convertible debt is ba-

sically debt, except that its holders can exchange it

for the firm’s shares at some predetermined conver-

sion rate.6 The holders of convertible debt may ex-

ercise this option and acquire shares, for instance,

if the firm’s prospects become favorable, or if for

a given expected income of the firm the riskiness

of the firm’s income has increased due to changes

in the environment or to managerial choices (well-

diversified holders of a convex, respectively concave,

claim like, respectively dislike, risk). Indeed, Jensen

and Meckling (1976), among others, have argued

that the convertibility option protects debtholders

against excessive risk taking by the firm. To see why,

consider a corporate move that does not affect the

firm’s expected profit, but increases its riskiness.7

For example, the firm may put all its eggs in the

same basket by investing in a single risky activity,

or by refraining from hedging against market risk

(e.g., foreign exchange, interest rate, or raw mate-

rial risk). Risk-neutral or well-diversified investors

3. A private placement is an issue that is offered to a single or to a
few investors. In the United States, private placements do not have to
be registered with the SEC.

4. A warrant is a long-term call option, that is, an option to buy the
security at a specific exercise price on or before a specified exercise
date.

5. Stock appreciation rights are stock options which enable their
holder to receive the capital gain relative to the exercise price without
supplying cash.

6. A convertible bond resembles a package of a bond and a warrant
(a warrant is an option to buy shares at a set price on or before a given
date). The difference is that the payment to buy the shares is in cash
in the case of a warrant, and in a bond in the case of a convertible.

7. In the sense of a mean-preserving spread (i.e., second-order
stochastic dominance).

benefit from this increase in risk if they hold a con-

vex claim, and they lose if their claim’s return profile

is concave. In this sense, (diversified) equityholders

like (mean-preserving) increases in risk while debt-

holders dislike such increases in risk. Indeed, equity-

holders may gain even if the increase in riskiness re-

duces total investor value (value of debt plus equity),

the case of a mean-decreasing increase in risk. For

this reason, debtholders are particularly wary of de-

cisions that affect riskiness. To protect themselves

against abusive risk taking by the corporation, debt-

holders may demand covenants that force the firm

to exert care; but it may be difficult to force the firm

to hedge adequately and so the debtholders may be

further protected by a convertibility option: a move

that enriches shareholders to the detriment of debt-

holders is then undone if the latter have the option

to convert their claim into an equity claim.

2.2 Modigliani–Miller and the Financial
Structure Puzzle

Why do we care about the firms’ financial structure?

The short answer is that insiders as well as outsiders

(commercial banks, investment banks, rating agen-

cies, venture capitalists, equityholders, etc.) devote

a lot of attention to its design. But we must also

ask whether this attention is warranted. As a matter

of fact, economists were stunned when, in two arti-

cles in 1958 and 1961, Modigliani and Miller came

up with the following rather striking and somewhat

counterintuitive result. Under some conditions, the

total value of the firm—that is, the value of all claims

over the firm’s income—is independent of the finan-

cial structure. That is, the level of debt, the split of

debt into claims with different levels of collateral

and different seniorities in the case of bankruptcy,

dividend distributions, and many other characteris-

tics or policies relative to the financial structure have

no impact on total value. In other words, decisions

concerning the financial structure affect only how
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the “corporate pie” (the statistical distribution of in-

come that the firm generates) is shared, but has no

effect on the total size of the pie. Thus, an increase

in debt or a dividend distribution dilutes the debt-

holders’ claim and benefits the shareholders, but the

latter’s gain exactly offsets the former’s loss.

To illustrate this point, consider the simple debt–

equity structure of Figure 2.1, and assume that in-

vestors are risk neutral.8 Let VE and VD denote the

values of equity and debt for debt repayment D.

Then the total value,

VE + VD = E(max(0, R −D))+E(min(R,D))

= E(R),
is independent of D, where E(·) denotes the expec-

tation with respect to the distribution of the random

variable R.9

Add to this result the observation that efficient

corporate policies should aim at maximizing the size

of the corporate pie: any increase in the firm’s total

value brought about by a change in policy can be di-

vided among the claimholders in a way that makes

everyone better off.10 Modigliani and Miller’s conclu-

sion then follows: the financial structure is irrele-

vant. Managers and investors might as well devote

their time to more useful tasks and simplify their

financial structure by issuing a single claim, which

could be labeled “100% equity” or “equity without

debt” (this is the claim depicted by the 45◦ line in Fig-

ure 2.1). The firm would then become an “all-equity

firm.”

Similarly, the payout policy (dividends and share

repurchases/issuance) has no impact on firm value.

To illustrate this, consider an all-equity firm, again

with risk-neutral investors. Time is discrete: t =
0,1,2, . . . . In each period t, a random net revenue

Rt accrues; then a per-share dividend dt is paid, the

8. The Modigliani–Miller irrelevance result is much more general
than this. In particular, it holds even if investors are risk averse (the
proof then employs “state-contingent prices”).

9. Risk neutrality is not required for the result. Intuitively, with risk-
averse investors, one can still define “state-contingent prices,” that is,
the prices of 1 unit of income in the various states of nature, and apply
this equality to the sum of the values of equity and debt.

Also, the notation for expectations will be E[·] in the rest of the
book. We use another notation here in order to avoid a confusion with
equity.

10. Unless the winners do not have enough money, or more gen-
erally means of exchange, to compensate the losers (on this, see
Chapter 3).

number of shares is adjusted from nt−1 to nt , and

an investment It is sunk.11 Consider, for each t, a

given (state-contingent) investment policy It , as well

as an (also state-contingent) choice of dividend dt
and number of shares nt (nt < nt−1 in the case of

share repurchases, nt > nt−1 when new shares are

issued). Let Pt denote the price of a share at the end

of period t (after the dividend payment) and β the

discount factor.

By arbitrage,

Pt = βE[dt+1 + Pt+1].

Furthermore, at date t, there is an accounting equal-

ity between the sum of revenue and amount raised in

the capital market (this amount is negative for share

repurchases) and the sum of dividend and invest-

ment:

Rt + Pt(nt −nt−1) = nt−1dt + It.
The total value of shares in the firm at the end of

period t is therefore

Vt ≡ ntPt = βntE[dt+1 + Pt+1]

= βE[Rt+1 − It+1 + (nt+1 −nt)Pt+1 +ntPt+1]

= βE[Rt+1 − It+1 + Vt+1]

= E
[

∑

τ�1

βτ(Rt+τ − It+τ)
]

by induction. Thus, the value of claims on the firm

depends only on its “real” characteristics—invest-

ment policy and net income—and not on the divi-

dend and capital market choices.

It is only recently that economists have started de-

veloping a better understanding of the role of the

financial structure. And, although the theory of cor-

porate finance is still evolving, it is fair to say that

considerable progress has been made. To examine

whether the business community’s close attention

to the financial structure is warranted, economists

have questioned the idea that the size of the pie is

exogenously determined. At an abstract level, one

can analyze the matter in the following terms. When-

ever managerial decisions cannot be perfectly speci-

fied contractually, the incentives given to those who

pick those decisions affect the firm’s income (the

11. The investment, together with previous investments, will gener-
ate a random income Rt+1 through a production function that we do
not need to describe here.
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size of the pie) and therefore the split of the pie

matters. To clarify this point, consider the numerous

decisions taken by the firm’s “insiders,” namely, the

entrepreneurial or managerial team. As discussed in

Chapter 1, there is no a priori reason why insiders

have proper incentives to maximize total firm value.

Casual observation suggests that managers do not

always exert enough care in their choice of projects

or in their supervision of divisions and subsidiaries;

that they may waste corporate funds to build em-

pires; that they sometimes select policies because

they are easy to implement or will not jeopardize a

comfortable managerial position; that some divest

resources to indulge in perks (luxurious headquar-

ters, entertainment expenses, corporate jets); or that

they may select suppliers or employees on grounds

(e.g., friendship) other than efficiency.

Such hazards have been known for a long time,

and “governance structures” have been put in place

that limit (but do not eliminate) deviations from

profit maximization. As discussed in Chapter 1,

there are roughly three ways of preventing in-

siders’ misbehavior. First, some contractual con-

straints can be imposed on managers in the form of

covenants and other clauses in financial deals. How-

ever, covenants by nature can be based only on pub-

lic and therefore coarse information, and have their

limits. Second, claimholders and managers can agree

to build strong or “high-powered” managerial incen-

tives to maximize profit. As pointed out in Chapter 1,

though, the provision of high-powered incentives to

entrepreneurial or managerial teams is costly, and

is unlikely per se to achieve perfect congruence be-

tween insiders’ and outsiders’ interests. It is impor-

tant that such incentives, if any, be complemented

by monitoring and occasional intervention by out-

siders: deviations from profit maximization may be

detected by outsiders, who can put the firm back on

track if they have the authority to do so. Because

monitoring is partly a public good for claimholders

and therefore is likely to generate free riding, a ubiq-

uitous pattern in efficient corporate financing is the

implicit or explicit delegation of monitoring to one

or several claimholders with large enough stakes in

the firm to induce them to monitor managerial poli-

cies, and with a contractual right to interfere if man-

agement goes awry. The monitoring patterns differ

in their intensity and in the nature of the moni-

tors’ claims. Again from Chapter 1, we know that

monitors may have debt claims (commercial banks

and insurance companies, investment banks), equity

claims (large shareholder, such as a pension fund,

another corporation, a venture capital firm, or an

LBO specialist), or no claim at all (rating agencies,

whose incentives are purely based on their reputa-

tion to grade corporations accurately).

Our presentation of the main stylized facts about

corporate financing emphasizes informational and

control issues, which we feel are central to a good

understanding of the matter. This does not mean

that other considerations, such as tax or clientele

effects, are irrelevant. Tax considerations influence

the choice of financial structure. In particular, debt

usually enjoys tax advantages relative to equity; re-

latedly, junk bonds, which are highly risky bonds,

may be issued partly to avoid the corporate income

tax that is borne by equity. Taking advantage of

the imperfections of the tax system is a consum-

mate and perennial exercise for financial experts

(as well as for other experts), but its details are

often country- and time-specific, so we will ignore

them here.12 Another important consideration is the

presence of clientele effects in the supply side of

loans. Many financial intermediaries (banks, insur-

ance companies, pension funds, mutual funds) are

subject to regulatory requirements, which penalize

them for holding certain types of asset or even pro-

hibit them from doing so.13 The motivation for such

controls is that financial intermediaries are subject

to moral hazard just like nonfinancial companies,

the effect of which is explored further in Chapter 13.

Issuers of claims respond, of course, to the fact that

financial intermediaries (the main purchasers of the

claims) have for regulatory reasons higher demands

for certain classes of claims.

A third consideration relates to the enforcement

of financial contracts. We will mostly assume that

such contracts are enforced. In practice, bankruptcy

law may not always respect agreements and may

12. See the introduction to the book for a few references on the
impact of taxes on financial structures.

13. For more institutional details as well as for a comparison
between the governance structures of nonfinancial and financial
companies, see Chapters 2 and 3 in Dewatripont and Tirole (1994a).
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reshuffle the claims. For example, some bankruptcy

laws are prejudiced against secured debt and do not

fully allocate the collateral to secured debtholders.

Bankruptcy laws can therefore have an impact on the

financial structure of firms.14

The chapter is organized as follows. Section 2.3

considers debt claims and classifies them along sev-

eral dividing lines: public versus private, secured

versus unsecured, high- versus low-intensity mon-

itoring, priority, covenants. Section 2.4 performs a

similar analysis with respect to equity claims. Sec-

tion 2.5 looks at the firm’s actual financial choices,

and asks the following questions: How are new in-

vestments financed? What are the determinants of

leverage? Which firms are financially constrained?

How are financial structures affected by business

cycle-related fluctuations and by the firm’s profit

realizations?

2.3 Debt Instruments

A prospective borrower faces a number of choices.

First, the firm must choose from whom to borrow. It

can apply for a bank loan, place debt privately with

institutions such as life insurance companies, issue

bonds to the public at large, or use still other forms

of credit such as trade credit (that is, credit from

suppliers). Second, the firm can issue short-term

(possibly rolled over) debt or long-term debt. Third,

it can restrict its flexibility in future decision making

and transfer some control rights to lenders through

the writing of covenants. Fourth, it can pledge as-

sets as collateral. And, fifth, the firm can establish a

structure of priority among debt instruments in case

of default.

A typical debt liability specifies:15

• the amount of borrowing (the principal), the

term (maturity), the rate of interest, the schedul-

14. For example, Biais and Malécot (1996) argue that the low pro-
tection of creditors under the 1985 French bankruptcy law (which
was reformed in 1994) and the concomitant reluctance of creditors to
lend long is one of the factors explaining why French firms had more
short-term debt than their American or British counterparts. French
bankruptcy law still offers poor protection even to secured creditors
because privately-agreed-upon procedures must be overruled by the
court, which by law must favor continuation and employment over
other alternatives, and because the state and the employees have pri-
ority over secured creditors in the case of liquidation.

15. See, for example, Greenbaum and Thakor (1995) for details
about the way loans are structured.

ing (whether the amount borrowed is due only

at maturity or a specified portion of the is-

sue is retired each year—the case of a “sinking

fund” requirement), and possibly other condi-

tions (indexation, call provision,16 etc.);

• a mechanism for transmitting timely, credible in-

formation to the lender(s);

• warranties (in which the borrower confirms in

writing the accuracy of information about the le-

gal status of the firm, its financial statements,

the absence of pending or threatened litigation

against it, the absence of previous lien on the

collateral or of unpaid taxes, etc.);

• affirmative covenants, which force the borrower

to take actions that protect the lender(s);

• negative covenants, which place restrictions on

the borrower’s ability to take decisions that hurt

the lender(s); and

• default and remedy conditions, which specify

the circumstances under which the lender(s)

can terminate the lending relationship and their

rights in such circumstances.

Debt issuance and management is thus a complex

operation, and we stress only a few of its key fea-

tures in this section.

2.3.1 Debt Maturity, Security, and Liquidity

(a) Collateral. In business parlance, lenders may

lend “against assets” or “against cash flow.” Lend-

ing against cash flow simply means that their lend-

ing is “unsecured,” that is, not backed by assets, so

that the expectation of recovering money is purely

based on the assessment that the borrower will be

able to generate enough cash flow. Lending against

assets means that the lenders are partially protected

against nonrepayment of interest or principal by a

pledge of assets. That is, the lenders can repossess

(seize) the specified assets in case of default. Lend-

ing is then “secured.”

16. A call provision granted to the issuer is the right for the issuer to
retire the issue earlier than the stated maturity. This option is valuable
because if the market interest rates fall, the issuer can retire the issue
and refinance at a lower rate. The issuer must, of course, pay a higher
interest rate in exchange for this privilege. Conversely, a right granted
to the lender to accelerate payments or the collection of the entire loan
somewhat protects the lender against default to the extent that it gives
him an exit option when he receives signals of an impending default.
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Various assets can be pledged: accounts receiv-

ables from trade customers,17 inventories, real es-

tate, equipment, or the managers’ personal property.

Guarantees from a government or from banks (let-

ters of credit) can also play the role of collateral.

We will see in Chapter 4 that the pledging of assets

substantially increases the availability of credit, al-

though it comes with a number of costs (transaction

costs, which are substantial, as well as other costs).

For this reason, a substantial fraction of commercial

and industrial lending is made on a secured basis.

(b) Trading and liquidity. It is customary to distin-

guish between public and private placements. Pub-

lic bonds are issued on a “primary market” either

directly by the issuer or more commonly through

an underwriter (securities firm, investment bank,

etc.). They are then traded in a “secondary mar-

ket.”18 In contrast, private placements and bank

loans are usually not traded after their issuance, al-

though there has lately been a move toward trans-

forming the corresponding claims into “securities”

(that is, claims that are widely traded), a process

called “securitization.”

The chief determinant of whether a claim can be

easily traded in a secondary market (is “liquid”) is

the symmetry of information among investors about

the value of the claim. Suppose that the owner of

a claim has more information about its value than

prospective buyers of the claim. Buyers are then

17. Alternatively, accounts receivables may be “factored” rather
than pledged. That is, they are sold at a discount from their face value
to a factoring company which then collects the payments. The sup-
plier or trade creditor then receives cash which can be used to reduce
the amount of borrowing, rather than be pledged as collateral when
receivables are not factored (for an examination of the similarities and
differences between the roles of cash and collateral for the availability
of credit, see Chapter 4).

Similarly, the value of assets stemming from commercial transac-
tions may be enhanced by bank guarantees (bankers’ acceptances or
letters of credit) granted by the buyer’s bank (such guarantees are, for
example, often used to finance foreign trade). The supplier’s bank is
then willing to provide an immediate payment to the supplier for the
goods delivered in exchange for the enhanced trade credit, namely,
the bankers’ acceptance, because the claim on the buyer has become
almost riskless. (Indeed, bankers’ acceptances are widely traded and
their interest rate in the market tracks closely the international cost
of money to borrowers, LIBOR (the London Interbank Offered Rate on
Eurodollar deposits traded between banks, that is, the interest rate
corresponding to almost default-free transactions).)

18. Bonds are usually traded “over the counter” (on the OTC mar-
ket), that is, through bilateral exchanges via dealers rather than in a
centralized exchange as in the case of major stocks.

concerned by the “lemons problem”: while the seller

may have personal reasons to sell the claim (e.g.,

liquidity needs), he may also sell the claim because

he knows that the claim is not worth much. The

buyers are accordingly distrustful, and exchange is

unlikely to occur in situations of large asymmetries

of information (Akerlof 1970). This theoretical view

sheds light on why some claims are liquid and others

are not. As we will see, public bonds are usually fairly

safe from default by the borrower. There is therefore

little asymmetry of information among market par-

ticipants about the value of public bonds, and public

bonds are quite liquid.19 In contrast, we will see that

bank loans and privately placed debt have higher

probabilities of default and may involve substan-

tial asymmetries of information between the initial

lenders and the prospective buyers in a secondary

market. It is therefore not surprising that the secu-

ritization of such claims has remained limited.

(c) Maturities. Borrowing can be short or long

term. Definitions of what short and long term mean

are, of course, subjective, and depend on the instru-

ment. For instance, public bonds with maturity un-

der five years are labeled short term and those over

twelve years long term. Bank loans under one year

(which constitute roughly half of the bank loans) are

short term and those over one year long term.

Short-term credit includes the following three

items:

Loan commitments and lines of credit granted by

commercial banks to borrowers. A loan commit-

ment specifies a maximum loan amount, the com-

mitment’s period, and the terms of the loan (a

commitment fee to be paid up front, as well as pos-

sibly a fee on unused balance; and the interest rate,

often a fixed markup over a market rate of interest).

Commercial paper, the only publicly traded short-

term debt. Commercial paper has had a very low

default rate over the last forty years; it is unse-

cured, although its quality is increasingly enhanced

19. Note that the important property of bonds here is not the fact
that default is unlikely, but rather its implication that information
about their value is fairly symmetric. Indeed, while one might believe
that low default rates make bonds pretty riskless, changes in market
interest rates induce important fluctuations in their price (if they are
not indexed on the market rate). So, the general rule is that symmet-
ric information about a claim makes it more liquid regardless of its
riskiness.
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by “backup lines of credit” from a bank. Those

backup lines of credit do not guarantee repayment

by the bank to the holders of commercial paper in

case of borrower default, but they provide liquidity

enhancement to the borrower and therefore reduce

the probability of default.20

Trade credit, that is, borrowing from suppliers.

Trade credit is an important source of short-term

financing at the individual firm level. In 1991, U.S.

manufacturing firms had 13.7% of their total assets

in accounts receivable and 7.4% in accounts payable.

Trade credit is even more significant in some other

countries (the same numbers for Japan were 24% and

13%).21 It is typically very expensive: for instance,

about 80% of the U.S. firms offer their products on

terms called “2-10 net 30,” which means that the

buyer must pay within 30 days, but receives a 2% dis-

count if payment occurs within 10 days. The 2% price

increase over the remaining 20 days corresponds to

a 37.24% annual interest rate!22

20. The maturity of commercial paper is often lower than one
month, although it can extend to nine months. This short maturity
implies that it is often rolled over. A bank line of credit is basically
an insurance policy for the borrower/issuer as it allows the latter to
pay back the outstanding commercial paper without having to sell off
assets at “fire sale” (low) prices in case adverse market conditions or
bad news about the issuer make it difficult to roll over the commercial
paper.

Commercial paper in practice is meant to have low credit risk. (For
this reason, only 22% of the commercial paper in the United States is
issued by industrial companies, financial companies accounting for the
bulk of the issues.) A clear description of the mechanics of commercial
paper is Chapter 22 of Stigum (1990).

21. Rajan and Zingales (1995) report accounts payable for large
firms equal to 15% of assets in the United States, 11.5% in Germany,
and 17% in France. See Petersen and Rajan (1997) for an in-depth study
of trade credit in the United States.

More recent numbers for the United States can be found in Frank
and Goyal (2003), who more generally provide evidence about broad
patterns of financing activity. They report for 1998 and for 7,301 U.S.
industrial firms a percentage of book value of total assets equal to
17.7% for receivables and 10.4% for account payables.

22. Several explanations have been proposed as to why trade credit
is widely observed given the high cost to the buyer. Some (e.g., Smith
1987) view it as a means for the supplier to distinguish between high-
and low-risk buyers, and to learn useful information for their future
relationship. Others have suggested that the underlying collateral (the
products shipped, if they have not yet been resold) has higher value for
the supplier than for a bank, but this does not explain why the interest
rate on trade credit is much larger than that on bank loans. Brennan
et al. (1988) offer a price discrimination explanation for trade credit.
Wilner (1994) links the higher rate of interest on trade credit with the
suppliers’ poor bargaining position in a renegotiation following de-
fault: because the suppliers care much about the continuation of their
relationship with the buyers, they make more concessions than banks
in renegotiation. Biais and Gollier (1997) argue that suppliers may have

Firms in general would prefer to be granted long-

term credit because short-term credit forces them

to return repeatedly to their bank or to the credit

market for new money and exposes them to the

risk of refusal and to the necessity of selling as-

sets at distress prices or of cutting down on their

activity. On the other hand, short-term borrowing

has two key benefits: first, it returns more funds to

the lenders and thus facilitates financing in the first

place; second, precisely because it forces firms to

return occasionally to their lenders, short-term bor-

rowing imposes more discipline on the borrowers

(the theoretical underpinnings for this argument will

be examined in Chapters 5 and 6).

Long-term credit corresponds to bank loan agree-

ments and to long-term privately or publicly placed

debt. Long-term credit agreements are much more

elaborate than short-term ones and involve a num-

ber of covenants. This brings us to the design of

loans, to which we will turn in Section 2.3.3.

2.3.2 Credit Analysis

When contemplating short-term and especially long-

term lending, lenders perform a credit analysis along

several directions. They analyze the borrower’s

financial data (capital structure, cash flow state-

ments, liquidity, etc.). They estimate the market

and liquidation values of assets. They also look at

the capability and character of the entrepreneur or

top management. Bankers refer to the “five Cs of

credit”: character and capacity (capability), capital,

collateral, and coverage (the first four Cs were just

described, the fifth is simply the existence of insur-

ance against death or disability of a key person): see

Section 2.7 for more details. Chapters 3–6 will ana-

lyze the role of capital, collateral, and capability and

character.

Credit analyses are also performed by third par-

ties who do not lend to the firm. Predominant among

private information about the riskiness of their clients, which implies
that trade credit, if extended, provides a favorable signal about the
credit quality of the clients and allows the latter to get cheap comple-
mentary financing from banks, which in turn has value to the suppli-
ers in the context of ongoing trade relationships. Finally, Burkart and
Ellingsen (2004) trace the informational superiority of trade creditors
over banks to the knowledge that the transfer of the input has taken
place. They argue on the basis of their theoretical model that trade
credit should have a short maturity as it loses its advantage when the
illiquid input is transformed into liquid output.
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these are rating agencies. Their main raison d’être is

that credit analysis is costly and, when claimholders

are dispersed (as is usually the case for a public

bond), it is efficient to centralize credit analysis in a

single entity (or a small number of entities). Issuers

of bonds or of commercial paper, by paying fees to

rating agencies for being graded, in a sense solve the

collective action problem faced by prospective bond-

holders.23 One may wonder why rating agencies can

have any reliability given they do not put their own

money into the borrowing firm and that, even worse,

they are paid by the very companies that they rate,

which, of course, creates a conflict of interest. The

answer is that they care about their reputation for

measuring and disclosing accurately the riskiness of

the claim. A good rating is worth more to an issuer if

the previous issues which were given the same rating

by the rating agency have had a good track record.

Thus a rating agency which has the reputation for

not trying to please its issuing clients can actually

command higher fees from them.

Ratings are based on criteria similar to those used

by banks for their credit analysis. The rating agency

looks at the borrower’s capital, cash flow, liquidity

(including the existence of resources to meet unex-

pected cash demands), capability, and at the firm’s

line of business. What they emphasize more depends

on various characteristics of the issue, in particular

its maturity. For example, the main focus for com-

mercial paper (which, recall, is very short-term pub-

lic debt) is the borrower’s liquidity, that is, how easy

it is for the borrower to come up with cash to repay

the maturing commercial paper.

While there are a number of private rating agen-

cies, the market is still dominated by the two best

known, Moody’s and Standard & Poor’s (S&P), which

suggests that reputation is a very worthwhile asset

and a strong barrier to entry. Ratings are sometimes

also prepared by agencies or organizations in charge

of controlling the asset quality of financial interme-

diaries and are then employed for prudential reg-

ulation, i.e., to verify the capital adequacy of the

financial intermediary.24

23. In the past, rating agencies collected fees from investors rather
than from the issuer; but this, of course, gave rise to free riding among
investors.

24. For example, in the United States, the National Association
of Insurance Commissioners in 1990 issued guidelines creating six

Rating agencies use grades to measure the credit

worthiness of issuers and securities. For example,

S&P gives the following grades (in descending order):

AAA, AA, A, BBB, BB, B, CCC, CC, C (and D for a firm

in default); Moody’s has a very similar notation. The

grade reflects an estimate of the likelihood of de-

fault. For example, the cumulative default rate over

the first ten years of a bond’s life was 0.1% for an

AAA rated bond and 31.9% for a B rated bond in Alt-

man’s (1989) sample. It is also customary to define a

coarser partition, with “investment grade securities”

being those with grades above BBB, and “below in-

vestment grade securities” or “junk bonds” being the

others. As an approximation, only investment grade

securities are issued, so securities below investment

grade are mainly downgraded investment grade se-

curities.25 Needless to say, ratings, while useful, are

not perfect, if only because agency problems may

creep into decisions of credit-rating agencies as well

(for example, they may devote insufficient resources

to analyzing a security issue or they may strategi-

cally delay recognizing their past mistakes).

Lastly, like bondholders, trade creditors face a

collective action problem with respect to the credit

analysis of borrowers. A trade borrower often faces

several dispersed lenders and it may be excessively

costly for each to conduct a credit analysis. Unsur-

prisingly, trade creditors do rely on external ratings.

Besley and Osteryoung (1985) cite a survey showing

that 69% of U.S. firms use credit ratings supplied by

mercantile agencies when determining credit limits

for their clients.

2.3.3 The Writing of Debt Agreement
Covenants

As discussed in more detail in Section 2.8, covenant

writing is an important step in the lending process.

quality categories, NAIC-1 through NAIC-6, for privately placed debt.
Only the top two grades, NAIC-1 and NAIC-2, correspond to investment
grade ratings from major rating agencies. Investments by insurance
companies in privately placed debt of below NAIC-3 quality are heav-
ily penalized. Consequently, an important source of funding for below
NAIC-3 borrowers dried up almost instantaneously. See, for example,
Carey et al. (1993) and Emerick and White (1992) for more details about
the guidelines (known as Rule 144A) and about their impact.

25. In the United States, below investment grade securities repre-
sented less than 4% of corporate debt in 1977. Even in the aftermath
of the junk bond explosion of the 1980s, only one-quarter of the 23%
of corporate debt rated below investment grade had been issued as
junk bonds.
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Covenants can be found to various extents in bank

loan agreements, in privately placed debt agree-

ments, and in public bonds issues. Their details

depend not only on the nature of the lenders, but

also on the maturity and other specificities of the

claim.

It is customary to distinguish between positive

and negative covenants. Positive covenants stipu-

late actions the borrower must take, while negative

covenants put restrictions on managerial decisions.

I do not find this standard distinction very enlight-

ening: a positive covenant specifying an action may

be viewed as a negative covenant prohibiting the op-

posite action. For instance, the obligation of main-

taining assets in good repair and working order, a

positive covenant, can be alternatively stated as the

prohibition of letting the company’s assets wear and

tear. We will depart from tradition by offering a tax-

onomy more in line with economic considerations,

which suggest two rationales for covenants.

To understand the first rationale for covenants, it

is useful to recall that managers and shareholders

are in control of the firm as long as the covenants

are not violated.26 Managers and shareholders often

have incentives to take actions that jeopardize the

payment of interest and principal to lenders (we will

later divide such actions into two sets). These ac-

tions redistribute wealth from lenders to managers

and mainly shareholders. Note that the fact that the

actions redistribute wealth per se is not a motivation

for the existence of covenants. Such actions may re-

duce the value of debt and increase that of equity,

and yet have no impact on the total value of the

firm following the Modigliani–Miller logic. Tolerat-

ing such actions through the absence of covenants

lowers the value of debt, but may have no overall ef-

fect:27 to the extent that the actions are anticipated,

the ex ante price of bonds and equity reflects the

transfer that will take place ex post, so that total in-

vestor value (the value of debt plus that of equity)

26. In principle, the shareholders, perhaps through the board of di-
rectors, are in control. In practice, asymmetric information between
insiders and outside shareholders introduces an important distinction
between formal authority, held by shareholders, and real or effective
authority, often enjoyed by managers. For more details on this idea,
see Chapter 10.

27. Unless borrowers and lenders find it easier to value debt when
debt is associated with a standard set of covenants.

is still the same. It is only to the extent that man-

agers and shareholders may have incentives to take

actions that reduce total firm value that covenants

have a role. Thus, the first role of covenants is

to prevent managers and shareholders from taking

value-reducing actions that could be privately opti-

mal because they expropriate debtholders.

The second role of covenants is to define the cir-

cumstances under which different classes of claim-

holder (equityholders or debtholders) receive the

right to intervene in management.28 The threat of

external intervention in management is best viewed

as part of the incentive package offered to insid-

ers. As Chapter 10 will show, it may be optimal to

confer control rights on shareholders in good times

and on debtholders in the case of mediocre perfor-

mance. The transfer of control is triggered by the

nonpayment of interest or principal or by a covenant

violation. This yields the second rationale for the

existence of covenants. Further, to the extent that

shareholders and managers are hurt by a transfer of

control to debtholders, the former have incentives

to manipulate the (mainly financial) measures of per-

formance defined by this type of covenant. A further

set of covenants can, however, be introduced to limit

such manipulations.

Thus, our taxonomy of covenants highlights two

rationales. We further divide the two sets into two

subsets each.

2.3.3.1 Covenants Meant to Prevent Value

Reduction (The “Conflict View”)

As discussed above, the divergence of preferences

between shareholders and debtholders may induce

the former, when they are in control, to take actions

that are meant to benefit them to the detriment of

the latter. They may be willing to sacrifice total value

to achieve this goal. For convenience, we subdivide

the actions into two subsets depending on whether

they involve an increase in the riskiness of the firm’s

cash flow.

Actions not increasing risk. We first consider ac-

tions that reduce the value of existing debt without

28. This rationale in a sense is more primitive than the first one,
because it explains why claims with conflicting interests are created.
The possibility of redistribution among claims, and therefore the first
rationale for covenants, would disappear if there were a single claim.
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per se increasing the riskiness of the firm’s income

flow. Covenants put restrictions on payments to

shareholders. Payments can take different forms:

cash dividend,29 share repurchase,30 or “affiliated

transactions” (in which the firm engages in loss-

making transactions, e.g., through generous transfer

prices, with another unit also owned by the share-

holders). Excessive payments may leave the debt-

holders with an “empty shell.”31

Second, covenants impose limitations on further

indebtedness. The issuance of new debt dilutes the

value of existing debt (the reader may want to check

this for the simple financial structure displayed in

Figure 2.1); accordingly, limits on the amount of new

debt are generally set by a covenant. Dilution is par-

ticularly strong if the new debt is either secured or

senior to the current debt. It is therefore not surpris-

ing that additional covenants cover new secured or

senior debt: limitations on liens; positive covenants

forcing the firm to pay taxes (the government often

acquiring a claim senior to that of creditors in the

case of unpaid taxes) or, in the United States, to con-

tribute to the Pension Benefit Guarantee Corporation

(again, the debts to the Guarantee Corporation are

senior to those of creditors); and covenants restrict-

ing leases (long-term noncancelable rental agree-

ments may acquire some seniority, e.g., one year’s

lease payment, over other creditors’ claims).

Actions increasing risk (“asset substitution”). As

mentioned earlier, shareholders, with their con-

vex claim, benefit from increased risk taking while

debtholders, with their concave claim, are hurt. Of

course, and as we noted earlier, debtholders are

partially protected against gambling if their claim

is convertible into equity, as they can switch to

29. See, for example, Smith and Warner (1979) for a description of
the mathematical formulae limiting dividend distribution.

30. Share repurchases are an alternative to dividend distributions.
In a share repurchase, the firm buys back its own stock and thus hands
money back to shareholders (there are several modalities; see, for ex-
ample, Brealey and Myers (1988, pp. 359, 360) for more details).

31. Spin-offs may be a way of expropriating debtholders. An exam-
ple is Marriott Corp.’s 1992 attempt to split into two companies, a
service company called Marriott International and a real-estate com-
pany called Host Marriott, a smaller and riskier concern to whom all
of Marriott Corp.’s debts would have been assigned. Unsurprisingly,
the initial stock market reaction at the announcement of the split was
a rise of 21% of Marriott’s stock price; and a bondholder lawsuit for
fraud quickly ensued (Washington Post, November 18, 1992).

equity if the firm’s income becomes riskier. But most

debt claims are not convertible. Covenants are then

meant to protect debtholders against increases in

risk. Examples include covenants prohibiting invest-

ments into new lines of business, earmarking the

loan for specified purposes, or limiting the growth of

the firm; and covenants requiring life or casualty in-

surance for key personnel or setting minimum stan-

dards of coverage against interest rate or exchange

rate risk.

It is clear that such actions, whether they increase

risk or not, need not reduce total value. But each has

the potential of doing so. Let us give a few examples.

(i) Large payments to shareholders seriously decap-

italize the firm and make it more likely that the firm

will face liquidity problems or that control will be

transferred to debtholders in the near future (see

below). This may either demotivate the managers or

induce them to “gamble for resurrection” (see, for

example, Dewatripont and Tirole 1994a,b), creating

value losses. (ii) Unpaid taxes in general involve late

payment penalties, generating a value loss for the

firm. (iii) Shareholders may benefit from issuing new

debt to finance a new investment with negative net

present value (NPV) simply because the loss to cur-

rent and diluted debtholders exceeds the NPV loss.

(iv) Risk taking may create a value loss, and yet raise

the value of equity.

We now turn to the second rationale for covenants.

2.3.3.2 Covenants Defining Control Rights

(The “Control View”)

Shift of control in the case of mediocre perfor-

mance. Some financial covenants are meant to trans-

fer control to debtholders in the case of mediocre

performance. One encounters covenants linked with

the firm’s (long-term) solvency. These covenants are

expressed both in relative and absolute value. For

example, total debt cannot exceed a fraction of to-

tal assets (leverage constraint). Or the firm’s net

worth (an accounting measure of equity, expressed

as the difference between the book value of as-

sets and that of liabilities) must exceed some min-

imum level. Interestingly, covenants also require a

minimum amount of liquidity, even for long-term
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loans; for instance, the firm’s working capital32 is

required to exceed some minimal level. Liquidity re-

quirements are meant to guarantee that the firm will

be able to face its short-term obligations. One may

wonder why so much attention is paid to liquidity

measures, since the fundamental issue is always that

of the firm’s solvency: for, a firm that momentarily

lacks money can always make the shortfall through

borrowing if its solvency is not in question. In this

sense, liquidity problems are always solvency prob-

lems. Yet, and as bankers well know, solvency prob-

lems are often signaled by liquidity problems. Hence,

the rationale for separate covenants on minimum

liquidity.

The shift of control does not quite mean that

debtholders start running the firm; they may do so

occasionally if the firm is bankrupt and a receiver

defending their interests is put in charge of the firm,

or if they swap their debt for equity. But, more of-

ten, they will exert control indirectly by threatening

not to refinance or to apply the default and remedy

conditions (for example, the possibility for a bank

to accelerate the collection of its entire loan) when

a covenant is violated.33 They can then impose a

change in corporate policy, impose new covenants,

renegotiate the claims, etc.

Completing the control view. This shift-of-control

mechanism is more effective if two conditions are

satisfied. First, the lenders must be well-informed

in order to be able to detect a covenant violation

and to properly exercise the power they have in that

contingency. Second, the firm should not be able to

fictitiously satisfy financial covenants through ac-

counting manipulations.

Informational covenants. The need for lenders to

be informed rationalizes a new class of covenants.

Among these are covenants requiring the firm to re-

port to the lender(s) a number of variables on a reg-

ular basis, covenants specifying extensive rights of

32. As measured, say, by the ratio of “current assets” (assets that
will normally be turned into cash within a year) to current liabilities
(liabilities that will normally be repaid within a year).

33. The borrower usually has a “cure period” of a few weeks to sat-
isfy the covenant if the latter is violated. Because the deterioration of
a financial ratio may be due to a bad realization of the environment
such as a temporary shortfall in earnings rather than to managerial
misbehavior, it makes sense to give the firm a chance to reestablish
compliance with the agreement.

inspection of facilities and books by the lender(s),

and, in the case of a bank lender, the requirement

that the firm’s principal checking accounts be main-

tained with the bank.

Covenants limiting accounting manipulations. Finan-

cial covenants, to be effective, should not be easily

manipulable. To the extent that their violation trans-

fers part of the control to debtholders, managers

and shareholders have incentives to use “creative”

accounting in order to satisfy the financial covenants

if needed. This motivates the existence of a further

class of covenants that are meant to give credence to

financial covenants. First, the lender(s) and the bor-

rower must agree on an accounting method, in gen-

eral the Generally Accepted Accounting Principles

(GAAP) in the United States. But GAAP still leaves

a substantial discretion. Covenants are then used

to reduce this discretion by limiting instruments

for creative accounting. Consider, for example, mea-

sures of the firm’s solvency. The firm may have an

incentive to sell assets whose market price exceeds

the historical or book value, in order to increase the

firm’s measured net worth or to decrease measured

leverage (as the cash received exceeds the account-

ing value of the assets on the balance sheet). The

real net worth or leverage is not affected by the op-

eration, but solvency covenants may no longer be

violated. Consequently, loan agreements often pro-

hibit the sale of more than a specified fraction (10%,

15%, or more) of the assets, or else require that the

proceeds be used to pay down the debt.34

Another concern of borrowers is that the firm’s

real solvency be concealed through “off-balance-

sheet activities” (recall from Chapter 1 that off-bal-

ance-sheet activities were prominent in some recent

scandals in Europe and the United States). In partic-

ular, some liabilities are not incurred at present and

in a noncontingent way. They are then recorded “off-

balance.” For example, a loan commitment promised

against a fee to a borrower is off balance sheet for the

bank issuing the commitment. The off-balance-sheet

liabilities of a nonfinancial company include, for in-

stance, leasing arrangements, consignment stocks

34. Another reason to limit the sale of assets may be that the pro-
ceeds of the sale could be used to buy new assets or enter new activ-
ities that would increase the riskiness of the firm’s income (recall the
“conflict view” of the rationale for covenants).
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for dealers (who repay the manufacturer from sales),

or an asset sale and repurchase agreement (which

is similar to a loan, as the difference between the

buyback price and the selling price constitutes de

facto an interest payment). While not all off-balance-

sheet financing need concern lenders, some arrange-

ments may make the income statement and/or the

balance sheet look better than they really are and

help de facto breach loan or bond covenants with-

out formally violating them. Consider, for example,

a lease (long-term rental agreement) set up, as is of-

ten the case, so that lease payments are small at the

start and larger later on. Suppose further that the

lease specifications make cancellation costly. Then

the firm’s net worth is overstated as the correspond-

ing future liabilities are off balance sheet. As another

illustration, consider a firm’s pledge to rescue a sub-

sidiary if the latter gets into financial distress. This

contingent liability is not recorded on the balance

sheet, but is quite real. Unsurprisingly, covenants at-

tempt to limit balance-sheet manipulations by the

firm.35

2.3.3.3 Bankruptcy Process

Covenant violation generates trouble for the bor-

rower. So does, of course, default. In the case of de-

fault, creditors or other interested parties, if they

do not choose to roll over or forgive some of their

claims, may force bankruptcy.36 We will not discuss

bankruptcy procedures both for conciseness and be-

cause the laws as well as the extent of their enforce-

ment by courts are necessarily country- and time-

specific. Let us just list a few well-known points.

First, creditors are compensated according to some

35. Our rendition of the writing of covenants is, of course, not ex-
haustive. For example, there are covenants restricting the purchase of
claims (e.g., stocks) in other companies. Such covenants have several of
the rationales discussed above: preventing the firm from engaging in
self-dealing transactions with related companies, avoiding asset sub-
stitution, and increasing the transparency of financial covenants, the
latter rationale being related to the issue of double gearing in pruden-
tial regulation (see, for example, Chapter 3 in Dewatripont and Tirole
1994a).

36. There is some controversy over whether creditors are well-
protected by bankruptcy proceedings. In the United States (where most
bankruptcy filings are made voluntarily by firm managers), Chapter 11
allows managers to remain in control and to have six months to pro-
pose a reorganization plan. The resulting procedure and the possibility
of modifying priorities may enable managers to impose an unfavorable
renegotiation plan to some groups of creditors.

priority rule in the case of liquidation. For exam-

ple, in the United States, (1) administrative expenses

of the bankruptcy process are paid first, then come

(2) unpaid taxes or debts to government agencies

(e.g., the Pension Benefit Guarantee Corporation),

(3) some wage claims (up to some ceiling), (4) secured

and senior creditors, (5) junior creditors, (6) pre-

ferred shares, and, last, (7) equityholders. Second,

many bankruptcy processes do not end up with a

liquidation, although the threat of liquidation is im-

portant in the renegotiation or reorganization pro-

cess. Third, secured and senior creditors obviously

fare better than other creditors in liquidation. In the

United States, secured creditors receive about 31%

of their claims, senior creditors 36%, and unsecured

creditors 8% (Brealey and Myers 1988, p. 742). For

overviews of the issues with the current bankruptcy

laws and for some policy suggestions, we refer the

reader to, for example, Aghion et al. (1992), Bebchuk

(1988), and White (1989).

2.3.4 The Overall Picture: Two Dichotomies
in the Credit Market

2.3.4.1 Duality on the Lending Side

Simplifying a bit, lenders can be split into two

groups, depending on the concentration of claim-

holdings.

Sophisticated (concentrated, well-informed) lend-

ers, also called relationship investors, include banks

and institutional investors (e.g., life insurance com-

panies) investing in private placements. The corre-

sponding loans are extended by one or a few lenders,

who are heavily involved in the writing of the loan,

the monitoring of the covenants, and the renegotia-

tion in case of covenant violation.

Dispersed lenders include public bondholders and

trade creditors. They are numerous and face a free-

rider problem. That is, they individually have sub-

optimal incentives to invest in information collec-

tion and monitoring of the borrower.

The empirical evidence shows that claims issued

to sophisticated and dispersed lenders differ in a

number of respects.

(a) Screening. It is customary to say that sophis-

ticated investors perform more ex ante monitoring

(that is, more screening or more credit analysis)
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before extending a loan. We must, of course, be

careful not to take this view for granted; after all,

while public bondholders perform little screening

themselves, their demand for bonds on the primary

market depends on the assessment or the mere pres-

ence of sophisticated agents such as rating agen-

cies and underwriters, who have their reputations

at stake. Thus, such sophisticated agents may go

some way toward solving the bondholders’ collec-

tive action problem and perform some of the role

performed by banks and institutional investors in

the case of private placements.

Yet, there is a widespread feeling that banks and

institutional investors receive more information and

access to management than those provided to in-

vestors in public markets.37 Also, the illiquidity of

bank loans and private placements demonstrates a

superiority of the sophisticated investors’ informa-

tion over that of other investors.

(b) Covenants. Debt issued to sophisticated in-

vestors involves more and tighter covenants than

public debt.38 Commercial paper has very few

covenants, and its long-term counterpart, public

debt, has mainly negative covenants, while for both

bank and nonbank private debt, affirmative and

negative covenants are common.

(c) Seniority/security/maturity. There is a wide

range of maturities from overnight (or even some-

times intraday) loans to very-long-term borrowing

such as the 1996 successful 100-year bond issue by

IBM.39 Table 2.1 reviews the average maturities for a

large sample of U.S. firms.

Loan maturity varies with the types of assets that

are being financed. As Hart and Moore (1989) ob-

serve, assets tend to be matched with liabilities.

Long-term loans are often used for fixed-asset acqui-

sitions (property, machinery, etc.), while short-term

loans tend to be used for working capital purposes

(payroll needs, inventory financing, smoothing of

37. See, for example, Emerick and White (1992), who show how bor-
rowers with very low or no credit ratings may still be able to obtain
low-interest-rate credit from sophisticated investors, which suggests
the existence of superior information acquisition.

38. See Kahan and Tuckman (1993) for a comparison of covenants
for privately placed debt and public bonds. See also Smith and Warner
(1979) and Carey et al. (1993).

39. IBM then borrowed $850 million in 100-year bonds.

Table 2.1 Maturity and priority structure of fixed claims in

the United States. Source: Barclay and Smith (1996, Table 3).

Reprinted with permission from Blackwell Publishing Ltd,

Oxford.

Percentage of
total fixed claims

Mean Median

Maturity

More than one year 0.69 0.80

More than two years 0.56 0.65

More than three years 0.46 0.51

More than four years 0.39 0.39

More than five years 0.32 0.28

Priority

Capitalized leases 0.11 0.00

Secured debt 0.40 0.31

Ordinary debt 0.38 0.21

Subordinated debt 0.10 0.00

seasonal imbalances). Thus the maturity of loans

adjusts to the durability of the underlying collateral

(if any).

Bank debt or privately placed debt tends to be se-

cured and senior. Public bonds are rarely secured

and are sometimes subordinated. It is also custom-

ary to distinguish the two forms of debt on the ba-

sis of maturity: bank debt often has shorter matu-

rities. While banks indeed play a major role in pro-

viding short-term credit to firms, things are in fact

a bit more complex here. First, there are forms of

dispersed debt, such as commercial paper and trade

credit, which have a very short maturity. Second,

banks and institutional investors also issue long-

term credits.40 On the whole, James (1987) reports

average maturities for the United States equal to 5.6

years for bank debt, 15.3 years for nonbank private

debt, and 18 years for publicly listed debt, while

Light and White (1979) report an average maturity

of 35 days for commercial paper.

(d) Renegotiation in the case of covenant violation

(or nonrepayment). According to conventional wis-

dom as well as some evidence, the renegotiation of

40. For example, in the United States, insurance companies have
played a major role in funding less creditworthy firms through long-
term credits (five- to twenty-year debt).
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covenants is easier when debt is held by sophisti-

cated investors.41 Asquith et al. (1994) show that

80% of the U.S. companies under distress restruc-

ture their bank debt through direct renegotiation

(see also Gilson et al. 1990). Relatedly, Hoshi et al.

(1990, 1991) find that Japanese firms that are in a

“main-bank” coalition (keiretsu) invest and sell more

after the onset of distress.

The ease of renegotiation may be due either to

the concentration of claims or to better informa-

tion of investors in the case of sophisticated lend-

ers. It may be difficult to renegotiate with many

investors, although some mechanisms are designed

so as to achieve coordination among dispersed in-

vestors (nomination of a bond trustee who acts on

behalf of the multitude of bondholders, possibility

for the firm to offer new securities in exchange for

bonds in order to lower its debt obligations).

(e) Default and liquidity. With the (minor) excep-

tion of junk bonds, public debt (commercial paper,

public bonds) is rarely defaulted.42 As explained

above, this implies that there is little asymmetry of

information among investors as to their value and

that it can be widely traded in financial markets.

In contrast, bank loans and privately placed debts

do default (or are renegotiated under the threat

of liquidation) with nonnegligible probability. There

is asymmetric information among investors about

their value, and the corresponding claims are much

less liquid than commercial paper and public bonds.

(f) Certification. There is some evidence that the

existence of a stake of a sophisticated investor in

a firm helps the firm raise complementary funding,

which suggests that the stake conveys favorable in-

formation about the creditworthiness of the firm.

For example, firms raise more money in an initial

public offering of shares when they have bank loans

41. Note that the ease of renegotiation is a mixed blessing. On the
one hand, renegotiation enhances the efficiency of ex post outcomes;
for example, it can prevent liquidation in situations in which continu-
ation is socially optimal. On the other hand, it weakens the power of
ex ante incentives. The firm is less concerned about the possibility of
a covenant violation and the concomitant threat if it knows that the
covenants will be renegotiated. That is, the prospect of renegotiation
reduces discipline. For more on this, see Burkart et al. (1996), as well
as the discussion of the soft budget constraint in Section 5.5.

42. For example, Stigum (1990, p. 1037) observed that only five
issuers of commercial paper had defaulted in the United States during
a period of fifteen years.

(James and Weir 1991). Also related is the evidence

that the announcement of a bank loan grant raises

the firm’s stock price (Lummer and McConnell 1989).

(g) Issue costs. Issue costs (transaction costs, dis-

closure costs) are large for commercial paper and

public debt and small for bank or nonbank pri-

vate debt. In particular, issuing public bonds in the

United States requires the firm to disclose key finan-

cial data, which may be a major disincentive if the

firm’s equity is not publicly traded (and therefore

few of these data are public knowledge).

2.3.4.2 Duality on the Borrowing Side

Symmetrically to lenders, borrowers can approx-

imately be split into two groups, depending on

the riskiness of the debt they issue: high-quality

borrowers tend to be well-capitalized, large, and

highly rated by credit-rating agencies; conversely,

low-quality (risky) issuers tend to be poorly capital-

ized, small, and unrated by credit-rating agencies.43

The two types of borrower have quite different

borrowing patterns, which will later figure promi-

nently in the theoretical analysis:

• High-quality borrowers have more long-term

debt. The short-term indebtedness of large firms in

the United States (recall that quality and size are

strongly correlated) is 13% against 29% for small

firms. The corresponding numbers in Germany are

39.5% and 55.9% (Gertler and Gilchrist 1994).

• High-quality borrowers can more easily obtain

a loan commitment from a bank (Avery and Berger

1991) or issue commercial paper.44 For this reason

and the previous one, they manage their liquidity

needs more easily than risky borrowers.

• High-quality borrowers can borrow (long) by

issuing public debt while risky borrowers cannot.

Risky borrowers must borrow from sophisticated

investors.

• Unsurprisingly in view of the previous observa-

tions, high-quality borrowers suffer little and hardly

reduce their investments, if at all, during a credit

43. Indeed, “fewer that 25 of the over 400 industrial U.S. companies
rated investment-grade by Standard & Poor’s Corporation had total
assets of less than $500 million as of year-end 1991” (Emerick and
White 1992).

44. Commercial paper, which, recall, is unsecured short-term public
debt, is mainly issued by firms with AAA or AA credit ratings.
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crunch. A credit crunch is triggered by a decrease in

banks’ and other intermediaries’ loanable funds (ei-

ther because of a decrease in the intermediaries’ cap-

italization or because of a tightening of prudential

regulation or of monetary policy). Because risky bor-

rowers are dependent on such funds, they are sub-

stantially hurt by a credit crunch. Also, bank loans

to small manufacturing firms fall relative to bank

loans to large firms when “money is tight” (Gertler

and Gilchrist 1993; Oliner and Rudebusch 1993).

• The restrictiveness of loan covenants is in-

versely related to the credit quality of the borrower

(Carey et al. 1993). Small borrowers also post more

collateral than high-grade borrowers (Berger and

Udell 1990).

2.4 Equity Instruments

Our treatment of equity financing will be a bit briefer

than that of debt financing since we have already

covered some of the material in Sections 1.4 and

1.5 on active monitoring by large shareholders and

takeovers, respectively. We here emphasize the life

cycle of equity financing from start-up and alliance

financing to the initial public offering (IPO) or sale,

and from there on to seasoned equity offerings. On

the equity side, one central theme is, as in the case

of debt, the role of delegated monitoring in allevi-

ating the hazards attached to dispersed ownership.

Since we have already reviewed the role of large

shareholders, boards, and the market for corporate

control in Chapter 1, we here focus on that of ven-

ture capitalists and alliance partners as illustrations

of equity financing in the early stages of a firm’s

life (another important form of private equity with

covenants with regards to the exit mechanism that

are reminiscent of those for venture capital is share-

holder agreements, including joint ventures45). We

then discuss the mechanisms for issuing equity in

Section 2.4.2.

2.4.1 Privately Held Equity and Sophisticated
Investors: The Case of Start-up
Financing

As in the case of debt, companies may need to

sell their equity to some large, sophisticated in-

45. See Chemla et al. (2004).

vestor. Three prominent classes of such investors

in the case of privately held companies are ven-

ture capitalists, large customers, and leveraged buy-

out (LBO) specialists. As a rule of thumb, venture

capitalists (venture capital partnerships, investment

institutions, or wealthy individuals) and large cus-

tomers provide finance for young, high-risk firms,

while LBOs often concern mature firms with rather

predictable cash flows. While LBO entities are highly

leveraged and venture capital start-ups carry little or

no debt, venture capital and LBO deals have several

features in common, including high-intensity moni-

toring by concentrated outside equity holdings and

high-powered incentives (small cash salary and sub-

stantial equity holding) for insiders. We discussed

LBOs in the context of takeovers (see Section 1.5),

and, not to repeat ourselves, we here focus on ven-

ture capital and large customer financing.

2.4.1.1 Venture Capital

Venture capital is used to finance start-up compa-

nies, often in high-tech industries (software, biotech-

nology. For instance, Apple, Compaq, Genentech,

Google, Intel, Lotus, and Microsoft initially received

venture capital), but also in other industries (for ex-

ample, Federal Express and People Express started

with venture capital). Further, venture capitalists

specialize in highly risky projects (they fail to recoup

their investments in many of the selected firms, but

make spectacular profits on a few). Venture capital-

ists take concentrated equity positions46 in the com-

pany they finance as well as seats on the board of

directors. They carefully structure deals and moni-

tor the firm. They also bring expertise and industry

contacts.

(a) Structure of deals.47 Like sophisticated cred-

itors (see Section 2.3.3), venture capitalists devote

much attention to the structure of deals. Screening

46. In the case of a venture capital partnership, the lead venture
capitalist or general partner (who performs most of the monitoring)
has an average equity stake of 19% while limited partners have an
average equity stake of 15%.

Our discussion of venture capital focuses on the American envi-
ronment. For a discussion of the financing of high-tech start-ups in
Europe, see Adam and Farber (1994).

47. For more on deal writing, see Gompers (1995), Case 9-288-014
of the Harvard Business School (1987), and Sahlman (1990). The reader
will find much interesting evidence on venture capital contracts in
Gompers and Lerner (1999, 2001) and Lerner (2000).
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of firms is intense (a tiny fraction of proposals re-

ceived are funded), and conditions imposed on firms

are drastic. Venture capital deals usually include:

• A very detailed outline of the various stages of

financing (e.g., seed investment, prototype testing,

early development, growth stage, etc.). At each stage

the firm is given just enough cash to reach the next

stage.

•The right for the venture capitalist to unilaterally

stop funding at any stage. That is, the venture capi-

talist may need no justification to stop funding. Less

universally, the venture capitalist may further have a

put provision, namely, a right to demand repayment

of all or some of the already invested capital.48

• The right for the venture capitalist to demote

or fire the managers if some key investment objec-

tive is not met, and a noncompete clause for key

employees.

• The right to control future financing. Venture

capitalists have preemptive rights to participate in

new financing and have registration rights.49

• Often, the venture capitalist’s ownership of pre-

ferred stock (often convertible into common stock),

that is, of a claim senior to the manager’s claim in

liquidation. Eighty percent of venture capital deals

in Kaplan and Strömberg’s (2003) sample had the

venture capitalist hold convertible preferred stocks

(Sahlman (1990) and Gompers (1998) report similar

findings).

• Some covenants such as the obligation to pur-

chase life insurance for key employees.

• An exit mechanism for the venture capitalist.

The expectation is that at some stage, the firm (if

it has survived all previous stages) will go public

and will sell shares in an IPO to other investors (e.g.,

pension funds, insurance companies, individual in-

vestors) and that the venture capitalist will sell part

or all of her shares; or else the start-up will be pur-

chased by a large firm.

Kaplan and Strömberg (2003) study a sample of

213 venture capital investments in the late 1990s.

They document that the venture capitalists’ rights

48. Bank loan agreements usually allow the bank to collect the entire
loan, that is, to accelerate its payment, only if certain covenants are
violated.

49. In contrast, bank loan agreements mainly limit dilution of debt
through issuance of equal priority or more senior debt (see Sec-
tion 2.3.3).

(cash flow, board, voting, liquidation, and others)

are often contingent on verifiable measures of finan-

cial and nonfinancial performance. An example of

a financial performance measure is EBIT (earnings

before interest and taxes). Nonfinancial performance

measures include patent grants (or, for a pharma-

ceutical product, Federal Drug Administration ap-

proval), actions to be taken, or the founder remain-

ing in the firm. Following on a good performance, the

entrepreneur retains or obtains more control rights

and the venture capitalist may then content him-

self with cash-flow rights. Conversely, a poor perfor-

mance may lead to a double penalty for the entrepre-

neur: her financial stake in the start-up depreciates

and the venture capitalist retains his control rights

or acquires new ones. Selecting a subsample of 67

companies, Kaplan and Strömberg (2004) further

show that, in more risky companies (entrepreneurs

who are inexperienced or have failed in the past,

companies whose operations are harder to observe,

etc.), venture capitalists receive more control rights,

have a greater ability to liquidate upon poor perfor-

mance, entrepreneurs receive more contingent com-

pensation, and financing in a given round is more

contingent.

(b) Certification and reputational capital. Venture

capitalists care about their reputational capital for

(at least) two reasons (see Barry et al. 1990; Sahlman

1990; Megginson and Weiss 1991). First, a number of

other parties—such as limited partners, input sup-

pliers, providers of later-stage financing—piggyback

on the venture capitalist’s monitoring of the firm. A

reputation for careful monitoring thus enhances the

prospects of the venture. Second, if the start-up un-

dergoes an IPO, the venture capitalist’s good reputa-

tion (as in the case of a bank loan, see Section 2.3.4.1)

reduces the underpricing of the firm’s share at the

IPO. (As one would expect, underpricing is partic-

ularly low if the venture capitalist keeps an equity

position beyond the IPO to signal the quality of the

new issue.) These two benefits for the firm from the

venture capitalist’s good reputation enable the latter

to obtain a better deal from the borrower.

(c) Comparison with sophisticated debtholders.

Debt financing is not an attractive alternative for

the types of firm usually financed by venture capital.
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First, ideas are not good collateral (recall that debt

financing is often secured). Second, many such firms

do not generate positive cash flows for quite a while

and any short-term debt obligation could lead the

firm into bankruptcy. Accordingly, such firms resort

to equity financing. It is nonetheless interesting to

compare the two types of financing. Venture capi-

tal deals combine several features of debt contracts

with sophisticated creditors (high-intensity screen-

ing and monitoring, careful attention to the timing of

funding, some control over future financing, senior-

ity of claims, some covenants, certification) with the

usual prerogatives of equity (such as a fuller right

to control financing or the right to demote or fire

managers). Simplifying a bit, venture capital deals in-

volve more control rights for the financier and fewer

covenants than private debt agreements.

2.4.1.2 Alliance with a Large Customer

For R&D firms, contracting with a large customer of-

fers an alternative to venture capital financing. In-

deed, research alliances surpassed public offerings

in the 1990s as the dominant source of financing

for biotechnology firms (Lerner and Merges 1998). A

biotechnology company often enters into a research

agreement with a pharmaceutical (or larger biotech-

nology) firm. The latter’s primary role at the research

stage is to provide financing; its role in production

expands gradually as the project moves to the de-

velopment and the marketing and sales stages. The

biotechnology company is rewarded through royal-

ties from licensing, including from the license to the

partner, if the project is completed successfully.

The principal–agent relationship between the

pharmaceutical company and the biotechnology unit

(the R&D firm) is fraught with moral hazard. First,

some dimensions are related to multitasking, as the

R&D firm may juggle several research projects, in-

cluding ones with other partners or on its own.

Second, biotechnology companies’ researchers of-

ten have academic objectives (publications requiring

disclosure, reputation for a research orientation that

enables the employment of postdocs, etc.) that may

clash with a given project’s profitability concerns.

Third, reputational concerns (vis-à-vis academia or

future partners) may prevent a researcher from

admitting that the project is unlikely to succeed and

therefore from suggesting termination.

Lerner and Malmendier (2004) study biotechnol-

ogy research collaborations. Almost all such con-

tracts in their sample specify termination rights.

These may be conditional on specific events (50% of

the contracts in their sample of 584 biotechnology

research agreements) or at the complete discretion

of the financier (39%). The financing firm may in the

case of termination acquire broader licensing rights

than it would have in the case of continuation. These

broad licensing rights can be viewed as costly collat-

eral pledging that both increase the income of the fi-

nancier and boost the R&D firm’s incentive to reach a

good performance on the project.50 Lerner and Mal-

mendier’s empirical finding is that such an assign-

ment of termination and broad licensing rights is

more likely when it is hard to specify a lead prod-

uct candidate in the contract (and so entrepreneurial

moral hazard is particularly important) and when

the R&D firm is highly constrained financially.

2.4.2 Initial and Seasoned Public Offerings

It is customary to identify four stages of equity fi-

nancing. In the first stage, equity is held by one

or several entrepreneurs. These entrepreneurs may

in a second stage raise equity capital from a small

number of investors through a private placement; al-

ternatively, they may have a privileged relationship

with a bank. In a third stage (which most firms do

not get to) the firm goes public in an initial pub-

lic offering (IPO). Lastly, it may then conduct sec-

ondary or seasoned public offerings (SPOs). IPOs and

SPOs have a strong business cycle component and

are much more frequent during upswings.

2.4.2.1 The Going-Public Decision

Going public is costly. First, firms must supply de-

tailed information on a regular basis to regulators

and investors. This involves transaction costs as well

as possibly disclosure of strategic information to

product market rivals.51 Second, the firm must pay

50. See Section 4.3.4 for the theoretical foundations of this asser-
tion. See also Review Problem 10 for a modeling of some of the argu-
ments.

51. Yosha (1995) argues that firms with sensitive R&D information
should remain private.



2.4. Equity Instruments 93

substantial underwriting and legal fees. In the United

States, the commissions paid to investment bankers

have converged in the late 1990s to 7% of the trans-

action for 90% of the IPOs (Chen and Ritter 2000);

they are lower in other countries.52 A company that

goes public usually issues a fixed number of shares

at some prespecified price. Shares are rationed if

there is excess demand at the offer price. It is well

documented (Ibbotson 1975; Ritter 1987) that IPOs

with a preset price are underpriced in that the shares

are traded on the secondary market shortly after the

IPO at a premium of 15–20% on average relative to

their offer price. During 1990–1998, companies go-

ing public in the United States left $27 billion on the

table, a sum twice as large as the $13 billion fees

paid to investment bankers (Loughran and Ritter

2002). A standard explanation for this underpricing

phenomenon is the existence of a “winner’s curse”

in such offerings (Rock 1986).53 Third, the insiders

(entrepreneur, venture capitalist if any) have supe-

rior information about the prospects of the firm,54

especially if the firm has low visibility and no track

52. Chen and Ritter analyze several factors that may be conducive
to high commissions: importance of buying underwriter prestige, pos-
sibility of tacit or explicit collusion, incentive provided to the under-
writer to credibly certify the issue, nonprice competition.

“Legal fees” include registration fees, taxes, fees for legal and ac-
counting services, and so forth. See Eckbo and Masulis (1995) for an
earlier review of the empirical evidence on the magnitude of those fees.

53. Suppose that some investors have superior information about
the prospects of the company than others, but that they may not
buy the whole issue (because of regulatory constraints, risk aversion,
etc.). The less informed investors should realize that they receive more
shares when the informed investors are unwilling to buy, that is, when
the company’s prospects are low, and that they are rationed when
prospects are high. Hence, the only way to attract less informed in-
vestors is to sell shares at the discount. (The IPO underpricing is only
about 4% in France, where a mechanism resembling more a standard
auction without rationing is used.) The winner’s curse effect seems to
be weaker when the existence of a bank loan signals that prospects are
high.

Interestingly, underpricing is also smaller when the offering’s under-
writer guarantees the proceeds from the entire issue to the company—
the method of firm commitment—than when the underwriter only
offers “best efforts” to place the issue. The underwriter may well “cer-
tify” the issue better in the former case than in the latter case, in
which its stake is lower. On the other hand, it might be that the higher
underpricing under a best-efforts contract is due to a sample selection
bias—best-efforts contracts are used mainly for smaller, speculative is-
sues (therefore prone to substantial winner’s curses)—rather than to a
weaker certification by the underwriter. (See, for example, Eckbo and
Masulis (1992), Hanley and Ritter (1992), Loughran and Ritter (2002),
Ritter (2003), and Ritter and Welch (2002) for more information on
IPOs.)

54. See Chapter 6 as well as Chemmanur and Fulghieri (1999).

record. The insiders may therefore be reluctant to

sell shares at a discount when they are unable to

demonstrate to investors that the firm indeed has

excellent prospects. Fourth, new investors often de-

mand control rights, especially in countries with a

poor enforcement of minority rights; entrepreneurs,

however, may want to retain control for themselves

or within the family. As a matter of fact, family firms

still dominate the corporate landscape around the

world (see Section 1.4).

Firms derive several benefits from going public.

First, going public enables firms to tap new sources

of finance and to enable the firm’s growth. Relatedly,

it enables the firm to be less reliant on financing

by a single bank or a venture capitalist; by diver-

sifying its sources of finance, it is better protected

against a “holdup” by the key financier. Second, go-

ing public facilitates exit; it allows the entrepreneurs

and large shareholders to diversify their portfolios

(see Pagano 1993); relatedly, it enhances the liquidity

of their claims (see Chapter 9). Third, going public

creates a relatively objective measure of the value

of assets in place, which can be used for manage-

rial compensation purposes (see Chapter 8). Fourth,

going public may help discipline managers through

the channel of takeovers.55 On the other hand, it

may reduce the intensity of monitoring by creating

a more dispersed ownership structure, which has

costs as well as benefits (such as the promotion of

officers’ initiative (Burkart et al. 1997)). Lastly, the

firm’s listing on a stock exchange enhances name

recognition; this may help the firm not only to find

new investors, but also to improve its relationship

with other potential stakeholders such as trading

partners or creditors.

There are few empirical investigations of the deci-

sion to go public. Pagano et al. (1998), on Italian data,

show that firms in industries in which other firms

have a high market-to-book ratio are more likely to

go public. This may be due either to the possibility

that the increased availability of funds associated

with public listing is more attractive to firms with

high growth prospects (this reason does not seem

plausible for the Italian sample, as investment and

55. See Chapter 11. Zingales (1995) further argues that free riding
by small shareholders may help extract more surplus from prospective
acquirers.
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profitability decrease after the IPO) or to the possi-

bility that firms go public in hot (high-value) markets

(see Section 2.5 for a discussion of market timing).

A second finding is that larger companies are more

likely to go public. A third finding is that, even con-

trolling for firm characteristics and the reduction in

leverage after the IPO, firms borrow from a larger

number of banks and experience a reduction in the

cost of bank credit after the IPO, perhaps due to

the increase in transparency or to the availability of

new sources of capital. Lastly, and unsurprisingly in

view of the low level of investor protection in Italy,56

the Italian stock market is much smaller relative to

the size of the economy than the American one. Re-

latedly, the typical Italian firm going public is eight

times as large and six times as old as the typical firm

going public in the United States.

A few studies (e.g., Anderson and Reeb (2003) for

the United States and Sraer and Thesmar (2004) for

France) attempt to analyze the relative profitability

of family firms. Family firms run by their founder(s)

unsurprisingly tend to be very profitable. The ques-

tion is more whether firms that are run by heirs or

by a professional manager hired by the family who

has retained control over the firm57 do less well than

widely held firms.58 On the one hand, one might ex-

pect heirs not to be the most appropriate choice for

management (indeed, the founder may want to sac-

rifice wealth in order for the family to keep the ben-

efits of control). On the other hand, the founder may

have superior information about prospects and may

want to keep the firm private when these are excel-

lent. Thus, even ignoring other effects, it is not clear

what we should expect.

56. An indicator of the poor investor protection in Italy is the very
high premium attached to shares with voting rights relative to shares
with the same cash-flow rights but no voting rights (see Zingales 1994).

57. For example, among automobile manufacturers, Peugeot has
been managed by heirs, and Fiat and BMW by professional managers.

58. In Burkart et al.’s (2003) theoretical model, a founder chooses
between selling the firm, in which case it becomes widely held and
is run by a professional manager, and keeping control over it, which
gives the founder the option between a professional manager and a
heir to run the firm. They assume that heirs are less competent than
professional managers and argue that transforming the firm into a
widely held company is optimal when the legal protection is high. With
lower investor protection, ownership concentration is called for. Heir-
managed firms, which avoid a separation of ownership and control,
arise in their model when investor protection is very poor.

Sraer and Thesmar (2004) use a panel of 750

corporations listed on the French stock exchange

from 1994 through 2000. On that stock market, two-

thirds of the firms exhibit a significant family own-

ership; among these, almost 50% are still managed

by their founder, 30% by a heir of the founder, and

20% by a professional CEO. Consistently with pre-

vious studies on U.S. data, Sraer and Thesmar find

that family ownership is associated with both higher

economic and market performance. Lower wages in

family firms seem to explain an important part of

these higher performances. Sraer and Thesmar pro-

vide evidence consistent with the fact that, because

of their different time horizons, family firms have a

comparative advantage in enforcing implicit insur-

ance contracts with their labor force. A surprising

fact is that heir-managed firms do as well (in terms

of return on equity or return on assets) as firms run

by founders or by professional managers, and better

than widely held corporations. As Sraer and Thes-

mar note, though, there are potential biases stem-

ming from both the impact (alluded to above) of pri-

vate information on the decision to go public and

from the fact that badly managed heir-controlled

firms tend to disappear or else surrender control

under financial hardship.59

2.4.2.2 The Equity Issue Process and

the Role of Underwriters

There are several flotation methods.60 The most

common way of raising equity in the United States is

to use an underwriter. The underwriter may guaran-

tee the proceeds of the shares in case of undersub-

scription; the underwriter can then sell the unsold

shares at a lower, but not at a higher, price than the

price stated in the public offering. This is the “firm

commitment” contract institution. The risk borne by

the underwriter is limited, though, if, as is often the

case, the price is fixed shortly before the offering. By

contrast, under a “best efforts” contract, the under-

writer does not bear the risk of offer failure; and the

offer is withdrawn if a minimum sales level is not

59. Looking for such biases, they nonetheless argue that their ap-
proach may actually underestimate the performance of heir-controlled
firms relative to widely held firms, as heir-controlled firms are per-
forming better than all other firms one year before returning private.

60. See, for example, Eckbo and Masulis (1995) and Hanley and Rit-
ter (1992) for more extensive discussion of flotation methods.
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reached within a specified amount of time. In the

1980s, firm commitment issues accounted for the

bulk of SPOs of common stock in the United States,

and for about 60% of IPOs. The remaining 40% of

IPOs, corresponding mainly to smaller, more spec-

ulative issuers, were conducted under best-efforts

contracts (Ritter 1987).

Underwriters often play the dual role of stock ana-

lysts. They subsequently issue recommendations to

investors regarding the value of the securities that

they have helped float.61 Indeed, the underwriter

most often implicitly commits to provide analyst

coverage in the aftermarket. Conversely, even “inde-

pendent” or “nonaffiliated” analysts, who have not

underwritten the specific security that they are as-

sessing (or other securities issued by the firm), may

later on assist with other public offerings.62 There

is a widespread feeling that this dual role creates a

conflict of interest, so that analysts have incentives

to issue positive recommendations so as to please

issuers and obtain future underwriting contracts.63

In the United States, a settlement between regula-

tors and major brokerage firms made the latter pay a

fine of $1.4 billion for biased and misleading recom-

mendations. This incentive to please issuers must be

traded off against that to maintain a reputation for

reliable assessments. Research has been investigat-

ing the differentials in conflict of interest.64

61. In the United States, they must wait 25 days to issue such rec-
ommendations.

62. While underwriters have an incumbency advantage for future
offerings, a nonnegligible fraction of issuers do switch underwriters.
Krigman et al. (2001), on a U.S. sample in the mid 1990s, find that
30% of the firms completing a secondary equity offering within three
years after their IPO switched lead underwriter. Noting that most of the
switchers do not report a dissatisfaction with their IPO underwriter,
they suggest two possible explanations for this phenomenon. First,
firms that started with less-well-known underwriters may “graduate”
to higher-reputation ones. Second, they may “buy” additional analyst
coverage from the new lead underwriter.

63. Much of the research builds upon information supplied by the
company’s management. The brokerage firms’ revenue from provid-
ing advice to institutional investors and others is indirect. First, they
receive money from future investment banking contracts with com-
panies that are covered. Second, brokerage firms receive trading com-
missions from institutional investors, who if they own such shares in
a company do not want the brokerage firm to publicly issue a “sell”
recommendation.

64. Michaely and Womack (1999), on a sample of 1990–1991 U.S.
IPOs, find that lead underwriters issue more optimistic recommen-
dations and that the market reacts less to their recommendations.
Bradley et al. (2004), on a “bubble period” sample of 1997–1998 U.S.
IPOs, do not find any difference in market reaction between affiliated

There are other ways of issuing equity, such as

private placements and direct issues. A potentially

important alternative to tapping new investors is to

issue shares to existing shareholders through the in-

stitution of rights offers. Indeed, in North America

and in Europe, existing shareholders have by law the

first right of refusal to purchase a new issue of com-

mon stock. A rights offer consists in offering shares

first to existing shareholders, often at a 15–20% dis-

count under the current market price. Rights offers

have become rare in the United States, but they are

more common in Europe and in Japan.

Still another way of issuing equity is to trans-

form other securities (as in the case of an equity for

debt swap) or cash into equity, or to issue securi-

ties that can later be converted into equity (convert-

ible debt, warrants, stock options). Employee stock

ownership and direct reinvestment plans automati-

cally transform employee compensation and share-

holder dividends, respectively, into shares. As noted

by Eckbo and Masulis (1995) in the United States,

such schemes may have substituted for rights offers.

2.5 Financing Patterns

This section documents firms’ financing patterns.

Firms finance operating expenditures and invest-

ments in roughly two ways: (a) retentions, which we

define as the difference between post-tax income

and total payments to investors. Total payments

to investors include payouts to shareholders (divi-

dends, share repurchases), and payments to credi-

tors (principal and interest) and to other security-

holders; and (b) return to the capital market, that is,

the issuing of new shares and bonds and the secur-

ing of new loans or trade credit.

Chapters 5 and 6 will stress the risk inherent to

capital market refinancing. Unless the firm draws on

a previously-contracted-for credit line or more gen-

erally is able to use some already secured source

of financing, the refinancing process is confronted

with investors’ reluctance to lend funds whose pro-

ceeds they will imperfectly appropriate. Refinancing

thus exposes the firm to the risk of being unable to

and nonaffiliated analysts, which they interpret as evidence that affili-
ated analysts have superior information or that nonaffiliated analysts
are also very eager to please the company.
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Table 2.2 Average financing of nonfinancial enterprises, as a percentage of

total financing sources, 1970–1985. Source: Mayer (1990).

Canada Finland France Germany Italy Japan U.K. U.S.

Retentions 54.2 42.1 44.1 55.2 38.5 33.7 72.0 66.9
Capital transfers 0.0 0.1 1.4 6.7 5.7 0.0 2.9 0.0
Short-term securities 1.4 2.5 0.0 0.0 0.1 n.a. 2.3 1.4
Loans 12.8 27.2 41.5 21.1 38.6 40.7 21.4 23.1
Trade credit 8.6 17.2 4.7 2.2 0.0 18.3 2.8 8.4
Bonds 6.1 1.8 2.3 0.7 2.4 3.1 0.8 9.7
Shares 11.9 5.6 10.6 2.1 10.8 3.5 4.9 0.8
Other 4.1 6.9 0.0 11.9 1.6 0.7 2.2 −6.1
Statistical adjustment 0.8 −3.5 −4.7 0.0 2.3 n.a. −9.4 −4.1

finance positive net present value (NPV) continua-

tion projects or growth prospects.65

The section is organized as follows. Section 2.5.1

documents sources of finance. Section 2.5.2 dis-

cusses some key theoretical principles and empirical

findings relative to payout policies, or equivalently

retentions. Finally, Section 2.5.3 studies seasoned

equity and debt offerings.

2.5.1 Sources of Corporate Finance

Several studies (see, in particular, Borio 1990; Cor-

bett and Jenkinson 1994; Eckbo and Masulis 1995;

Kojima 1994; Kotaro 1995; Mayer 1988; Rajan and

Zingales 1995, 2003) have documented the sources

of finance in different countries. Figure 2.4 and

Table 2.2 illustrate some typical findings for the

1980s, due to Mayer (1988, 1990).

In all countries, internal financing (retained earn-

ings) constitutes the dominant source of finance.

Bank loans usually provide the bulk of external

financing, well ahead of new equity issues, which

account for a small fraction of new financing in

all major OECD countries.66 One difference among

countries is the role of bond financing. Bond mar-

kets play a minor role except in North America.67

65. As will be discussed in Chapter 5, this agency-based feature is
absent in the classic Arrow–Debreu competitive equilibrium model,
which assumes that firms’ income is fully pledgeable to investors and
so firms incur no cost when relying solely on refinancing in the capital
market when needed.

66. These numbers are, of course, net, aggregate numbers. They
hide substantial differences among firms; for example, equity financ-
ing may be important for start-up firms.

67. Although large European firms now have access to Eurobonds
and syndicated bank loans. See also Table 2.5 below, in which bonds
represent the bulk of the “Securities other than stocks” category.
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Retentions Loans, 
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Figure 2.4 Reprinted from European Economic Review,

Volume 32, C. Mayer, New issues in corporate finance,

pp. 1167–1189, Copyright (1988), with permission from

Elsevier.

The 1980s have even witnessed net retirements

of equity in the United States. This does not mean

that the volume of equity issues was negligible

relative to that of debt issues. Indeed, Rajan and

Zingales (1995) report that, in their sample of

U.S. firms and for the 1984–1986 period, equity

issuance amounted to 65% of external financing;

equity reduction, though, accounted for 68% of ex-

ternal financing, and so the net equity issuance was

negative and basically all external financing was debt



2.5. Financing Patterns 97

Initial investment/
financial contracting.

•
Midstream earnings.

• •
‘‘Future.’’

Payouts/retentions.
Retentions + capital
market financing =
reinvestment.

Figure 2.5

financing (primarily long-term debt issuance minus

long-term debt reduction, as net short-term debt is-

suances were negligible).68 The U.S. picture for the

period differs a little from that for other countries

over the same period. There was no equity reduction

in Japan and almost none in the United Kingdom;

furthermore, net equity issuance accounted for 23%

and 68% of external financing in these two countries

(in which external financing formed 33% and 16% of

total financing, respectively). More recent data con-

firm the relatively minor role of equity issues in cap-

ital formation. Rajan and Zingales (2003) report that

the fraction of gross fixed-capital formation raised

via equity in 1999 was 12% in the United States, 9%

in the United Kingdom and France, 8% in Japan, and

6% in Germany.69

These data should not, of course, lead us to naive-

ly overemphasize the role of “internal” financing.

After all, “retentions” are cash that shareholders

consent to leave in the firm for the latter to reinvest,

while “equity issuances” are cash that shareholders

also give to the firm for reinvestment purposes. Ei-

ther way, and in a first analysis, this is cash handed

over by shareholders to the firm. The difference be-

tween the two sources of finance will therefore need

to be investigated in the book (see, in particular,

the various discussions of the sensitivities of invest-

ment to cash flow).

2.5.2 Payout Policy and Leverage

As discussed above, there are two broad sources of

financing: retentions and new securities’ issues (or

new loans). Because new securities’ issues are hard

or costly to arrange, retentions play an important

68. External financing over the period was typically small: computed
as the ratio of the net external financing to the sum of cash flow from
operations and net external financing, it amounted to 14% over 1984–
1986.

69. These refer to funds raised through both initial equity offerings
and seasoned equity issues.

Table 2.3

Firm should
retain pay out

more of its more of its
earnings if earnings if

growth opportunities are high low

correlation of date-1 and

date-2 profitabilities is high low

financial constraint at

date 0 is weak tight

earnings are small large

role (Section 2.5.1). Yet, investors expect dividends

(or share repurchases), principal, and interest, and

so there is a tradeoff between retaining earnings

within the firm so as to achieve continuation and

growth and the need to attract investors by promis-

ing payouts to shareholders and debt repayment to

creditors.70

To study the two key issues related to total pay-

ments to investors (payouts and debt repayments),

namely, their level (how much?) and structure (what

kind?), it is convenient to envision the simplified

timeline in Figure 2.5 for the firm’s life cycle.

The tradeoff we just alluded to refers to the trade-

off at the initial stage, “stage 0,” at which the firm

aims at attracting funds in sufficient quantity with-

out jeopardizing its liquidity position midstream, at

“stage 1” (more generally, the tradeoff would arise

at each refinancing stage).

(a) Payment level. How much of the midstream

earnings should be returned to investors? Intuition

(to be confirmed in subsequent chapters) suggests

some determinants of the payout level: see Table 2.3.

The evidence seems largely consistent with the

predictions of Table 2.3. A caveat, though: the evi-

dence presented below is incomplete. In particular,

while the predictions refer to the total payment (div-

idend/share repurchases + principal and interest +

other payments to investors), some of the evidence

refers only to the dividend or the debt component of

the payment. Because the determinant in question

may also affect the structure of payments (e.g., the

70. See Allen and Michaely (2004) for an exhaustive survey of cor-
porate payout policies.
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debt/equity ratio), it might be that the other compo-

nent(s) move in the other direction.

Growth opportunities. Given the difficulties asso-

ciated with returning to the capital market, the firm

should pay out less when midstream reinvestment

needs are high.

There is indeed much evidence that growth oppor-

tunities71 are correlated with a lower dividend distri-

bution (Fama and French 2001) and a lower leverage

(Myers 1984).

Serial correlation of profits. The serial correlation

of profits is related to growth opportunities, since,

if high profits midstream are a signal of persis-

tently high demand or low product-market competi-

tion and therefore of high future profitability, it may

make sense not to distribute them and to reinvest in

the firm (Poterba 1988).

Financial constraints. Recall the tradeoff between

pleasing investors through high payments and pro-

moting the firm’s long-term growth through reten-

tions. Financially constrained firms must try harder

to attract funds and therefore must increase their

payment ratio. There is indeed evidence that finan-

cially unconstrained firms take on low debt burdens

(Hubbard 1998).

Earnings size. Intuitively, firms with low earnings

midstream, controlling for growth opportunities,

should distribute less than those with high earnings

since a lower payment-to-earnings ratio is required

in order to achieve a given level of retentions. This

theoretical prediction may be less compelling than

the others, though, since firms with low profits may

also be financially constrained, which as we indi-

cated above would suggest high payouts, an effect

that would be further amplified by a serial correla-

tion of profits.

The list in Table 2.3 is, of course, incomplete. For

example, the derived payment policy may depend

on the extent of date-0 moral hazard, as, for exam-

ple, when the midstream earnings are sensitive to

date-0 managerial choices. A policy of reinvesting

a sizeable fraction of the profits provides manage-

ment with an incentive to boost these earnings. That

71. Empirically, growth opportunities are often proxied by the ratio
of market value of assets to book value of assets.

Table 2.4 Leverage in different industries. Measures of

corporate net worth by industry in the United States, 1985.

Ratio of
net worth Ratio of
to total debt to

Industry assets equity

All industries 0.32 2.11

Agriculture, forestry,
and fishing 0.32 2.12

Mining 0.45 1.21

Construction 0.28 2.52

Manufacturing 0.45 1.20

Transportation and
public utilities 0.40 1.50

Wholesale and retail trade 0.29 2.49

Services 0.31 2.25

Finance, insurance, and
real estate 0.26 2.90

Commercial banks 0.08 11.00

Savings banks1 0.04 28.00

Source: U.S. Internal Revenue Service, White (1991).
1. Mutual savings banks plus savings and loan associations.

is, a lower payment ratio in the case of high earn-

ings reduces moral hazard. Thus, the sensitivity of

retentions to earning should increase when date-0

moral hazard increases (see Section 5.5). In the same

vein, large payouts may not be advisable when man-

agement can easily reinvest earnings as they accrue

and thereby hide them temporarily from investors.

Lower payment ratios then incentivize management

to recognize the earnings. Relatedly, firms may have

an easier time secretly reinvesting money when cash

flows are high (see Dow et al. 2003; Philippon 2003).

(b) Payment structure: the determinants of finan-

cial structure. So far, we have discussed only to-

tal payment to investors. Should this payment take

the form of a fixed, predetermined payment to debt-

holders or a more flexible payout to shareholders?

This raises the question of the firm’s desired finan-

cial structure, to which we now turn our attention.

We have seen that some firms (financed by venture

capital) do not contract debt liabilities. In contrast,

others, following an LBO, may have debt–equity

ratios of 10 or 20. Some publicly traded companies

have similarly high debt–equity ratios because of the
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Table 2.5 International comparison of financial structures.

France Germany U.K. Italy U.S. Japan

Securities other than stocks 7.3 2.3 10.6 2.3 15.6 8.0

Credit 24.3 43.2 30.7 32.1 10.0 39.5

short term 6.7 12.2 — — — —
long term 17.5 31.0 — — — —

Stocks 52.9 40.7 53.0 49.4 45.6 28.0

listed 17.1 — — — — —
nonlisted 30.8 — — — — —

Trade credit 15.5 8.2 5.7 12.5 8.0 17.9

Source: David Thesmar, personal communication. Table built from Eurostat, Federal Reserve Board, Bank
of Japan; year 2002; fraction of total liabilities of nonfinancial corporations; fractions may not add to 100
since some lines have been omitted, to ease readability. “Securities other than stocks” are basically bonds.
Also “Trade credit” is not netted out with trade credit on the other side of the balance sheet.

low cash-flow risk: for instance, banks72 and, be-

fore the deregulation of the 1980s and especially the

1990s, public utilities (such as telephone, electricity,

gas companies).73 Bradley et al. (1984) find that U.S.

telecommunications and gas and electricity compa-

nies had ratios of book value of long-term debt to

book value of long-term debt plus market value of

equity of 51.5% and 53%, respectively (as opposed to

29.1% for an average contemporary U.S. firm).

Measures of leverage vary substantially across

studies for several reasons. For example, compre-

hensive samples include large numbers of small

firms, which presumably are more levered than

larger ones; and so leverage ratios are higher than in

studies focusing on smaller samples (for example,

that of listed firms). For the same reason, studies

72. Banks are fairly riskless both because of tight prudential regula-
tion (which, incidentally, offers a number of analogies with the analysis
of covenants in Section 2.3.3) and because of deposit insurance and of
the expectation that formally uninsured deposits will benefit from an
implicit governmental guarantee in the case of distress. Currently, in-
ternational standards impose, among other requirements, a minimum
ratio of equity over (risk-weighted) assets of 8% for banks.

73. Anglo-Saxon utilities used to be regulated under the so-called
cost-of-service or rate-of-return regulation, which by and large guaran-
teed them a safe return. The introduction of higher-powered schemes
(price caps, sliding scale plans, etc.) in the 1990s made them riskier,
and leverage accordingly decreased.

Regulated utilities traditionally faced little upside and especially
downside risk, as regulators allowed rate increases when the utility
performed poorly and strove to capture the rent through rate cuts or
other means if the firm became very profitable. One substantial differ-
ence with LBOs, however, is that managerial incentives were weak. In
the United States, top managers of utilities received definitely fewer
bonuses and stock options than their nonregulated counterparts (see,
in particular, Joskow et al. 1993), who, in turn and as we saw in Chap-
ter 1, have much weaker incentives than managers in LBOs.

that report nonweighted means are likely to report

higher leverage than those that compute weighted

averages. Another reason why statistics vary widely

is that studies differ in the period they cover and that

leverage is time-dependent (for instance, it depends

on the business cycle). Table 2.4 (due to White, who

reports on a very large, nonweighted 1985 sample

of U.S. firms) depicts the ratio of equity over debt

plus equity in the left column and the ratio of debt

to equity in the right column; a typical debt–equity

ratio in this sample lies around 2.

The aggregate market-based average ratio has

been remarkably stable in the United States at

around 0.32 over the past half-century in the United

States (Frank and Goyal 2004).

Table 2.5 (based on national accounts, and there-

fore weighting firms by their size, leading to lower

measures of leverage) provides more recent data for

France, Germany, and the United Kingdom.

Key findings about the empirical determinants of

leverage are:74

(i) Firms that are safe (e.g., utilities before the de-

regulation), produce steady cash flows, and have

easily redeployable assets that they can pledge

as collateral (e.g., aircraft for airline companies

or real estate) can afford high debt–equity ratios.

(ii) In contrast, risky firms, firms with little current

cash flows, and firms with intangible assets (e.g.,

with substantial R&D and advertising) tend to

74. See Allen et al. (2005), Frank and Goyal (2004), Harris and Raviv
(1992), Masulis (1988), and Titman and Wessels (1988).
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have low leverage. Companies whose value con-

sists largely of intangible growth options (high

market-to-book ratios and heavy R&D spend-

ing) have significantly lower leverage ratios than

companies whose value is represented primarily

by tangible assets.

Remark (share repurchases and dividends). Equity

payouts come in two forms: dividends and share re-

purchases. Share repurchases have grown substan-

tially over the years. In particular, distributions as-

sociated with open market repurchase programs in

the United States grew from $15.4 billion to $113

billion between 1985 and 1996 while dividends grew

from $67.6 billion to $141.7 billion (Jagannathan et

al. 2000).

In a frictionless world, the choice between the

two would be neutral. It is therefore not immedi-

ately clear why firms pay so much attention to the

split. Lintner (1956) postulated that dividends dis-

tribute “permanent cash flows” while repurchases

distribute “temporary ones.” This postulate seems

more driven by the desire to account for the ob-

served smoothness of dividends and the related ob-

servation that repurchases are very volatile (large

during booms and low during recessions) than by

theoretical considerations.

The world, however, is not frictionless. Taxes may

differentiate the two.75 Also, employee stock options

(which, recall from Chapter 1, grew substantially in

the last two decades) do not perfectly adjust for the

distribution of dividends; that is, the value of op-

tions decreases when the stock goes ex dividend,

which creates an incentive for management to push

for share purchases (Jolls 1998).

(c) Sensitivity of investment to cash flow. A num-

ber of papers relate cash flow and investment. A

standard finding is that firms with more cash on

hand and less debt invest more, controlling for in-

vestment opportunities.76 There are questions about

what this relationship means. Were the firms at the

75. See, for example, Jagannathan et al. (2000) for the United States.
Dividends and share repurchases are treated the same at the corporate
level, but repurchases had a tax advantage at the individual tax level
(which was reduced by the tax reform in 1986).

See Grullon and Ikenberry (2000) for an overview of what is known
about stock repurchases.

76. See the surveys by Hubbard (1998) and Stein (2003), and the
many references therein.

initial financing stage (“stage 0” in our simplified

timeline), more cash would ease financial constraints

and therefore would indeed boost investment, as we

will see in the next chapter. However, sensitivity of

investment to cash flow is demonstrated in samples

of ongoing concerns (“stage 1” in the timeline). One

must then ask, why isn’t any extra cash simply re-

turned to investors? It may be, as we noted above,

that the retention of some of the extra cash rewards

management for good performance.

An alternative hypothesis is that corporate gover-

nance is far from perfect. A few papers indeed point

in this direction. Blanchard et al. (1994) study large

cash windfalls from legal settlements unrelated to

the firm’s ongoing line of business. They show that

firms’ acquisitions increase with these cash wind-

falls. Lamont (1997) shows that shocks to the price

of crude oil has a substantial impact on nonoil in-

vestments of companies with an oil stake. Clearly,

managers are not responsible for the oil price in-

crease and therefore are not being rewarded for the

extra cash flow.77 Lastly, Philippon (2003) finds that

investments of firms with bad governance are more

cyclical than those of firms with good governance.

A more controversial finding, due to Fazzari et al.

(1988), is that firms that are more financially con-

strained exhibit a higher sensitivity of investment to

cash flow. The theory is actually rather ambiguous

as to whether this should be the case.78 Using a dif-

ferent approach to measuring financial constraints,

Kaplan and Zingales (1997) in contrast find that less

financially constrained firms exhibit a greater sensi-

tivity of investment to cash flow.

2.5.3 Seasoned Financing

Let us now turn to the second broad source of re-

financing: firms can conduct seasoned equity offer-

ings (SEOs), issue new bonds, or borrow from banks.

(a) Informational impact of SPOs and borrowing.

A well-established fact is the average permanent

77. Unless they are being rewarded for accurately forecasting the
oil price increase. But this possibility would apply only to those man-
agers who invested more than average in oil production. In any case,
the hypothesis of a poor governance in the oil industry is to be enter-
tained in view of the independent evidence collected by Bertrand and
Mullainathan (see Section 1.4).

78. See Kaplan and Zingales (1997, 2000) and Chapter 3 for the case
of initial financing and Chapter 5 for the case of an ongoing concern.
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Table 2.6 Impact of financing on stock price.

Source: Eckbo and Masulis (1995).

Type of Type of
security Flotation issuer
offered method Industrial Utility

Common Firm −3.1 −0.8
stock commitment (216) (424)

Standby −1.5 −1.4
rights (32) (84)

Rights −1.4 −0.2
(26) (27)

Preferred Firm −0.78∗ 0.1∗

stock commitment (14) (249)

Convertible Firm −1.4 −1.4
preferred commitment (53) (8)
stock

Convertible Firm −2.0 n.a.
bonds commitment (104)

Rights −1.1 n.a.
(26)

Straight Firm −0.3∗ −0.13∗

bonds commitment (210) (140)

Rights 0.4∗ n.a.
(11)

Reprinted from Handbook in Operations Research and Management
Science: Finance, Volume 9, E. Eckbo and R. Masulis, Seasoned equity
offerings: a survey, Copyright (1995), with permission from Elsevier.
Average two-day abnormal common stock returns and average sam-
ple size (in parenthesis) from studies of announcements of SPOs by
NYSE/AMEX listed U.S. companies. Returns are weighted average by
sample size of the returns reported by the respective studies (all re-
turns not marked with a “*” are significantly different from 0 at the
5% level).

fall in stock price of about 3% in the wake of an

announcement of a seasoned equity issue (Asquith

and Mullins 1986). (The price decrease is much less

pronounced for public utilities: −0.68% as opposed

to −3.25% for the 1963–1980 period in the United

States, according to Masulis and Korwar (1986). It is

also interesting to note that there were more com-

mon stock offerings by utilities than by industrial

firms during that period, even though utilities are

only a small fraction of stock market capitalization.

The price decrease is also smaller in Japan (see Kang

and Stulz 1994).)

In contrast, the firm’s stock price rises when a

bank loan agreement is announced (James 1987)

although the effect seems to be driven mainly by

the successful renegotiation of existing bank loans

(Lummer and McConnell 1989).

There is little impact of straight debt offerings on

stock prices (Eckbo 1986). Table 2.6 reports Eckbo

and Masulis’s (1995) summary of existing evidence

for industrial firms and public utilities in the United

States.

Other and related stylized facts are that the stock

price increases with an announcement of higher div-

idends, decreases with an equity for debt swap, and

increases with a debt for equity swap.

(b) Market timing. The link between financing and

the business cycle is one of the best-documented

facts in corporate finance:

(i) Bank finance is countercyclical (see Bernanke et

al. 1994); firms which can afford to issue public

debt in economic booms often turn to banks to

meet their financing requirements during reces-

sions. The percentage of long-term bank loans

that are unsecured varies inversely with busi-

ness conditions.

(ii) Firms with strong balance sheets may extend

more trade credit to weaker firms and issue more

commercial paper in a recession.79 Commercial

paper and bank loans move in opposite direc-

tions (Kashyap et al. 1993). Loanable funds are

smaller in recessions, while there is a counter-

cyclical demand for short-term credit.80

(iii) Smaller and medium-sized firms, who rely more

on banks, are more affected than larger firms by

business cycle-related fluctuations (Gertler and

Gilchrist 1994).

(iv) Equity issues are more frequent in upswings of

business cycles, both in absolute terms and rel-

ative to debt issues.81

(v) The negative stock price reaction to common

stock issues is smaller during expansions.

(vi) Equity issues are also more frequent after an in-

crease in the firm’s own stock value.

Particularly striking is equity market timing: firms

issue shares at high prices and repurchase them

at low prices. Conversely, firms tend to repurchase

79. See Calomiris et al.’s (1995) study of the U.S. slowdown of 1989–
1992.

80. For more on the transmission mechanism, see, for example,
Bernanke and Blinder (1992), Kashyap and Stein (2000), and Kashyap
et al. (1993).

81. See Eckbo and Masulis (1995) for a review of the evidence.
Relatedly, stock repurchases tend to follow a decline in stock prices.
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shares when values are low. This is supported by

both empirical evidence (see Baker and Wurgler

(2002) for a survey and Baker et al. (2003)) and sur-

vey evidence (Graham and Harvey 2001). Relatedly,

corporate investment and stock market values are

positively correlated both in time-series and cross-

section analyses; and high stock market values such

as those of the late 1990s are conducive to mergers

and acquisitions in which deals are for stocks rather

than cash.82

An interesting question is why firms time the mar-

ket so carefully. There are several hypotheses in this

respect.83

Marginal productivity. Standard neoclassical

economies can partly account for a correlation be-

tween high market values and high investment.

Good news about the marginal productivity of capi-

tal or low interest rates (triggered, say, by large sav-

ings rates) raises the value of firms and at the same

time the profitability of new investments. If, further-

more, new investments are financed through new

equity issues, then there is a close relationship be-

tween market values and equity issues (see, for ex-

ample, Pastor and Veronesi 2005). The relationship

is likely to be weaker, though, if to finance the new

investments, debt issues or retentions—perhaps as-

sociated with high current cash flows which signal

high future ones—are used instead. Note that the

Modigliani–Miller Theorem unfortunately does not

provide much help in predicting which source of fi-

nance is tapped.

Lower adverse selection during booms. It may

be the case that adverse selection is smaller dur-

ing booms, as refinancing is then more likely to be

driven by new investment opportunities rather than

by the desire to issue overvalued shares. Choe et al.

(1993) indeed show that the negative price response

to seasoned common stock offerings is significantly

lower during booms. So, to the extent that firms can-

not issue only debt if they want to avoid the hazards

associated with higher leverage ratios, issuing equity

in good times may be a wise strategy.

82. See Shleifer and Vishny (2003), who argue that managers at-
tempt to arbitrage incorrect stock market valuations.

83. This is not meant to be exhaustive. For example, the existence
of abundant liquidity in good times (see Chapter 15) may encourage
more investment.

Bubbles. A couple of theoretical papers show that

investment through share issues is particularly prof-

itable in high-bubble times (Olivier 2000; Ventura

2005). Such rational-bubble models thus predict a

strong correlation between equity issues and high

market valuations.

Irrational markets. Several authors have lately

argued that managers wait for market exuberance

to issue shares. Managers who know the value of

their firms better than investors and are incentivized

by stock options to raise the firm’s shareholder

value should indeed recommend equity issues dur-

ing booms and equity purchases during recessions

to their board and shareholders. Note that in this ar-

gument the irrationality of investors may not stem

per se from their lack of knowledge of the firm’s

true value (unless they fail to recognize the macro-

economic pattern of correlation), but rather in their

failing to understand the adverse selection they face.

Whatever the reason, market timing is likely to

have permanent effects on firms’ capital structure,

as documented by Baker and Wurgler (2002). And

it is likely to have a differentiated impact on firms

(Baker et al. (2003) find empirical support for the

idea that firms that are most dependent on equity—

young, highly leveraged, high cash-flow volatility,

low cash-flow firms—exhibit a stronger correlation

between stock prices and subsequent investment).

2.6 Conclusion

The purpose of this chapter has been to give a con-

cise overview of corporate financing. The theoretical

analysis will build on a number of themes that have

become evident in this chapter, namely, the key role

played by information and incentives in general, and

by capital, liquidity, value of collateral, and external

monitoring more specifically.

Appendixes

The following two texts are rather representative of

the business world’s approach to loan agreements.

The first describes the five Cs of credit analysis



2.8. Loan Covenants 103

mentioned in Section 2.3.2. The second provides a

detailed description of loan covenants.

2.7 The Five Cs of Credit Analysis

The text in this section is from a Harvard Business

School note on acquiring bank credit.

When asked how a banker evaluates a borrower’s credit-

worthiness, one is likely to hear about the “five Cs of credit

analysis”: the character, capacity, capital, collateral, and cov-

erage of potential borrowers. Below, we discuss what these

five Cs refer to and how they are analyzed.

Character. For many bankers, character determines if a

small business loan will be approved at all. The potential

trouble involved in dealing with questionable characters—

noncooperation with the bank, fraud, litigation, and write-

offs—are a significant deterrent. The time, legal expense,

and opportunity costs incurred due to a problem loan far

outweigh the potential interest income derived. (This factor,

however, is less important with larger companies managed

by a team of individuals.)

Capacity. Capacity refers to the borrower’s ability to oper-

ate the business and successfully repay the loan. An assess-

ment of capacity is based on management experience, his-

torical financial statements, products, market operations,

and competitive position.

Capital structure. A bank draws comfort from a capital

structure with sufficient equity. Equity serves as a layer of

capital to draw upon in the course of operations so as to pro-

tect the bank’s exposure. Bankers also view equity as an indi-

cation of the borrower’s commitment to his business. They

derive greater comfort from knowing that the borrower has

much to lose if his business loses.

Collateral. Collateral is the bank’s claim on the borrower’s

assets in case the business defaults on the loan or files for

bankruptcy. The bank’s secured interest generally gives it a

priority over other creditors in claiming proceeds from liq-

uidated assets. The bank may also require that the borrower

pledge as collateral personal assets outside of the business.

For bankers, collateral is security and an alternative source

of repayment beyond cash flow.

Coverage. Coverage refers simply to business insurance or

“key-man” insurance which is often required when manage-

ment ability is concentrated in a few individuals. In the event

of the death or disability of a key manager, such coverage

ensures that the bank will be repaid if the business cannot

meet its obligations.

2.8 Loan Covenants

The text in this section is from Zimmerman (1975).

Loan agreements are a source of confusion and misunder-

standing to many bankers. Frequently, the reader of loan

agreements is not aware of their objectives and limitations,

and, furthermore, is bewildered by the legal jargon of the

numerous qualifying clauses.

Essential to the creation of effective loan agreements are

the affirmative and negative covenants, which specify what

the borrower must and must not do to comply with the

agreement. The thrust of this paper is to facilitate the un-

derstanding and use of covenants in loan agreements. The

use of covenants will be discussed in detail following an

overview of the purpose, characteristics, and basic compo-

sition of loan agreements.

Purpose of Loan Agreements

Large amounts of time, effort, and money are spent in

the development and implementation of loan agreements.

They provide protection and communication for the par-

ties involved and a general stability for the loan relation-

ship through greater understanding among the parties. Fur-

ther, should the borrower have other long-term debt, the

loan agreement coordinates any legal or procedural inter-

face with the debt and its associated creditors.

Where several banks are participating in a large credit,

the loan agreement specifies the rules which govern the

loan administration, and the responsibilities and liabilities

of each bank.

As a major objective, the lender is interested in protect-

ing its loan and assuring timely repayment. Through the

loan agreement, the bank creates a clear understanding with

the borrower as to what is expected of it. In doing so, the

bank establishes its control of the relationship and provides

for several basic functions to effect that control.

The lender attempts to ensure regular and frequent com-

munication with the borrower by using certain covenants

in the loan agreement. The communication results in an up-

to-date assessment of the borrower’s financial situation and

its general management philosophy.

When the bank requires that the borrower maintain cer-

tain financial ratios, it is accomplishing several objectives.

On the surface these covenants provide triggers or early-

warning signals of trouble, which will allow the bank to take

rapid remedial action. The borrower is made aware of where

the minimum performance cutoffs are. However, the banker

is also helping the borrower set reasonable goals in terms

of financial conditions and growth. In some cases a “growth

formula” is created which states that until a specified set of

financial conditions is met, the borrower may not be eligible

for further debt.

All these controls—required ratios, ratio goals, required

actions, and forbidden actions—may seem arbitrary or re-

strictive; but applied wisely, they are not. The process lets
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all parties know where they stand, thus reducing the num-

ber of unknowns or uncertainties in the loan relationship.

Characteristics of Loan Agreements

When asked to describe the salient characteristics of loan

agreements, most bankers will use adjectives such as “long”

or “dull” or “confusing.” While many agreements may be

thus described, other definitions are certainly more infor-

mative.

The loan agreement is one of the most important loan

documents in that it provides the basis for the entire bank-

ing relationship, establishing intents and stating expecta-

tions. It relates all the basic loan documents to one another

and creates the means of control and lines of communica-

tion which are important in protecting all parties involved.

It follows that only three main courses of action are open

to the bank in the event of default by the borrower. The ac-

count officer may waive, either temporarily or permanently,

the condition which has been violated. This is frequently

done in the case of financial ratios, although too lax an at-

titude in this respect can lead to a loss of control and an

ineffective covenant and/or loan agreement. An alternative

is for the banker to have the agreement rewritten to make

it more viable. The rewrite is also a tactic used to obtain a

much tighter hold over the borrower, if needed, by using as

a bargaining tool the bank’s legal right to call the loan. The

third, and most drastic, approach for the bank is, of course,

to declare the borrower in default, call the loan, and, if nec-

essary, file suit against the borrower.

The implications of the nature of a loan agreement are ex-

tremely important. As an example, assume that a loan has

been made on an unsecured basis and one covenant for-

bids the pledging of assets to anyone. This is obviously an

attempt to maintain the strength of the bank’s unsecured

position in the event of liquidation. However, let us fur-

ther assume that in violation of the agreement, the borrower

pledges its assets to another lender. The bank certainly re-

tains its option to call the loan, but the other lender holds

the security. If the bank does call the loan, forcing liquida-

tion, it remains an unsecured creditor vying for those assets

which remain after satisfaction of the first lienholder.

The loan agreement, then, is not a substitute for security.

If a loan should be secured in the absence of an agreement,

then security should be taken with one. In fact, a loan agree-

ment is not a substitute for anything. If the situation does

not satisfy the five Cs of a loan decision—character, capac-

ity, capital, conditions, and collateral—then the loan should

not be made.

Composition of a Loan Agreement

There are seven basic sections of standard loan agreements,

any of which may be modified, depending upon the purpose

of the loan.

• The loan. This section describes the loan by type, size of

commitment, interest rate, repayment schedule, and secu-

rity taken, if any. Also specified are all participants and their

roles plus terms of participation if more than one lender is

involved. Any definitions of financial accounting or legal ter-

minology to be used in the agreement are stated here.

• Representations and warranties of borrower. Basically,

this section is an attestation to the lender that certain state-

ments are true. For instance, the borrower may warrant

that it is a corporation, that is entering into the agreement

legally, that financial statements supplied to the bank are

true, and that no material change has occurred since their

preparation. The company may attest to the nature of its

business, that it does own its assets as represented, and

that it currently is not under litigation. In other words, the

company reaffirms in writing all those things about its cur-

rent state of existence which have been known or assumed

throughout the negotiations.

• Affirmative covenants. In contrast to the warranties,

which attest to existing fact, affirmative covenants state

what action or event the borrower must cause to occur or

exist in the future.

• Negative covenants. Negative covenants state what ac-

tion or event the borrower must prevent from occurring or

existing in the future.

• Conditions of lending. This section states that, prior to

the lending of any money, all documents and notes must

be in proper form, that both the borrower’s and the bank’s

counsel must approve the entire arrangement, and that the

borrower’s auditor, or at least its chief financial officer, must

certify current compliance with all conditions of the loan

agreement.

• Events of default. Conditions which will be consid-

ered events of default are specifically stated. Such con-

ditions might be delinquent payment, misrepresentation,

insolvency proceedings, change in ownership, or other oc-

currences which could jeopardize the company’s viability

and/or the bank’s position. All covenant violations are con-

sidered events of default, although many are designed to

be used in correcting a situation rather than in calling the

loan. In any event of default, timing is crucial. For instance,

it may be that default does not occur until a covenant has

been violated for thirty consecutive days.

• Remedies. The remedies section spells out what the

bank may do in the event of default. The bank’s rights may

include several potential actions, but always include the

right to accelerate payments, a term which means to call

the loan. Timing is important. The borrower may have a

certain amount of time to correct the default prior to the

enforcement of a remedy. In a credit with several partici-

pating banks, the remedies section also defines procedures
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for calling the loan. For example, the agreement may require

banks representing 70% of the commitment to call the loan.

Approach to the Covenant Package

Prior to writing a set of covenants for a loan agreement it

is necessary to have a systematic approach to developing

them. One must ask questions ranging from an assessment

of basic objectives and risks to types of protection and rem-

edy which must be provided to ensure the successful attain-

ment of the objectives.

Since covenants are the heart of a loan agreement, setting

the objectives is a process very similar to that of defining

those for the total agreement. The bank is obviously hoping

to be repaid on a timely basis, but, as a secondary set of

objectives, would like to maintain or improve upon the fi-

nancial position, cash flow, growth progression, and general

financial condition of the borrower. Once goals have been

set for the mutual benefit and protection of all parties, the

lender must reassess the risks involved from a point of view

different from that in the initial loan decision.

Determination of Risk

No longer is the lender looking for a yes/no decision. The

aim at this point is to define the risks involved and to de-

termine their magnitude. The account officer needs to ask,

What conditions or events could block the accomplishment

of my objectives? In other words, Where is the loan vulner-

able? Weaknesses may lie in poor cash flow, thin net worth,

or other financial statements items. It may be that the indus-

try is volatile and highly subject to strikes or public fancy.

Perhaps the company is small or it has a short track record,

so that much of the loan decision is based upon projections.

Whatever the risks, it is now the task of the loan agree-

ment writer to prevent or minimize the consequences of

those risks as well as possible, in a form which remains as

flexible as possible.

Scope of Covenants

The lender’s effort to safeguard the loan against known and

unknown risks will take the form of loan covenants. In ask-

ing what triggers exist and what actions may reasonably be

taken and enforced once a risk materializes, the scope of

potential covenants is almost limitless. Triggers may range

from financial ratios and limits on financial statement ac-

counts to restrictions on corporate, or even management,

activities.

Furthermore, methods of treating a specific item are

quite flexible in order to obtain the appropriate coverage.

For example, it is possible to restrict a financial statement

item to a minimum or maximum of

• a fixed dollar amount;

• a dollar amount increase or decrease per time period;

• a percentage of total assets, tangible net worth, or some

independent indicator;

• a percentage change per time period.

As a special case, businesses subject to seasonal vari-

ances may have the above modifications fluctuate with the

peaks and troughs of the cycle to more closely approximate

actual conditions.

With so many potential requirements and restrictions,

however, it becomes evident that the key to an effective loan

agreement is not to see how many activities or conditions

can be covered: it is to obtain the most protection in the

simplest, most efficient manner.

Simplicity and Efficiency

To devise a simple and efficient network of covenants, it is

imperative that the writer have a thorough understanding

of the company, its management, and loan-associated risk

in conjunction with a realistic attitude. This combination

will result in covenants which allow the borrower maximum

flexibility within the constraints necessary to provide the

bank maximum protection.

(1) The borrower will maintain an adequate cash flow.

(2) The borrower will maintain a ratio of cash flow to cur-

rent maturities of long-term debt of 1.5 to 1 on a fiscal-

year basis.

The necessity for a realistic attitude dictates that a

covenant also be such that the borrower is able to comply

with it and the lender is willing to enforce it. Should either of

these conditions not be met, a covenant may be frequently

waived, thereby losing its psychological and, perhaps, legal

control.

The essence of a loan agreement covenant is that it is sim-

ple, well-defined, measurable, risk-reducing, efficient, and

reasonable. In short, it is the creative development of pro-

tection in the loan situation. As an aid to the direct applica-

tion of these principles, a working guide to the construction

of loan agreement covenants follows.

Working Guide for Loan Agreement Covenants84

Functional Objectives

The key objectives are described as follows:

• Full disclosure of information. To make competent, on-

going lending decisions, the account office must have an in-

timate understanding of the borrower. Full disclosure also

aids the lender in maintaining regular contact with the bor-

rower and close control over the loan relationship.

• Preservation of net worth. The borrower’s basic financial

strength and ability to support debt and absorb downturns

84. Only the first section of the working guide is reproduced here.
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lie in its net worth. The purpose of related covenants is to

assure the growth and continued strength of that net worth.

•Maintenance of asset quality. Asset value represents two

major factors of importance to the lender: earning power

and liquidation value. In either case, it is to the bank’s ad-

vantage to require high standards of asset quality.

• Maintenance of adequate cash flow. In the case of nor-

mal repayment of a loan, the lender is repaid from the bor-

rower’s cash flow. In such cases, it is imperative that the

lender closely monitor the cash flow and attempt to main-

tain its quality.

• Control of growth. As a definite drain upon cash flow,

working capital, fixed assets, management energies, and

capital funds, excessive growth has been recognized as the

cause of numerous charge-offs and bad loans in the past few

years. It is obviously in the interest of both banker and bor-

rower to maintain growth in an orderly fashion although

the two parties rarely see eye to eye on this matter. The

bank’s objective is to reach a clear understanding with the

borrower on the limits of its growth.

• Control of management. In any loan situation, but par-

ticularly if the loan is unsecured, the success of the total

relationship depends heavily upon the borrower’s manage-

ment. The bank then hopes to ensure the continuing quality

of management.

• Assurance of legal existence and concept of going con-

cern. The purpose of devising covenants such as these is to

ensure the banks of a viable entity which may produce the

conditions necessary to repay its loan.

• Provision for bank profit. Banks lend money in return

for an expected profit, and are therefore interested, not only

in protecting the principal amount of the loan, but also the

profit, whether it be interest, servicing income, or other.
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Corporate Financing and Agency Costs





3
Outside Financing Capacity

3.1 Introduction

A would-be borrower is said to be rationed if he

cannot obtain the loan that he wants even though

he is willing to pay the interest that the lenders

are asking, perhaps even a higher interest. In prac-

tice such credit rationing seems to be common-

place: Some borrowers are constrained by fixed

lines of credit which they must not exceed un-

der any circumstances; others are refused loans

altogether. As far as one can tell, these rationing

phenomena are more than the temporary conse-

quences of short-term disequilibrium adjustment

problems. Indeed they seem to inhere in the very

nature of the loan market.

This quotation from Bester and Hellwig (1987) is a

good description of the puzzle of credit rationing.

Why are lenders not willing to raise interest rates if

the demand for loans exceeds their supply at the

prevailing rates? One possible explanation is that

interest rate ceiling regulations prevent such adjust-

ment toward market equilibrium; however, such reg-

ulations have mostly been phased out and credit

rationing is still a key feature of loan markets.

In the last thirty years, economists, following the

impetus of Jaffee and Russell (1976), Keeton (1979),

and Stiglitz and Weiss (1981), have come to the

view that credit rationing is actually an equilibrium

phenomenon driven by the asymmetry of informa-

tion between borrowers and lenders. They have used

both moral hazard and adverse selection arguments

to explain why a lender would not want to raise in-

terest rates even if the borrower were willing to pay

higher rates, and why loans markets are personal-

ized (there is usually no organized market for a stan-

dard commodity named “2-year loan at 10% interest

rate”) and clear through quantities (credit limits) as

well as through prices (interest rates).

Both explanations start from the observation that

a higher interest rate reduces the borrower’s stake

in the project: an interest rate increase has no ef-

fect on the borrower in the event of bankruptcy as

long as the borrower is protected by limited liability.

But it lowers the borrower’s income in the absence

of bankruptcy. The moral-hazard explanation is that

this reduced stake may demotivate the borrower, in-

duce her to pursue projects with high private bene-

fits, or to neglect the project in favor of alternative

activities, or even (in extreme cases) engage in out-

right fraud. That is, an increase in the interest rate

may lower the probability of reimbursement indi-

rectly through reduced performance.1 The adverse

selection explanation is that, in a situation where

lenders cannot directly tell good and bad borrow-

ers apart, higher interest rates tend to attract low-

quality borrowers; for, low-quality borrowers are

more likely to default on their loan and therefore are

less affected by a rise in the interest rate than high-

quality borrowers. Lenders may then want to keep

interest rates low in order to face a better sample of

borrowers.

This chapter analyzes credit rationing and the

role of net worth. It emphasizes the moral-hazard

1. This moral-hazard explanation emphasizes the reduction in
profit (technically speaking, in the sense of first-order stochastic dom-
inance). Stiglitz and Weiss (1981) consider a different form of moral
hazard. They observe that if the contract between the borrower and the
lenders is a standard debt contract and if the lenders cannot observe
the riskiness of the project chosen by the borrower, the borrower may
have an incentive to choose an excessively risky project at the cost
of sacrificing expected profit. Hart (1985) criticized this approach and
observed that the conflict of interest between borrower and lenders
relative to the choice of project riskiness could be solved by replacing
the debt contract by profit sharing. To reintroduce divergent prefer-
ences between the two parties, one can either assume that the profit
is costly to verify or completely unverifiable (see the descriptions of
the costly state verification and of the nonverifiable income models in
the supplementary section) or else introduce the form of moral haz-
ard considered in this chapter. See Section 7.2.3 for models with both
forms of moral hazard.
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explanation, leaving the adverse selection explana-

tion for Chapter 6. Section 3.2 develops the simplest

model of credit rationing and uses it to illustrate the

role of net worth. In this model, an “entrepreneur”

or a “borrower” does not have enough money to fi-

nance a fixed-size project and must therefore resort

to outside funding. The project may “succeed” and

generate some income or “fail” and produce noth-

ing. A key feature of this model is that lenders face

an agency problem as the borrower may misman-

age the project. She may take a private benefit and

thereby reduce the probability that the project suc-

ceeds. The private benefit is inefficient in that its

value to the borrower is smaller than the foregone

profit; yet the borrower, who receives the entire pri-

vate benefit and only part of the profit, may choose

to enjoy the private benefit. The borrower must then

keep a sufficient stake in the outcome of the project

in order to have an incentive not to waste the money.

Consequently, the project’s income cannot be fully

pledged to outside investors, which in turn implies

that the project may not receive financing even if the

expected income when the manager behaves exceeds

the investment cost, that is, even if the project has

positive net present value (NPV). That is, there may

be credit rationing.

This first analysis points up some determinants of

credit rationing. Borrowers with little cash on hand,

with large private benefits from misbehaving, and

whose performance conveys little information about

managerial choices (in the technical sense of a low

likelihood ratio) are more likely to see their positive-

NPV projects turned down by the capital market.

It is also shown that investors optimally write

covenants preventing the borrower from issuing in

the future and without their approval claims on

the firm’s income, even if these new claims are ju-

nior to, and therefore do not directly dilute, theirs

in bankruptcy. Because new claims alter manage-

rial incentives, they may indirectly dilute the ini-

tial investors’ stake anyway. Finally, Section 3.2

takes a first look at the sensitivity of investment

to cash flow. While we argue that this question is

best addressed in a dynamic setup (see Chapter 5),

the basic model gives us some first insights as to

whether investment can be predicted to increase

with cash flow and whether this effect is likely to

be more pronounced for firms with weak balance

sheets.

Section 3.3 uses this basic model to illustrate the

phenomenon of debt overhang, according to which

the borrower may not be able to raise new funds

for a profitable project if she has already commit-

ted future income linked with existing assets and

if he cannot renegotiate some “debt forgiveness” or

more generally some “claim forgiveness” or “claim

dilution” with initial investors.

Banks, financial markets, and rating agencies gen-

erally feel that firms should not lever beyond some

maximum level, called the debt capacity. Section 3.4

derives a rationale for debt capacity (or, more gen-

erally, borrowing capacity) and studies its determi-

nants. In contrast with Section 3.2, which analyzes

a fixed-size investment model, Section 3.4 views in-

vestment as a continuous variable, and shows that

the firm’s productive investments are optimally set

equal to a given multiple of its equity. Equivalently,

because investments are equal to equity plus lever-

age, this finding can be interpreted as the existence

of a maximum leverage or gearing ratio.

The continuous investment extension serves an-

other purpose besides the derivation of the outside

financing capacity. It is also a convenient modeling

device which will allow us to tackle in a simple way

more complex issues related to choices of firm size

such as diversification (Chapter 4), growth prospects

(Chapter 5), asset repurchases (Chapter 14), the in-

vestment cycle (Chapter 14), as well macroeconomic

models requiring an aggregation across borrowers

(Chapters 13 and 14).

Because in the basic model, the project either suc-

ceeds or fails, and delivers nothing in the latter alter-

native, any claim is but a share to income in the case

of success under limited liability. Put differently, it

does not generate a diversity of claims such as debt

and equity. “Debt capacity” is an abuse of terminol-

ogy (it really is an “outside financing capacity”) in

that the outsiders’ claim can but need not be inter-

preted as debt: if the profit in the case of success is

10, a claim of 4 can be interpreted either as a 40%

equity stake, or as a risky debt claim with nominal

value 4 which is defaulted upon in the case of fail-

ure. We later capture one feature of debt, namely, its

priority over equity by introducing a leftover value
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of the assets in the case of failure. We show that it

is optimal for investors to have priority in the case

of default and for the entrepreneur to be the resid-

ual claimant (Chapter 5 will investigate another fea-

ture of debt, namely, the borrower’s promise to pay

fixed amounts to investors as a going concern, i.e.,

before liquidation; and Chapter 10 will connect debt-

holders’ control rights with their cash-flow rights).

By focusing on a simple model of credit rationing,

we do not do full justice to the corporate finance lit-

erature, which has developed a wide array of mod-

els with a similar flavor. For the sake of complete-

ness, the supplementary section studies three broad

classes of models that, through more sophisticated

modeling, have aimed at deriving an interpretation

of the “leftover claim” of outside investors as a stan-

dard debt claim.

3.2 The Role of Net Worth: A Simple Model
of Credit Rationing

3.2.1 The Fixed-Investment Model

Variants of the following entrepreneurial model2 will

be used in the following: an entrepreneur (also called

the “insider” or the “borrower,” “she”) has a project.

This project requires a fixed investment I. The entre-

preneur initially has “assets” (“cash on hand” or “net

worth”) A < I. For the moment we interpret these

assets as being cash or liquid securities that can be

used toward covering the cost of investment. (We

will later explore the possibility that these assets be

illiquid. For example, they might be equipment or

premises that are needed for the implementation of

the project.) The entrepreneur’s cash can either be

invested in the project or used for consumption. To

implement the project the entrepreneur must bor-

row I − A from lenders. (We will later observe that

we can ignore the possibility that the entrepreneur

consumes some of the cash and borrows more than

I −A.)

Project. If undertaken, the project either suc-

ceeds, that is, yields verifiable income R > 0, or

fails, that is, yields no income. The probability of

2. This specific model is taken from Holmström and Tirole (1997).
But its main idea can be found in various forms in many anterior
papers.

success is denoted by p. The project is subject

to moral hazard. The entrepreneur can “behave”

(“work,” “exert effort,” “take no private benefit”)

or “misbehave” (“shirk,” “take a private benefit”);3

or, equivalently, the entrepreneur chooses between

a project with a high probability of success and

another project which ceteris paribus she prefers

(is easier to implement, is more fun, has greater

spinoffs in the future for the entrepreneur, benefits

a friend, delivers perks, is more “glamorous,” etc.)

but has a lower probability of success.4

Behaving yields probability p = pH of success and

no private benefit to the entrepreneur, and misbe-

having results in probability p = pL < pH of success

and private benefit B > 0 (measured in units of ac-

count) to the entrepreneur.5 In the “effort interpre-

tation,” B can also be interpreted as a disutility of

effort saved by the entrepreneur when shirking. Let

∆p ≡ pH − pL.

Preferences and the loan agreement. Both the bor-

rower and the potential lenders (or “investors”) are

risk neutral.6 For notational simplicity, there is no

time preference; the rate of return expected by in-

vestors (which is also the riskless rate, due to risk

neutrality) is taken to be 0.7 The borrower is pro-

tected by limited liability, and so her income cannot

take negative values.

Lenders behave competitively in the sense that the

loan, if any, makes zero profit. That is, we have in

mind that several prospective lenders compete for

issuing a loan to the borrower, and that, if the most

attractive loan offer made a positive profit, the bor-

rower could turn to an alternative lender and offer

3. See Exercise 3.20 for the continuous-effort version of the model.

4. Note that, for simplicity, we treat the entrepreneur as a unitary
actor. There is an interesting question as to how moral hazard and
incentives propagate down within the corporate hierarchy. Pagano and
Volpin (2005) assume that benefits accrue to all company insiders,
and not only to managers; in their model, managers need workers’
cooperation to produce and therefore share benefits with employees.

5. For example, in the biotechnology alliance financing discussed in
Section 2.4.2, the private benefit might be the entrepreneur’s benefit
from working on other projects (with other partners or on her own).
The shift in attention then reduces the probability of success of the
project under consideration.

6. Exercise 3.2 generalizes this analysis to allow for entrepreneurial
risk aversion. Exercise 3.12 considers risk-averse investors.

7. The investors have rate of time preference equal to 0, which is
also the market rate of interest.
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to switch for a slightly lower interest rate.8 We use

the plural “lenders” even though a single lender may

turn out to finance the entire loan, because we want

to emphasize that lending is a passive and anony-

mous activity in the theories reviewed in Part II.

Let us turn to the loan contract. A contract first

stipulates whether the project is financed.9 If so, it

further specifies how the profit is shared between

the lenders and the borrower. The borrower’s lim-

ited liability will imply that both sides receive 0 in

the case of failure (the gross payoffs are the ex post

monetary payoffs and take no account of past in-

vestments and private benefit). Intuitively, there is

no point in specifying a positive transfer from the

lenders to the borrower, as such a transfer can only

weaken incentives, while it has no insurance benefit

under risk neutrality. This property will be proved

more rigorously and is here taken for granted. In the

case of success, the two parties share the profit R;

Rb goes to the borrower and Rl to the lenders.10 To

sum up, we posit an incentive scheme for the entre-

preneur of the following form: Rb in the case of suc-

cess, 0 in the case of failure.

The zero-profit constraint for the lenders can be

written as

pHRl = I −A,
assuming that the loan agreement induces the bor-

rower to behave (which under our assumptions will

be the case). The rate of interest ι is given by

Rl = (1+ ι)(I −A) or 1+ ι = 1/pH.

So, unless pH = 1, the nominal rate of interest ι
reflects a default premium and exceeds the expected

rate of return (called r in Part VI and here normal-

ized to 0) demanded by investors.

We summarize the timing in Figure 3.1.

We assume that the project is viable only in the

absence of moral hazard. That is, the project has

8. See Exercise 3.13 for the extension of the model to lender market
power.

9. “Random financing” contracts, in which the borrower brings
equity in exchange for a probability between 0 and 1 of being financed
may in some cases be optimal when the investment size is fixed (as
it is here) or more generally in the presence of indivisibilities or in-
creasing returns to scale (see Exercise 3.1). For simplicity, we focus on
deterministic contracts.

10. The lenders’ net payoff is thus Rl−(I−A) in the case of success,
and −(I − A) in the case of failure. The borrower’s net payoff is thus
Rb −A in the case of success, and −A in the case of failure, to which,
in both cases, must be added a private benefit B if shirking occurs.

Loan agreement
(sharing rule)

•
Investment

•
Moral hazard

• •
Outcome

Figure 3.1

positive NPV if the entrepreneur behaves,

pHR − I > 0, (3.1)

but negative NPV, even if one includes the borrower’s

private benefit, if she does not,

pLR − I + B < 0. (3.2)

It is easy to see that inequality (3.2) implies that no

loan that gives an incentive to the borrower to mis-

behave will be granted. Indeed, rewrite (3.2) as

[pLRl − (I −A)]+ [pLRb + B −A] < 0.

So, in the case of misbehavior, either the lenders

must lose money in expectation, or the borrower

would be better off using her cash for consumption,

or both.

3.2.2 The Lenders’ Credit Analysis

Because the project has negative NPV in the case

of misbehavior, the loan agreement must be care-

ful to preserve enough of a stake for the borrower

in the enterprise. The borrower faces the following

tradeoff once the financing has been secured: by

misbehaving, she obtains private benefit B, but she

reduces the probability of success from pH to pL.

Because she has stake Rb in the firm’s income (she

receives Rb in the case of success and 0 in the case

of failure), the borrower will therefore behave if the

following “incentive compatibility constraint” is sat-

isfied:

pHRb � pLRb + B or (∆p)Rb � B. (ICb)

From this incentive compatibility constraint we infer

that the highest income in the case of success that

can be pledged to the lenders without jeopardizing

the borrower’s incentives is

R − B
∆p

.

The (expected) pledgeable income is then

P = pH

(

R − B
∆p

)

.
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Because the lenders must break even in order to be

willing to finance the project, a necessary condition

for the borrower to receive a loan is that the expected

pledgeable income exceed the lenders’ initial outlay:

P ≡ pH

(

R − B
∆p

)

� I −A, (IRl)

where “IRl” stands for the lenders’ individual ration-

ality constraint (which we will also often call the

“breakeven constraint” or the “participation con-

straint”). Thus a necessary condition for financing

to be arranged is

A � A = pH
B
∆p

− (pHR − I). (3.3)

To make things interesting, we will assume that

A > 0 ⇐⇒ pHR − I < pH
B
∆p

, (3.4)

otherwise even a borrower with no wealth of her own

would be able to obtain credit. Condition (3.4) says

that the NPV is smaller than the minimum expected

rent that must be left to the borrower to provide her

with an incentive to behave.

Thus, the borrower must have enough assets in

order to be granted a loan. Note that, if A < A, the

project has positive NPV and yet is not funded. With

insufficient assets, the entrepreneur must borrow a

large amount and therefore pledge a large fraction

of the return in the case of success. The entrepre-

neur then keeps only a small fraction of the mone-

tary gain and is demotivated. The two parties can-

not find a loan agreement that both induces effort

(which requires a high compensation for the bor-

rower in the case of success) and allows the lenders

to recoup their investment. There is credit rationing.

A rationed borrower may be willing to give a high

fraction of the return to the lenders,11 which here is

equivalent to be willing to pay a high interest rate.

But the lenders do not want to grant such a loan.

Conversely, if A � A, the entrepreneur is able

to secure financing, and so condition (3.3) is both

a necessary and a sufficient condition for financ-

ing. The entrepreneur offers claim Rl to competitive

investors so as not to leave them with a surplus:

pHRl = I −A.

11. This will be the case if A is small.

Her stake,

Rb = R − Rl = R − I −ApH
� R − I −A

pH
= B
∆p

, (3.5)

then induces her to behave.

As the conventional wisdom goes, “one only lends

to the rich.” The threshold A has a natural interpre-

tation. As noted earlier, the term pHB/∆p is nothing

but the minimum expected monetary payoff to be

left to the borrower to preserve incentives; it will be

called the agency rent. The borrower must make an

initial contribution at least equal toA so as to reduce

the agency rent net of the initial downpayment A to

at most the monetary profit pHR − I of the project.

Using the breakeven condition for the lenders

(pHRl = I − A), the borrower obtains net utility or

payoff (where “net” means that we subtract the con-

sumption utility, A, that the entrepreneur would get

by not undertaking the project):

Ub =

⎧

⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎩

0 if A < A,

pHRb −A = pH(R − Rl)−A
= pHR − I if A � A.

(3.6)

As could have been expected from the zero-profit

condition for the lenders, the borrower receives the

entire social surplus or net present value if the project

is funded.12

So, the borrower’s utility jumps up atA = A. While

the discontinuity is an artefact of the rigidity of the

level of investment, the fact that 1 unit of assets may

be worth more than 1 to the borrower in a situation

of asymmetric information is quite general. Indeed,

in the continuous investment version of this model

to be developed in Section 3.4, we will see that for

the borrower assets or net worth have a shadow value

exceeding 1.

Determinants of credit rationing. To sum up, two

factors may make a firm credit-constrained in this

model:13

(i) low amount of cash on hand (low A);

12. This property holds only in equilibrium. Were the entrepreneur
to deviate and misbehave, the entrepreneur’s (off-the-equilibrium-
path) utility would exceed the smaller (off-the-equilibrium-path) NPV
(at least for A close to A), since the lenders would lose money.

13. The market interest rate, here normalized at 0, is another de-
terminant of the strength of the balance sheet. More generally, the
pledgeable income must exceed the investors’ outlay times (1 + r),
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(ii) high agency cost, where the agency cost can be

measured, fixing the project’s NPV, pHR, by the

combination of the private benefit B and the like-

lihood ratio ∆p/pH.

The entrepreneur’s ability to borrow is limited by

the nonpledgeability of some (pHB/∆p) of the value

to investors. Here moral hazard is determined by

two factors: the private benefit B that the entrepre-

neur can enjoy by misbehaving, and the extent to

which the verifiable performance reveals such mis-

behavior. The informativeness of the performance

variable regarding effort is defined by the likelihood

ratio (∆p/pH) = (pH − pL)/pH.14 This ratio mea-

sures the proportional reduction in the probability

of success when the entrepreneur misbehaves and

is therefore also a measure of the marginal produc-

tivity of effort by the borrower. The higher the likeli-

hood ratio, the more informative about effort choice

the outcome is (“the better the performance mea-

surement”), and the easier the access to outside fi-

nancing (in the sense that the minimum net worth A
decreases). In the model of this section, the pledge-

able income never exceeds pHR− B, since the entre-

preneur can always take her private benefit B, but

may be much smaller when performance measure-

ment is poor, i.e., the likelihood ratio is low.

In practice, the agency cost is influenced not only

by the project’s and the entrepreneur’s characteris-

tics, but also by the surrounding legal, regulatory,

and corporate environment. Countries with strong

investor protection limit the managers’ ability to

squander investor money and thereby exhibit lower

agency costs; relatedly, the firms’ ability to cross-list

in jurisdictions with good shareholder protection is

expected to reduce their agency cost and therefore

to facilitate financing.15

Remark (full investment of entrepreneurial assets).

We have assumed that the borrower invests her en-

where r is the rate of interest:

pH

(

R − B
∆p

)

� (1+ r)(I −A).

Thus, keeping the investment cost I fixed, an increase in the rate of
interest r is equivalent to a decrease in the cash on hand.

14. The likelihood ratio is often defined as pH/pL. The two notions
are obviously equivalent.

15. See, for example, the empirical confirmations by Doidge et al.
(2004), Miller (1999), Pagano et al. (2001), and Reese and Weisbach
(2002).

tire wealth. However, it is easy to see that this is

an optimal choice for the borrower. Would the bor-

rower want to consume c � A and invest only A−c?

If the project is still funded, the borrower still ob-

tains the entire social surplus pHR− I. On the other

hand, it becomes more difficult to obtain a loan. Now,

the entrepreneur’s initial assets must exceed A+ c
in order for the project to be funded. Therefore the

entrepreneur cannot gain by not investing her entire

wealth in the project.16

Remark (high-powered incentive scheme). Earlier we

claimed that risk neutrality implies that the absence

of reward for the entrepreneur in the case of failure

involves no loss of generality. Suppose, more gener-

ally, that the entrepreneur receives RS
b in the case of

success and RF
b in the case of failure, where

pHRS
b + (1− pH)RF

b � pLRS
b + (1− pL)RF

b + B
⇐⇒ (∆p)(RS

b − RF
b) � B

in order to discourage the entrepreneur from mis-

behaving. The investors’ income is then

pH(R − RS
b)+ (1− pH)(−RF

b) � pH

(

R − B
∆p

)

− RF
b

� P.
Rewarding the entrepreneur in the case of failure

implies a uniform upward shift in her minimum

incentive-compatible pay structure and an overall re-

duction in what can be pledged to investors (note

the analogy with the previously considered case of

an initial consumption c). By contrast, the entrepre-

neur’s utility, provided that she can secure funding,

is not affected: because the investors break even,

the entire surplus goes to the entrepreneur, who

receives

Ub = pHR − I,
regardless of the choice of RF

b. We thus conclude

that rewarding the entrepreneur in the case of fail-

ure cannot raise her utility, but can compromise

financing.

16. This reasoning relies, of course, on the borrower’s putting equal
weight on current and future consumption. If the borrower had imme-
diate consumption needs, she would put some of A aside for con-
sumption. We invite the reader to extend the analysis to the more gen-
eral specification in which the borrower consumes c0 at the start and
c1 after the outcome is realized, and has utility the expectation of
u0(c0) + u1(c1), where the functions u0(·) and u1(·) are increasing
and concave. (The basic insights are unaltered. See also Exercise 3.2.)
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Remark (value and investor value). Because the es-

sence of corporate finance is that investors cannot

appropriate the full benefit attached to the invest-

ments they enable, we must distinguish two slices

in the overall cake: that for the insiders and the rest

for the outsiders (the decomposition must be finer if

there are multiple categories of each). In this book,

“value” or “total value” refers to the total cake, while

“investor value” refers to the investors’ slice; in the

barebones model of this section, these two values

are pR and pRl for probability of success p once

the investment has been sunk (of course, one needs

to subtract I and I − A, respectively, if one wants

to obtain the corresponding net or ex ante magni-

tudes). The empirical literature often uses the phrase

“value” for what we call here “investor value,” but

this should not create confusion.

Remark (risk taking). Moral hazard here refers to the

possibility that the borrower takes an action that re-

duces investor value (and total value as well). There

is no risk taking. We will come back to risk taking

in subsequent chapters, but the reader may want to

consult Exercises 3.15, 3.16, and 4.15 for three sim-

ple ways of introducing risk taking in the context of

this simple model.

3.2.3 Do Investors Hold Debt or Equity?

We interpreted the loan agreement as a profit-shar-

ing contract. It turns out that with two levels of

profit, 0 and R, the lenders’ claim can be thought

of as being either debt or equity: put differently,

there is here no difference between risky debt and

equity. The debt interpretation goes as follows: the

borrower must reimburse Rl or else go bankrupt.

In the case of reimbursement the borrower keeps

the residual R − Rl. Alternatively, the two parties

can define shares in an all-equity venture. The entre-

preneur and the investors hold fractions Rb/R and

Rl/R, respectively, of equity. These are called “inside

equity” and “outside equity.”

This feature of the two-outcome model is both a

weakness and a strength. A serious weakness is that

it cannot, as it stands, account for the richness of

existing securities; but we will show how to extend

it in order to generate a more realistic diversity of

claims. A strength of this modeling is that it will

enable us to analyze a number of key ideas without

being held back by the need to specify whether one is

analyzing debt, equity, or an alternative claim. Some

readers may find it surprising that a lack of predic-

tive power relative to the structure of outside claims

may constitute a strength. To clarify this point, it is

worth pointing out that many phenomena in corpo-

rate finance have wider scope than that defined by

the context in which they were discovered. Let us

provide some illustrations in support of this view:

(a) As we will study in Chapter 5, Easterbrook (1984)

and Jensen (1986) have argued that it is optimal

to require cash-rich firms to pay out income on a

regular basis, thereby forcing them to return to

the capital market. The payment takes the form

of a dividend in Easterbrook and of a short-term

debt obligation in Jensen. The starting point for

both analyses, namely, the desire to pump free

cash flow out of the firm, is the same.

(b) The foundations for the soft-budget-constraint

problem, also studied in Chapter 5, do not rely

on outside claims being debt or equity. While it

is usually analyzed in the context of specific as-

sumptions on the financial structure, its logic is

quite general.

(c) The literatures on monitoring of a firm by a

large shareholder and by a bank holding debt

claims have much in common. They are both

concerned with the monitor’s incentive to super-

vise and with the impact of monitoring on the

firm’s behavior.

(d) The idea of using dispersed claimholders to ex-

tract rents from third parties (see Chapters 7 and

11) has been developed in separate literatures on

debt and on equity.

Thus, abstracting in a first step from the complex

issues associated with the diversity of outside claims

may generate a better focus on, and a more rigorous

analysis of the fundamentals of such phenomena. A

richer analysis can then be obtained from the intro-

duction of further modeling features that motivate

a diversity of outside claims.

3.2.4 Dilution and Overborrowing

Recall from Section 2.3.3 (see also Fama and Miller

1972) that debt contracts include negative covenants
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•
Borrower has wealth A
and borrows I − A from
initial lenders.

• •

Financing contract allocates
return R in the case of success
between borrower (Rb) and
lenders (Rl).

•
Moral hazard: the
entrepreneur behaves
( p = pH, no private benefit)
or misbehaves
( p = pL, private benefit B).

Outcome: success
with probability
p (or p +   ) or
failure, with
probability
1 − p (or 1 − ( p +   )).

Borrower can contract with
new lenders to finance
deepening investment J.

If so, the borrower allocates
shares Rb between herself (Rb)
and new lenders (Rl).

ˆ
ˆ

τ

τ

Figure 3.2

prohibiting the dilution of creditors’ claims through

the issue of new securities, especially ones with

equal or higher seniority. There are two basic rea-

sons for such covenants. First, creditors obviously

do not want the borrower to issue claims that have a

higher or the same seniority as theirs, as this reduces

the amount they can collect if the firm defaults. Sec-

ond, and more subtly, the issue of new securities

may alter managerial incentives and the size of the

pie.

Let us illustrate the second reason in our simple

context. Consider the borrowing contract above in

which the lenders take claimRl in the case of success

and the borrower an incentive-compatibility claim

Rb � B/∆p. Now suppose that there is an opportu-

nity for a “deepening investment.” This investment

costs an extra J and increases the probability of suc-

cess uniformly by τ . That is, the probability of suc-

cess becomes pH + τ if the entrepreneur behaves

and pL + τ if the entrepreneur misbehaves.17 As-

sume that this deepening investment is inefficient

in that its net cost C1 is positive, or put differently

the expected increase in profit is smaller than J:

C1 ≡ J − τR > 0.

The timing goes as in Figure 3.2.

We assume away any negative covenant prohibit-

ing further borrowing and so the borrower can con-

tract with new lenders.18 However, in the case of new

financing, initial lenders are not formally diluted in

that they keep their stake Rl in success when the

borrower contracts with new lenders. So the first

17. This additivity property is convenient because it separates the
incentive compatibility constraint from the impact of the new invest-
ment.

18. More generally, the division of the pie (Rl+Rb = R) is not made
contingent on the event of a deepening investment.

motivation for inserting a covenant that prohibits

the issuing of new securities is absent.

Note first that it is not in the interest of the bor-

rower to contract with new investors if this results in

the same effort, i.e., in no taking of private benefit.

Intuitively, the new investment reduces total value

by C1, and so someone must lose in the process.

Because the value of the initial investors’ claim is

increased (to (pH+τ)Rl) if the borrower still behaves,

either the entrepreneur or the new investors must

lose, which is impossible because the losing party

would refuse to write the second financing contract.

So assume that the new financing contract disincen-

tivizes the borrower. This reduced incentive results

in a second cost:

C2 ≡ (∆p)R − B > 0.

As described in the timing, let R̂b and R̂l denote the

new stake of the borrower and the stake of the new

lenders, with

R̂b + R̂l = Rb.

Assuming that the new lenders are competitive, then

(pL + τ)R̂l = J.
The entrepreneur gains from overborrowing if

and only if

(pL + τ)R̂b + B > pHRb,

or, using the breakeven condition for the new in-

vestors,

[(pL + τ)Rb − J]+ B > pHRb.

After some manipulations, this condition becomes

[pH − (pL + τ)]Rl > C1 + C2.

This necessary and sufficient condition for the

deepening investment to be financed has a simple
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interpretation. The right-hand side is the total cost

of refinancing: direct cost plus incentive cost. The

left-hand side of the inequality is the externality on

the initial investors. Thus the total cost must be

smaller than the loss of value for the initial investors.

When the borrower’s balance sheet (as measured

by A, say) improves, Rb increases, Rl decreases,

and so this inequality is less likely to be satisfied.

Put differently, in the absence of negative covenant,

overborrowing is more likely to happen with weak

borrowers.

Let us conclude this analysis of overborrowing

with a few remarks. First, overborrowing in this

situation can alternatively be avoided by forcing

the entrepreneur not to dilute her own claim; this

requirement is usually included in compensation

contracts, although there have been attempts to

evade it through derivative contracts (see Section

1.2.2). Second, the financing contracts need not

be signed sequentially: simultaneous contracts also

give rise to an overborrowing problem (see Bizer

and DeMarzo 1992; Segal 1999). Third, the overbor-

rowing problem arises with a vengeance in the con-

text of sovereign borrowing, in which it is hard to

specify a limit on indebtedness of the sovereign, if

only because there are many different ways for a

government to add new liabilities (see Bolton and

Jeanne (2004) for an analysis of sovereign borrowing

with the possibility of dilution). Finally, in a multi-

period financing context, uncoordinated lending fur-

ther leads to excessively short maturity structures of

debt, as investors scramble to obtain priority over

other investors (see Exercise 5.9).

3.2.5 Boosting the Ability to Borrow:
Reputational Capital and Capability

Recall from Chapter 2 that lenders do not only look

at tangible assets such as cash, land, and equip-

ment. Ceteris paribus, they are more likely to issue

a loan if the borrower has a good reputation, as was

stressed in particular by Diamond (1991). The role of

this intangible capital is easily analyzed in the credit

rationing model.

Suppose, for example, that the borrower has less

attractive opportunities for misbehavior, in that

the private benefit B from misbehaving is reduced

to b < B.19 This may have several interpretations.

Along the lines of the “effort interpretation” of moral

hazard, one might imagine that the project falls well

within the core competency of the entrepreneur and

therefore demands less attention or supervision of

the subordinates: the task is just easier for the entre-

preneur. Alternatively, one could imagine that the

entrepreneur has less attractive outside options (fo-

cusing on other, separate projects of her own) or

opportunities for fraud and embezzlement (e.g., it

is harder to buy inputs at an inflated price from a

friend or family).

With reduced scope for moral hazard, the asset

threshold is accordingly lower: from equation (3.3),

A(b) < A(B),

where

A(β) ≡ pH
β
∆p

− (pHR − I),
and thus

A(B)−A(b) = pH

∆p
(B − b) > 0.

In this sense, a “more reliable borrower” (that is, a

borrower who has a lower private benefit from mis-

behaving) is more likely to obtain a loan.

How does this fit with the idea that a good reputa-

tion helps raise external finance? Suppose now that

the private benefit (B or b) is not directly observed

by the lenders, who only have the borrower’s track

record at their disposal. That is, the lenders know

whether the borrower’s past projects have been suc-

cessful or whether past loans have been reimbursed.

They use this information to update their beliefs

about the reliability of the borrower. A better track

record is an (imperfect) indicator of good reliability,

that is, in our example, of a low private benefit from

misbehaving.

Consider an entrepreneur who got a loan for a first

project, and may in the future have new projects

that will also call for outside financing. Let us further

assume that these future projects are not yet well-

defined, and focus on short-term finance. (Chapter 5

will analyze long-term loans.) In this situation, the

entrepreneur should adopt a long-term perspective.

19. We could alternatively analyze the impact of a higher probability
of success or of changes in other variables, with similar insights. The
focus on the private benefit allows a cleaner analysis because changes
in the private benefit keep the NPV of the project constant.
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That is, she should not content herself with compar-

ing the private benefit and the monetary payoff at-

tached to the first project; she should also take into

account the fact that a current success will bring two

further benefits:

A retained-earnings benefit : even under symmetric

information between the parties about the entrepre-

neur’s reliability, a current success helps the entre-

preneur build up net worth. This net worth has a

shadow value; a unit of income is valued above 1 by

the entrepreneur if there is a probability of credit

rationing in the future. This benefit is studied in

Exercise 3.11.

A reputational benefit : if, furthermore, the lenders

have incomplete information about the entrepre-

neur’s reliability, their updating of beliefs about this

reliability confers an extra benefit on the entrepre-

neur in the case of success. Reputation complements

net worth in reducing the probability of future credit

rationing.20

An implication of the existence of this reputa-

tional benefit is that an unreliable borrower who

would have no incentive to behave were her unre-

liability known to the lenders may have an incen-

tive to behave today in order to get a loan tomor-

row. The analysis of the situation becomes more

complex once we realize that lenders are unlikely

to be fools and understand that unreliable borrow-

ers may have an incentive to masquerade as reli-

able ones. A proper study of reputational capital

requires some (at least intuitive) understanding of

dynamic games with incomplete information (see

Exercise 6.3). We hope that the idea that reputational

capital can substitute for net worth to thwart credit

rationing is clear enough. There is indeed empiri-

cal evidence that reputation helps borrowers to ob-

tain credit as well as better terms (see, for instance,

Banerjee and Duflo’s (2000) study of the Indian soft-

ware industry).

Remark (information sharing). The impact of rep-

utational capital is stronger, the more widely the

20. Things are actually a bit more complicated than this dual benefit
suggests: the reputational benefit depends on the borrower’s equilib-
rium behavior (which itself depends on the retained-earnings bene-
fit) and not only on the reputational one. Technically, if the retained-
earnings benefit is strong enough to induce a high-private-benefit
entrepreneur to behave, then success brings no reputational benefit.

information about borrower performance is dissem-

inated. Padilla and Pagano (2000) observe that infor-

mation sharing among lenders reinforces the bor-

rowers’ incentives to perform and argue that this

may account for the fact that lenders (banks, finance

companies, and retailers) spontaneously provide in-

formation about past defaults, delays in payment,

current debt exposure, and riskiness of their bor-

rowers to credit bureaus and credit-rating agencies,

and therefore to their competitors. They develop a

model in which lenders may share information even

when this may encourage consumer poaching and

thus enhanced ex post competition.

3.2.6 Making Efficient Use of Information to
Reduce the Agency Cost

A basic theoretical result in the economics of agency,

due to Holmström (1979), states that making eco-

nomic agents accountable for events over which they

have no control does not help with moral-hazard

problems and generally worsens incentives. Roughly

speaking, one should try to use the most informa-

tive or precise measurement of the agent’s economic

activity, or what is called in statistics a “summary”

or “sufficient statistic.”21 This result underlies much

of the thinking about managerial compensation, for

example, the quest for good metrics to reward em-

ployees (based on customer satisfaction, reduction

of unit costs, sales, etc.) or division managers (like

EVA (economic value added) or balanced scorecard

methods). More to the point for our context, it offers

theoretical foundations for the use of benchmark-

ing. Benchmarking, also called relative performance

evaluation, consists in comparing the performance

of, say, a firm with that of similar firms, to better

assess managerial accomplishments. For example, a

car producer’s good financial performance is less in-

dicative of good management if other car producers

also do well than if the automobile industry is in a

21. A good introduction to sufficient statistics is Chapter 9 of
DeGroot (1970). Suppose that one observes two variables x and y ,
and that one is trying to infer a third, unobservable variable z. The
joint distribution of x and y , given z, is f(x,y | z). The variable x is
a sufficient statistic for (x,y) if the posterior distribution of z condi-
tional on the observation of x and y depends only on x. To recognize
sufficient statistics, a necessary and sufficient condition is the factor-
ization criterion, that is, the existence of functions g and h such that
f(x,y | z) = g(x,y)h(x, z). A simple computation then shows that
the distribution of z conditional on x and y does not depend on y .
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recession. Or, a high price fetched by the stock of

a software or biotechnology start-up company in an

initial public offering (IPO) is not foolproof evidence

of good entrepreneurship and careful venture capi-

tal monitoring if this price is reached during a stock

price bubble.

We will come back a few times in this book to the

issue of the quality of performance measurement

and how it affects the ability to receive financing.22

Let us just observe that in our context, the ability to

raise financing is enhanced by conditioning entre-

preneurial compensation on the performance mea-

sure with the highest available likelihood ratio.23

Let us provide a first illustration of this principle.

Benchmarking. A possible reinterpretation of our

model is that there are three states of nature.

(i) Favorable state (probability pL). The environ-

ment is sufficiently favorable that the project

will succeed regardless of the entrepreneur’s

effort.

(ii) Unfavorable state (probability 1−pH). The envi-

ronment is harsh and the project will fail even if

the entrepreneur does her best.

(iii) Intermediate state (probability ∆p = pH − pL).

Success is not guaranteed, but is reached pro-

vided the entrepreneur exerts effort.

22. See, for example, Section 4.4 and Chapter 9.

23. For example, it would never come to one’s mind to condition
the entrepreneur’s compensation on the weather in Bali, on the out-
come of the soccer World Cup, or on other “irrelevant” variables. Why?
Let us be a bit more technical here. In the notation of footnote 21, let
(x,y) denote the verifiable state of nature (which includes, but is not
limited to, the firm’s profit x ∈ {0, R}), on which the entrepreneur’s
reward Rb can be conditioned. Thus, let Rb(x,y) denote the state-
contingent compensation specified by the financing contract. Suppose
that the firm’s profit x is a sufficient statistic for (x,y) when assess-
ing the entrepreneur’s effort, which we will here call z ∈ {L,H} (see
footnote 21 for the definition of a sufficient statistic). The density
of the verifiable state (x,y) for a given effort z can be factorized:
f(x,y | z) = g(x,y)h(x, z). Thus for a choice of effort z ∈ {L,H},
the entrepreneur’s expected reward is

∫

x

∫

y
Rb(x,y)g(x,y)h(x, z)dx dy =

∫

x
R̂b(x)h(x, z)dx,

where R̂b(x) ≡
∫

y Rb(x,y)g(x,y)dy .
So, a contract that rewards the entrepreneur solely as a function for

profit (R̂b(x)) can do at least as well as a more general contract. And,
in general, it can do better (in our context, it does strictly better in
particular if

∫

y Rb(0, y)g(0, y) > 0 and if a strictly positive borrower
payoff in the case of success jeopardizes financing). Added risk is bad
when the limited liability constraint is binding (and would be bad if the
agent were risk averse even if she is not protected by limited liability).

Of course, no one ex ante knows which state prevails.

The financing and effort decisions are chosen in the

ignorance of the state of nature.24

Suppose now that one will learn ex post whether

the state was favorable or not (i.e., intermediate or

unfavorable), say, by looking at a less promising firm

in the same industry that succeeds only if circum-

stances are favorable. Consider the following com-

pensation scheme:

• the entrepreneur receives 0 if the state is favor-

able;

• the entrepreneur otherwise receives Rb in the

case of success and 0 in the case of failure.

The incentive constraint is still

(∆p)Rb � B (ICb)

since the entrepreneur’s stake is still Rb in the state

of nature in which she affects profit. The pledgeable

income, however, has increased since one no longer

pays the entrepreneur for being lucky: now the max-

imal pledgeable income is

pHR − (∆p)
[

min
{ICb}

Rb

]

= pHR − B,

where [min{ICb} Rb] denotes the smallest reward Rb

that ensures incentive compatibility.

Next, let us assume that the firm’s performance

can be compared with that of an identical firm facing

the same state of nature. Assuming that the entre-

preneur in the other firm behaves, then “success” in

the other firm provides information that the state

is either favorable or intermediate, while “failure” in

the other firm reveals an unfavorable state. Then,

conditional on the entrepreneur failing, one learns

either that she was unlucky or that she failed be-

cause she misbehaved. In this case, the pledgeable

income cannot be increased by benchmarking if one

abides by the entrepreneur’s limited liability:25 when

24. Information accrues ex post through profit realization. Still the
state is not learned ex post in the basic model.

25. Benchmarking could become relevant again in this example if we
relaxed the limited liability constraint by introducing reputational con-
cerns such as a stigma that affects future borrowing or other future
relationships of the borrower or else costly nonmonetary penalties
(jail or costly collateral pledging as in Chapter 4). Then, the observa-
tion that both entrepreneurs fail implies that the state of nature was
unfavorable and so stigmas and/or nonmonetary penalties are not in
order, unlike the situation in which only one entrepreneur fails (which
implies that she misbehaved).
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the entrepreneur fails, she already receives 0. On the

other hand, it would be optimal to punish the entre-

preneur harshly when she fails and the benchmark

firm succeeds.26

3.2.7 Sensitivity of Investment to Cash Flow:
A First Look

Recall from Section 2.5 the empirical finding that

investment is sensitive to cash flow. An interesting

issue is whether this “investment–cash flow sensi-

tivity” increases with the extent to which the firm

is financially constrained. Fazzari et al. (1988) use a

priori measures of financial constraints and find that

the sensitivity of investment to cash flow is partic-

ularly large for firms that have trouble raising ex-

ternal funds (for example, firms facing high agency

costs). Kaplan and Zingales (1997) argue that there is

no theoretical basis for this relationship and present

empirical evidence that differs from that of Fazzari

et al.

Although the model in this chapter is static while

the empirical evidence relates to ongoing concerns

(multistage financing is studied in Chapter 5), it can

shed some light on the debate. We can imagine that

cash on handA includes the cash flow accruing from

the firm’s previous activity and see how investment

reacts to a small change in the cash flow.27

There is a sense in which Fazzari et al. (1988) are

right on the theoretical front: the firms whose invest-

ment is boosted by a small increase in cash flow are

the marginal firms, i.e., those whose cash on hand

26. This is one aspect in which a “limited liability model” differs
from a “risk-aversion model.” In the rest of Section 3.2, we might as
well have assumed that the entrepreneur is very risk averse at her
subsistence level, normalized at zero consumption, that is, her utility
falls very quickly at that level. Suppose at the extreme that the entre-
preneur gets −∞ when receiving a negative income. Then, provided
that pH < 1 (the entrepreneur may behave and be unlucky), it would
not be optimal to set rewards below the subsistence level.

27. This thought experiment in a sense consists in looking at a sin-
gle period of an ongoing firm that engages in short-term borrowing
from investors. There are two reasons why this is only a first step to-
ward an understanding of the sensitivity of investment to cash flow.
First, if the firm anticipates that it may be credit-constrained tomor-
row, the shadow value of 1 unit of profit at the end of the period
exceeds 1, as it may help overcome financing problems in the future.
More importantly, this shadow value may vary with current invest-
ment. Second, the description of the financial arrangements as a se-
quence of short-term borrowing contracts misses important long-term
financing features (credit lines, debt–equity ratio, maturity structure
of debt, etc.) that have an important impact on financial constraints
(see Chapter 5).

A lies just below A = I − ρ0, where ρ0 denotes the

pledgeable income:

ρ0 ≡ pH

(

R − B
∆p

)

= pHR − pHB
∆p

.

Firms with more cash or a lower agency cost do

not modify their investment behavior as their invest-

ment was already unconstrained.

Suppose, however, that firms are heterogeneous

in the two dimensions: cash A and pledgeable in-

come ρ0 (we normalize the investment I to be the

same for all). Assume for simplicity that these two

variables are independently distributed (there is no

reason for this to be the case: for example, firms with

higher pledgeable income may have been able to in-

vest more in the past and be richer today). Let G(A)
denote the (continuous) cumulative distribution of

cash among firms in the economy, with densityg(A).
Because only firms with cash on hand A satisfying

ρ0 � I − A receive financing, aggregate investment

among firms with pledgeable income ρ0 is

I(ρ0) ≡ [1−G(I − ρ0)]I.

Now, consider a small, uniform increase in cash δA
for all firms. Then, investment among firms charac-

terized by ρ0 increases by

δI(ρ0) = g(I − ρ0)IδA.

And so

∂
∂ρ0

(δI(ρ0)) = −g′(I − ρ0)IδA.

If the density is decreasing (g′ < 0), the sensitivity

of investment to cash flow is higher for firms with

a low agency cost (a high ρ0) as in Kaplan and Zin-

gales; intuitively, the cutoff A for firms with a low

agency cost is low, and so with a decreasing density

there are a lot of marginal firms. With an increas-

ing density (g′ > 0), the sensitivity of investment

to cash flow is higher for firms with a high agency

cost (a low ρ0), as in Fazzari et al. Thus, unless one

has more precise information about the actual het-

erogeneity of firms, it is difficult to predict how the

sensitivity of investment to cash flow varies with an

a priori measure of financial constraints (a proxy for

(minus) ρ0).
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3.3 Debt Overhang

Following Myers (1977), a number of contributions

have studied situations in which a borrower is debt-

ridden and unable to raise funds for an otherwise

profitable project. The borrower is then said to suf-

fer from debt overhang. The framework just devel-

oped suggests two possible interpretations of debt

overhang. The first interpretation pursued below is

a mere reinterpretation of the credit rationing analy-

sis above: previous investors’ collateral claim on the

firm’s assets reduces the net worth to below the

threshold asset level for financing the new invest-

ment. Furthermore, the new project overall produces

too little pledgeable income and so investment does

not take place even if previous investors are willing

to renegotiate their claim. The second and more in-

teresting interpretation, and that stressed by the lit-

erature, emphasizes the need for renegotiating past

liabilities in order to enable new investments.

3.3.1 Decrease in Net Worth

First, the borrower may have a positive-NPV project

that would be financed in the absence of any pre-

vious debt obligation, but is denied financing due

to such an obligation. Namely, suppose that (i) the

entrepreneur has A in cash or collateral, but owes

D from previous borrowing to a group of investors

whom we will call the “initial investors,” (ii) the ini-

tial investors have insisted on a covenant specifying

that the borrower cannot raise more funds without

their consent, and (iii) the borrower’s assets A are

pledged to the initial investors as collateral in case

of default. If28

A > A > A−D � 0,

the project would have been financed in the absence

of previous borrowing but is not undertaken, since

investors as a whole, that is, the initial investors and

new investors (who can, of course, be the initial in-

vestors themselves), cannot recoup the cost of their

investment (I − A) plus the previous debt obliga-

tion (D) while they can receive D by seizing the

collateral. More precisely, suppose the borrowers,

28. Recall that

A = pH
B
∆p

− (pHR − I)

is the minimum net worth to obtain financing.

the initial investors, and the new investors enter an

agreement so as to finance the project. Because ini-

tial investors can secure themselvesD by seizing the

collateral, they must receive an expected payment

at least equal to D under this agreement. Because

the pledgeable income net of the investment cost is

equal to

pH

(

R − B
∆p

)

− I,

new investors obtain at most

pH

(

R − B
∆p

)

− I −D +A = A−D −A < 0,

which contradicts the fact that rational investors

must at least break even.

3.3.2 Lack of Renegotiation29

Second, and more interestingly, suppose that

(i) the project is sufficiently profitable to attract

funds even if the borrower has zero net worth,

A < 0;

(ii) the borrower has previously been granted a long-

term loan and is due to reimburse D “at the

end,” that is, when the outcome of the project

(if financed) occurs;

(iii) this long-term debt obligation is contractually

senior to any claim that the borrower might issue

(a senior claim is a claim that must be paid before

the borrower or any other claimholder receives

any money);

(iv) the borrower has no cash (A = 0); and

(v) the debt overhang problem is sufficiently serious

as not to be overcome by the expected profitabil-

ity of the new project, or, put differently, the

“slack” in pledgeable income,−A, is smaller than

what has to be paid back to previous investors,

pHD, if the project is funded:

A+ pHD > 0.

29. The notion that renegotiation breakdowns generate debt over-
hang is central to Myers’s (1977) original analysis, and also underlies
that in Hart and Moore (1995) and Bhattacharya and Faure-Grimaud
(2001). We will describe the debt overhang situation as one in which a
new investment cannot be financed solely because renegotiation with
previous debtholders proves infeasible. Debt overhang is generally de-
scribed in the literature as a situation in which a firm may not be able
to continue because it cannot renegotiate with its creditors. It is clear
that the two situations are formally equivalent. The act of spending
money to let a distressed firm continue is equivalent to an investment.
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Because the borrower has no cash, initial investors

receive nothing if the project is not financed. So,

they are willing to participate in the financing of the

project as long as they break even on this invest-

ment. For example, they can forgive existing debt,

finance the investment I, and demand the entire

cash-flow rights attached to external shares, that is,

R−B/∆p in the case of success. The initial investors

then obtain

pH

(

R − B
∆p

)

− I = −A > 0.

The borrower is willing to go along with this arrange-

ment, which allows her to continue and obtain rent

pHB/∆p in expectation rather than 0 if the project

is not financed.

Suppose next that the initial investors have no

cash and thus cannot directly finance the investment

I. The borrower then needs to turn to new investors.

Are the latter willing to finance the project? Because

the initial debt is senior, and because the borrower

needs to keep a minimum stake in the firm in order

to commit to behave, at most

R − B
∆p

−D

can be pledged to new investors in the case of suc-

cess (and 0 in the case of failure). New investors are

willing to enter an agreement to finance the project

if and only if

pH

(

R − B
∆p

−D
)

� I

or

A+ pHD � 0,

which contradicts assumption (v).

To sum up, the borrower cannot raise funds from

new investors if she does not renegotiate some debt

forgiveness from initial investors. If renegotiation

with initial investors is infeasible, gains from trade

between the borrower and the community of in-

vestors may not be realized. Renegotiation break-

down creates debt overhang.

The possibility of debt overhang is often invoked

in contexts in which “initial investors” stand for

“corporate bondholders.” It is often thought that

because they are dispersed, and despite the exis-

tence of some coordinating mechanisms (nomina-

tion of a bond trustee, possibility for the firm to offer

new securities in exchange for the bonds), bond-

holders have trouble renegotiating their claim when

the borrower faces distress and requires some debt

forgiveness.

In contrast, let us assume that initial investors

are able to act collectively and renegotiate their ini-

tial claims. Because A < 0, we know that there ex-

ists some renegotiated arrangement that is agree-

able to all parties (borrower, initial investors, new

investors), who would all get nothing if they failed

to reach an agreement. Suppose, for example, that

the initial investors accept a reduction in the face

value of the debt from D to d < D, where

A+ pHd = 0.

Then new investors receive
(

R − B
∆p

− d
)

in the case of success and are therefore willing to

invest, since

pH

(

R − B
∆p

− d
)

= I

is equivalent to their breakeven constraint (3.3):

pH

(

R − B
∆p

)

= I −A.

Initial investors benefit from forgiving some of their

claim as they now get

pHd = −A > 0.

Lastly, the borrower can undertake the project and

obtains rent pHB/∆p > 0.

Debt renegotiation thus allows the project to be

undertaken and all parties to share the resulting

gains from trade. How these gains from trade are

actually shared depends, of course, on the relative

bargaining power of the borrower and the initial in-

vestors (the new investors being assumed to be com-

petitive and thus to just break even). The arrange-

ment described above corresponds to the renegoti-

ation that is most favorable to the initial investors.

But, by varying continuously the relative bargaining

power of the borrower and initial investors, one can

generate any level of debt forgiveness fromD−d (the

most favorable to initial investors) to D (the least fa-

vorable to them).
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3.4 Borrowing Capacity: The Equity
Multiplier

3.4.1 The Continuous-Investment Model

The continuous-investment model of this section

is the polar opposite of the fixed-investment one.

The fixed-investment model depicts a situation in

which returns are sharply decreasing beyond some

investment level. In contrast, we now assume that

there are constant returns to scale in the investment

technology. An investment I ∈ [0,∞) yields income

RI, proportional to I, in the case of success, and 0

in the case of failure. The borrower’s private ben-

efit from misbehaving is also taken to be propor-

tional to investment. As before, the borrower has a

choice between behaving, in which case she derives

no private benefit and the probability of success is

pH, and misbehaving, that is, enjoying private ben-

efit BI, and reducing the probability of success to

pL = pH −∆p < pH. (One can also analyze the inter-

mediate case of a continuous investment with gen-

eral decreasing returns to scale (see Exercise 3.5).)

The borrower initially has cash A, and must there-

fore borrow I−A to finance a project of size I. A loan

agreement specifies that the lenders (who as before

are assumed to make no profit) and the borrower re-

ceive 0 each in the case of failure, and Rl and Rb, re-

spectively, in the case of success, where Rl+Rb = RI.
As in Section 3.2, we assume that investment has

positive NPV (net present value), here per unit of in-

vestment, if the borrower behaves,

pHR > 1, (3.7)

but negative NPV otherwise,

1 > pLR + B, (3.8)

so that unless one can control the agency problem

the investment cannot be funded. We also make an

assumption that guarantees that the equilibrium in-

vestment is finite:

pHR < 1+ pHB
∆p

. (3.9)

Like inequality (3.5) in Section 3.2, inequality

(3.9) has a simple interpretation: the expected net

revenue per unit of investment, pHR − 1, is lower

than the per-unit agency cost, pHB/∆p.

Finally, we keep assuming that the capital market

is competitive. The analysis is very similar when the

borrower faces a lender with market power, except

that the resulting investment scale is smaller (see

Exercise 3.13).

3.4.2 The Lenders’ Credit Analysis

Following the steps of Section 3.2, the incentive com-

patibility and the breakeven conditions are

(∆p)Rb � BI (ICb)

and

pH(RI − Rb) � I −A. (IRl)

In equilibrium, competitive lenders make no profit

on the contract that is most advantageous for the

borrower; the borrower’s net utility is therefore

equal to the social surplus brought about by the

investment:

Ub = (pHR − 1)I. (3.10)

From (3.10) it is optimal for the borrower to invest

as much as possible. The upper bound on invest-

ment and in turn her borrowing capacity (“outside fi-

nancing capacity” or “debt capacity”) are determined

by constraints (ICb) and (IRl). Substituting (ICb) into

(IRl), we obtain

I � kA, (3.11)

where

k = 1
1− pH(R − B/∆p)

> 1. (3.12)

The denominator of k is positive from (3.9).

Furthermore, conditions (3.7) and (3.8) imply that

(∆p)R > B, and therefore that the denominator of

k is smaller than 1. This is important: the fact that

k > 1 shows that the borrower can lever her wealth,

k being the multiplier.

The multiplier is smaller, the higher the private

benefit (B) and the lower the likelihood ratio (∆p/pH,

fixing pH and thus the profitability of the invest-

ment), which are our two measures of the agency

cost.

Conditions (3.7) and (3.10) furthermore imply that

it is optimal for the borrower to invest k times her

cash A, that is, to borrow d = (k−1) times her level

of cash, where

d = pH(R − B/∆p)
1− pH(R − B/∆p)

. (3.13)
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The maximum loan, dA, is called “borrowing

capacity.”30

Another important concept (which will be used,

for example, in computing the value of retained earn-

ings in a dynamic context) is the shadow value v of

equity (here cash). The entrepreneur derives gross

utility v > 1 from one more unit of equity. Letting

Ug
b ≡ A+Ub denote the borrower’s gross utility, and

using (3.10) and (3.11), we have

Ug
b ≡ vA, (3.14)

where the shadow value of equity is

v = pHB/∆p
1− pH(R − B/∆p)

> 1. (3.15)

As one would expect (in the relevant range defined

by (3.7)–(3.9)), the borrowing capacity increases with

per-unit income R and decreases with the extent of

the moral-hazard problem (measured by the bor-

rower’s private benefit or the inverse of the likeli-

hood ratio). The shadow value of equity increases

with per-unit income R and also with the extent of

the moral-hazard problem.31

Finally, let us introduce some notation that will be

used repeatedly throughout the book. Let

ρ1 ≡ pHR

denote the expected payoff per unit of investment

and

ρ0 ≡ pH

(

R − B
∆p

)

denote the expected pledgeable income per unit

of investment. Assumptions (3.7) and (3.9) can be

rewritten as

ρ1 > 1 > ρ0.

The equity multiplier is then

k = 1
1− ρ0

, (3.11′)

the debt capacity per unit of net worth

d = ρ0

1− ρ0
, (3.12′)

30. Note also that the “gearing ratio” g = d/k = pHR − pHB/∆p is
less than 1, and that the debt-over-inside-equity ratio is equal to d.

31. The shadow value is here constant with wealthA. With a decreas-
ing-returns-to-scale technology, v depends on wealth and v′(A) < 0:
the marginal wealth enables less and less profitable marginal invest-
ments as wealth increases (see Exercise 3.5).

and the borrower’s gross utility

Ug
b = vA =

ρ1 − ρ0

1− ρ0
A. (3.14′)

The borrower’s net utility can then be written as

Un
b = Ub = Ug

b −A =
ρ1 − 1
1− ρ0

A = (ρ1 − 1)I,

as one could have expected.

Remark (factors that keep the investment bounded).

Condition (3.9) (the condition that the pledgeable

income per unit of investment is smaller than 1)

was needed in order to keep the investment finite

in this constant return to scale environment. Such

a condition is no longer needed if the price of out-

put and therefore the revenue in the case of suc-

cess is not fixed but rather depends on, say, indus-

try investment. An increase in per-firm investment

then lowers the market price, reducing both value

and pledgeable income (see Exercise 3.17 for more

detail).

Remark (sensitivity of investment to cash flow). Let

us briefly return to the sensitivity of investment to

cash flow. In the variable-investment model,

∂
∂ρ0

(

∂I
∂A

)

= 1
(1− ρ0)2

> 0,

and so firms with a low agency cost, which are there-

fore less financially constrained, exhibit a higher

sensitivity. Intuitively, such firms have a high mul-

tiplier and their investment is therefore more sensi-

tive to available cash.

3.4.3 Collateral Values: Outside Debt and
the Maximal Incentives Principle

We now return to the indeterminacy of the financial

structure (debt or equity) discussed earlier. It turns

out that this indeterminacy was an artefact of the

absence of profit in the case of failure.32

Thus, assume that, for investment size I, the profit

is RSI in the case of success and RFI in the case of

failure, where RF is now positive. RFI can be thought

of as the salvage value of assets and

RI ≡ (RS − RF)I

32. The clearest illustration of this point is for the variable-invest-
ment model, which is why we treat this here. The same point can be
made in a slightly different form (as some indeterminacy may remain)
in the fixed-investment version (see Exercise 3.18).
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as the increase in profit brought about by success.

One would expect RF to be larger when secondary

asset markets are liquid.33

The model is otherwise the same as in the rest

of Section 3.4: the private benefit (BI in the case

of misbehavior, 0 otherwise) is also proportional to

investment.

The generalization of the condition that the NPV

per unit of investment is positive while the pledge-

able income per unit of investment is negative

(pHR > 1 > pH(R − B/∆p)) is

pHR + RF > 1 > pH

(

R − B
∆p

)

+ RF.

A contract specifies an investment level I and a

sharing rule, or equivalently a reward for the entre-

preneur for each performance level: {RS
b, R

F
b}, with

RS
b, R

F
b � 0 due to limited liability.

The optimal contract maximizes the entrepre-

neur’s expected compensation,

Ub = max
{RS

b,R
F
b,I}
{pHRS

b + (1− pH)RF
b −A},

subject to two constraints (that will turn out to be

binding at the optimum): the entrepreneur’s incen-

tive constraint,

(∆p)(RS
b − RF

b) � BI,

and the investors’ breakeven constraint,

pH(RSI − RS
b)+ (1− pH)(RFI − RF

b) � I −A.
To show that the investors’ breakeven constraint

is binding, note that, if it were not, then the entrepre-

neur could increase RS
b and RF

b by an equal and small

amount without affecting the incentive compatibil-

ity constraint. This uniform increase in compensa-

tion would raise the entrepreneur’s payoff. As is

now familiar, we conclude that the investors receive

no surplus, and so (by substituting the breakeven

constraint into the objective function) the entrepre-

neur’s utility is equal to the NPV:

Ub = (pHR + RF − 1)I.

Because the NPV per unit of investment is positive,

the entrepreneur therefore chooses the highest pos-

sible investment.

33. Several chapters in this book (primarily Chapter 14) will inves-
tigate the determinants of asset prices in secondary markets.

Next, note that the incentive constraint is binding

(otherwise, the optimal investment would be infinite,

which would violate the two constraints combined).

Lastly, suppose that RF
b > 0 at the optimum. And

consider a small increase δRS
b > 0 in managerial

compensation in the case of success together with

a small decrease δRF
b < 0 in the case of failure that

keeps the investors’ profitability constant:

pHδRS
b + (1− pH)δRF

b = 0.

This small change (which is feasible only if RF
b > 0)

also keeps the objective function constant. But the

incentive constraint is now slack, a contradiction. We

thus conclude that at the optimum

RF
b = 0.

Hence, an all-equity firm cannot be optimal: in the

absence of debt, the entrepreneur would receive RFI
times her share of stocks in the firm, and therefore

would be rewarded even in the case of failure. By

contrast, investors’ holding debt D � RFI is an op-

timal financial structure. Using the fact that the two

constraints are binding, the borrowing capacity is

given by

RFI + pH

(

R − B
∆p

)

I = I −A

or

I = A
1− [pH(R − B/∆p)+ RF]

. (3.16)

Predictions. The variable-investment model of this

section is, of course, much too simplistic to provide

even a stylized account of capital structure and in-

vestment. It, however, delivers three interesting pre-

liminary insights.

• Firms with lower agency costs borrow more. As

in Section 3.2.2, the firm’s outside financing capac-

ity is higher, the lower the agency cost as measured

either by the private benefit B or by (the inverse of)

the likelihood ratio ∆p/pH (keeping pH and there-

fore profitability constant).

• The investors’ holding safe debt plus some equity

maximizes the entrepreneur’s stake in the project and

thereby her incentives. (We will investigate the gen-

erality of this insight in Section 3.5.)

Decomposing the investors’ claim into safe debt

(which repays RFI) and risky equity (which repays in
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expectation pH[R − B/∆p]I), the leverage ratios,

debt
total equity

= RFI
pHRI

= RF

pHR
and

debt
outside equity

= RFI
pH(R − B/∆p)I

= RF

pH(R − B/∆p)
,

are both constant in this simple-minded model.

• Credit rationing is more binding for firms with

less tangible assets or assets that have a lower value

in liquidation (there is indeed substantial evidence in

this direction: see Chapter 2). To see this, let us de-

crease the value of tangible assets while keeping the

NPV per unit of investment constant: that is, keep-

ing other parameters constant, let us consider a de-

crease fromRF to R̂F (R̂F < RF) of the per-unit salvage

value and an increase from pH to pH + τ (τ > 0) of

the probability of success such that

R̂F + (pH + τ)R = RF + pHR.

In order to keep the agency problem invariant (so

as not to interfere with the first prediction), let us

assume that the probability of success in the case

of misbehavior becomes pL + τ . The borrower’s in-

centive compatibility constraint is then unchanged

as

[(pH + τ)− (pL + τ)](RS
b − RF

b) = (∆p)(RS
b − RF

b).

The analysis is unchanged and the new investment

becomes

Î = A
1− [(pH + τ)(R − B/∆p)+ R̂F]

< I.

Thus, ceteris paribus, tangible assets facilitate

financing.34

3.4.4 Going Forward

This chapter offered a first glance at the basic con-

flict between value and pledgeable income. When

pressed to produce returns to attract investors, bor-

rowers first offer them a large debt repayment or

a higher share of profits (Section 3.2). This policy

is, however, limited by entrepreneurial moral hazard

and must be supplemented by costly “concessions.”

34. Rather than increase the probability of success, we could have
increased the payoff R in the case of success. Then investment would
have been invariant (see equation (3.16)). As increases in the value
of the risky component are in general associated with both types
of changes, the conclusion that tangible assets facilitate financing is
robust.

Technically, with competitive investors, the total

value (NPV) goes to the entrepreneur, who aims at

maximizing this value subject to the constraint that

the pledgeable income be sufficient to enable the

investors to recoup their investments. The result-

ing policy (charter, covenants, governance structure,

etc.) therefore sacrifices value to generate enough

pledgeable income if the breakeven constraint con-

dition is binding.

The variable-investment model of Section 3.4

pointed at such an elementary concession: a lim-

ited investment size. Indeed, with constant returns

to scale, it would be optimal for the firm to grow

without bounds, but pleasing investors requires a

limited size (all the more so, as we have seen, as

the agency problem is important and as assets are

intangible). The rest of the book will provide further

illustrations of the idea that entrepreneurs must

sometimes “bend over backwards” in order to at-

tract investors: costly collateral pledging, restricted

exit options, short maturity structures, enlisting of

active and speculative monitors, allocations of con-

trol rights to equityholders and debtholders, limits

on takeover defenses, and so forth.

Supplementary Sections

3.5 Related Models of Credit Rationing:
Inside Equity and Outside Debt

This supplementary section reviews three classic,

alternative models of credit rationing. These models

are a bit more complex than the basic credit ration-

ing model developed in this chapter and this supple-

mentary section is accordingly more technical than

the text. They are not relegated to the supplementary

section because they are deemed “less important.”

Rather, the reader should recall from the introduc-

tion that we want to conduct controlled experiments

throughout the book. Using the same simple and

tractable model throughout allows us to concentrate

on the key insights of the theory without getting

bogged down by extraneous modeling changes. This

is the motivation for setting these models aside.

It should furthermore be borne in mind that these
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Not verifiable: cash
register model

• •

Verifiability
of income

• •
VerifiableSemiverifiable: costly

state verification model
Verifiable but manipulable
(see Chapter 7)

Figure 3.3

models yield pretty much the same insights as our

basic model. While this supplementary section can

be skipped without adverse consequences for the

comprehension of the rest of the book, students

intending to specialize in corporate finance should

thoroughly learn these alternative models.

Two assumptions are shared by the three models

reviewed in the supplementary section and by the

moral-hazard model developed in the text.

(a) The entrepreneur can divert some of the in-

come.35 Hence, only part of the project’s income

can be pledged to investors, and so positive-NPV

projects may not be financed.

(b) Investors are passive. Their claim is thus defined

as a “leftover” once the entrepreneur’s optimal

incentive scheme is derived.

The point of departure between the models is the

form of diversion that is presumed. The scope for

diversion is determined by what is presumed with

regard to the verifiability of income. This chapter

has adopted a polar assumption, namely, that of

a fully verifiable income. Figure 3.3 presents some

alternative assumptions.

In the other polar case, the entrepreneur can di-

vert money as she wants. One may then wonder

why the entrepreneur would ever repay her loans

and therefore why lenders would bring in money

in the first place. For example, in the two-outcome

model, the entrepreneur can appropriate R in the

case of success and pretend that the project has

failed, thus repaying nothing to the lenders. Antici-

pating this “strategic default,” the lenders would not

want to invest. Repayment must then be motivated

by some other consideration. The lenders’ foreclos-

ing on the entrepreneur’s assets (held as hostages) is

35. The moral-hazard model can be viewed as one in which the
entrepreneur can divert money. Namely, the diversion activity involves
a deadweight loss equal to (∆p)Rl−[B−(∆p)Rb] = (∆p)R−B, that is,
the difference between the money lost by investors and the (monetary
equivalent of the) net gain for the borrower when she misbehaves.

an important but obvious example. A perhaps more

interesting motivation for repayment in the context

of unverifiable income, and a motivation that has

been emphasized in the literature, is the threat that

the entrepreneur’s future projects not be financed.

In between these two polar cases lies the influen-

tial costly state verification (CSV) model, in which

the borrower cannot steal money from the firm (un-

like in the nonverifiable income model), but only a

costly audit reveals the firm’s income to the lenders.

To economize on audits, the lenders and the bor-

rower can agree to let the borrower report on the

realized income. However, the lenders cannot just

trust the borrower to report truthfully and must at

least occasionally engage in the costly auditing pro-

cess in order to verify that the borrower does not

underreport income.

Lastly, one can maintain the assumption that the

firm’s income is verifiable (there is a reliable account-

ing structure), so that the firm’s accounts truthfully

reflect its cash position. However, the significance of

this cash position is unclear if the entrepreneur can

manipulate income, for example, by shifting income

across accounting periods.

Little attention has been devoted to assessing the

empirical relevance of the various assumptions on

the verifiability of firm income. This is all the more

unfortunate since, as we have seen, a wide range

of hypotheses have been entertained. The nonveri-

fiability of income is perhaps most plausible for a

small enterprise. For example, a farmer or a shop-

keeper who can arrange sales that are not recorded

by invoices can divert money. They then literally

steal money from the firm. Most firms, however, have

proper accounts and it may then be difficult for in-

siders to steal from the cash register. On the other

hand, lenders may not know exactly how much there

is in the firm. While the firm’s cash and investments

in marketable assets are readily verifiable, the value
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of the firm’s other (tangible or intangible) assets in

general is revealed to outsiders only after a costly

audit. It has been argued in the literature that this

audit ought to be interpreted as a bankruptcy pro-

cess. Lastly, another useful paradigm is that of ver-

ifiable but manipulable income, reviewed in Chap-

ter 7; while it seems very relevant for many firms, it

has unfortunately been studied much less than the

other three paradigms and little yet is known about

its properties.

As we shall see, a key result that is common to

all three models reviewed in the supplementary sec-

tion is that they all structure the entrepreneur’s in-

centive problem so that her claim optimally takes

the form of an equity claim and the lenders’ that of

a fixed payment. In other words, these models pre-

dict a combination of inside equity and outside (risky)

debt.

From principal–agent theory, we know that the

agent’s optimal incentive scheme in general does

not take the form of “inside equity.” Therefore, a

fair amount of structure must be imposed on the

agency relationship in order to generate a stan-

dard debt contract for the lenders. Consequently,

the theories described below are often criticized

for their lack of robustness; it is also pointed out

that they do not account for the diversity of capital

structures that characterize modern corporations,

and that even small firms sometimes admit outside

equity (for example, venture capital). Such criticisms

are well-taken, but, left unqualified, they miss the

point of these modeling exercises; for, the purpose

of such exercises is not to show that the standard

debt contract should be the unique outside claim in

a wide range of circumstances, but rather to identify

forces that make standard debt an appealing instru-

ment, leaving the relaxation of the assumptions and

the derivation of more realistic corporate financing

modes to further modeling effort.

3.6 Verifiable Income

For continuity of exposition, we start with the least

departure from the model in the text. The first ap-

proach to standard debt contracts employs the ver-

ifiable income paradigm and draws on the logic of

maximal insider incentives. Namely, a standard debt

contract for outsiders makes the borrower residual

claimant for the marginal income above the debt re-

payment level and, under some conditions, provides

the entrepreneur with maximal incentives to exert

effort.

Two remarks are in order here. First, residual

claimancy exposes the borrower with substantial

risk, and so borrower risk neutrality must be as-

sumed in order not to introduce a tradeoff be-

tween incentives and insurance.36 Second, a stan-

dard result in incentive theory is that full incentives

are provided when the agent receives at the margin

one dollar whenever profit increases by one dollar,

that is, when the agent pays a fixed amount to the

principal and is “residual claimant” for the remain-

ing profit. This is not quite so under a debt con-

tract; under a standard debt contract, the borrower

is residual claimant for income only when income

exceeds the repayment level; she receives nothing at

the margin as long as income lies below the repay-

ment level. This is why we added the qualifier “under

some conditions.”

Innes (1990) analyzes the verifiable income model

for a continuum of effort levels, and, more interest-

ingly, for a continuum of outcomes. The firm’s in-

come R is now a random variable distributed over an

interval [0, R̄] according to the distribution p(R | e),
where e � 0 is the entrepreneur’s effort level. The

borrower’s disutility of effort function g(e) satisfies

the standard assumptions:

g′ > 0, g′′ > 0,

g(0) = 0, g′(0) = 0, g′(∞) = ∞.

In particular, this cost function is convex and the as-

sumptions on its derivative guarantee that the bor-

rower’s optimal effort is strictly positive and finite.

We assume that a higher effort raises income in

the sense of the monotone (log) likelihood ratio

property (MLRP):

∂
∂R

[

∂p(R | e)/∂e
p(R | e)

]

> 0.

36. As is well-known, lenders in general should bear some of the
risk faced by a risk-averse agent. See, for example, Mirrlees (1975),
Holmström (1979), and Shavell (1979) for general considerations on
the principal–agent model, and Lacker (1991) for an application to
financing.
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This condition says that a higher income “signals”

a higher effort (see, for example, Holmström (1979)

and Milgrom (1981) for more details on MLRP).

We maintain the assumptions of verifiable in-

come, limited liability for the borrower and risk

neutrality on both sides, and that the lenders de-

mand a rate of return equal to 0. Let w(R) denote

the borrower’s reward when the realized income is

R. Let us make the following assumption.

Assumption (monotonic reimbursement):

R −w(R) is nondecreasing for all R. (M)

Innes motivates this assumption by the possibility

that the borrower secretly adds cash into the firm’s

accounts. Suppose that R1 < R2, but R1 −w(R1) >
R2−w(R2). Then when the realized income is R1, the

borrower could borrow (R2 −R1) from a third party

and increase her reward byw(R2)−w(R1) > R2−R1;

and so the borrower could repay the third party and

make a surplus from the transaction. The reimburse-

ment would then be the same, namely, R2 −w(R2),
for both realizations of income and would thus be

nondecreasing.

Let us now consider the problem of maximizing

the borrower’s utility (i.e., the NPV under a competi-

tive capital market) subject to the incentive compati-

bility constraint (as depicted by the borrower’s first-

order condition with respect to her effort choice), the

lenders’ breakeven condition and the monotonicity

constraint.

Program I:

max
{w(·),e}

{∫ R̄

0
w(R)p(R | e)dR − g(e)

}

s.t.
∫ R̄

0
w(R)

∂p(R | e)
∂e

dR = g′(e), (ICb)

∫ R̄

0
[R −w(R)]p(R | e)dR = I −A, (IRl)

R −w(R) is nondecreasing for all R. (M)

As is usual in principal–agent models, most of the

interesting insights are derived from the maximiza-

tion with respect to the managerial compensation

schedule w(·). Letting µ and λ denote the (nonneg-

ative) multipliers of the constraints (ICb) and (IRl),

and ignoring in a first step the monotonicity con-

straint, the Lagrangian of Program I is

L =
∫ R̄

0
w(R)

[

1+ µ ∂p(R | e)/∂e
p(R | e) − λ

]

p(R | e)dR

− g(e)− µg′(e)+ λ
[∫ R̄

0
Rp(R | e)dR − I +A

]

.

It is therefore linear in w(R) for all R (this is, of

course, due to risk neutrality).

Let us begin with a thought experiment and im-

pose the extra constraint that lenders have limited

liability,w(R) � R for all R. This assumption, which

we will later dispense with, is less natural than

borrower’s limited liability since investors could

at the contracting date put assets (e.g., Treasury

bonds) into escrow and therefore credibly commit

to pay rewards exceeding the firm’s income. Under

this lenders-limited-liability assumption, the solu-

tion would be

w(R) =

⎧

⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎩

R if 1+ µ ∂p(R | e)/∂e
p(R | e) > λ,

0 if 1+ µ ∂p(R | e)/∂e
p(R | e) < λ.

Assume that the shadow price µ of the incentive con-

straint is strictly positive.37 Then, MLRP implies that

there exists a threshold level of income R∗ such that

w(R) =
⎧

⎨

⎩

R if R > R∗,

0 if R < R∗.

The borrower’s reward and the reimbursement are

depicted in Figure 3.4.38

The solution thus generalizes the maximal insider

incentive principle: the borrower receives nothing

for R < R∗ and the firm’s entire income for R >
R∗.39 Note, though, that the reimbursement pattern

is unfamiliar in that the lenders’ claim is valueless

in good states of nature.

After this thought experiment, let us come back

to Program I. We leave it to the reader to check

37. If the incentive constraint is not binding, the optimal effort in
Program I is then the first-best effort, given by

g′(e) =
∫ R̄

0
R
∂p(R | e)

∂e
dR.

38. If rewards in excess of income were allowed, the solution would
be degenerate with w(R) = 0 for R < R̄ and a spike at R̄ (or with a
discrete number of outcomes, a reward only when the income is the
highest possible one).

39. Such contracts are called “live or die” contracts in the literature.
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that adding the monotonic reimbursement con-

straint to Program I40 yields the solution depicted

in Figure 3.5.

Intuitively, the optimal reimbursement scheme

subject to the monotonicity constraint (depicted in

Figure 3.5(b)) approximates as closely as possible

the optimal reimbursement scheme (depicted in Fig-

ure 3.4(b)) in the absence of this constraint. Note also

that under the monotonicity constraint the assump-

tion of limited liability on the lenders’ side no longer

bites: the borrower receives nothing for low incomes,

and since the reward cannot grow faster than the

firm’s income from the monotonicity constraint, the

reward can never exceed the firm’s income. The as-

sumption of limited liability on the lenders’ side thus

need not be made if monotonicity of reimbursement

is imposed.

The Innes derivation of a standard debt contract

relies on strong assumptions (risk neutrality, mono-

tonic reimbursement), but it illustrates nicely the

40. Monotonicity implies that the function R → R − w(R) is dif-
ferentiable almost everywhere, and so (d/dR)[R −w(R)] � 0 almost
everywhere. It also implies that the reimbursement schedule has no
downward jump (unlike that depicted in Figure 3.4(b)).
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fact that debt contracts have good incentives proper-

ties, provided that the borrower’s discretion consists

in raising or decreasing income. Leaving aside bor-

rower risk aversion, to which we turn next, there are,

however, several caveats. First, a debt contract is less

appropriate when the borrower’s discretion also in-

volves a choice of riskiness, a case which we will dis-

cuss in Chapter 7. Second, a debt contract may not be

optimal if the borrower learns information after the

contract is signed and before the borrower chooses

her effort: a debt contract offers poor incentives to

work in bad states of nature, as shown by Chiesa

(1992). (Chiesa’s point also applies to the other mod-

els reviewed in this supplementary section.)

Risk aversion. We have assumed that the entre-

preneur and the lenders are both risk neutral. Does

the debt optimality result carry over to, say, entre-

preneurial risk aversion?41 When the entrepreneur is

risk averse, the optimal contract must, besides sat-

isfying the lenders’ breakeven constraint, aim at two

targets: effort inducement and insurance.

41. Some of the results reviewed next carry over to investor risk
aversion as well. See the papers cited below.
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Loan agreement.
Investment I is sunk.

• • • •
Entrepreneur chooses
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Investors
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Entrepreneur and investors
renegotiate initial contract
(to their mutual advantage).

Profit R realized
and shared between
the two parties.

•

Figure 3.6

As is well-known (see, for example, Holmström

1979), these two goals are, in general, in conflict. In-

suring the entrepreneur against variations in profit

makes her unaccountable, and results in a low level

of effort.

The literature, though, has identified a case in

which there is no conflict between the two targets.

Namely, this literature assumes that the investors

observe the entrepreneur’s effort before the profit is

realized and that renegotiation then takes place.42

The investors’ observing the entrepreneur’s effort

turns out to substantially improve what incentive

schemes can achieve.43

Hermalin and Katz (1991). Let us begin with the

work of Hermalin and Katz. Assume, for simplicity,

that investors are risk neutral, while the entrepre-

neur is risk averse, with a separable utility function:

Ub =
∫ R̄

0
u(w(R))p(R | e)dR − g(e),

where u is increasing and concave.

42. “Renegotiation” means that both parties agree to alter the ini-
tial contract to their mutual advantage; the initial contract is perfectly
enforceable if any party wants it to be enforced.

43. Two points here for the more technically inclined reader.
First, the original as well as general result in this line of research is

due to Maskin (1977). He shows that, under very weak assumptions, the
prospect of sharing information about the noncontractible dimensions
(here effort) enables parties to achieve what they could have achieved
if this shared information were also received by an impartial judge.
In a nutshell, courts do not need to observe what the parties observe.
It suffices that the parties be given proper incentives to reveal what
they know, in a sort of “adversarial hearing.” The contribution of the
papers to be discussed shortly is, among other things, to link Maskin’s
so-called “Nash implementation” literature with the principal–agent
model with renegotiation, and to derive some concrete implications
relative to debt contracts.

Second, it is crucial that the parties observe effort and renegoti-
ate before the profit is realized. In particular, if the entrepreneur’s
utility function is separable in effort and reward (as we will assume
here), then effort no longer affects the entrepreneur’s von Neumann–
Morgenstern utility function once profit is realized, and so the level of
effort can no longer be elicited through a Maskin adversarial hearing
scheme.

For further discussion of these and related issues, see, for example,
Hart and Moore (1999), Maskin and Tirole (1999), and Tirole (1999).

Unlike Innes, Hermalin and Katz do not need to

assume that the likelihood ratio is monotone or that

the investors’ payoff is monotonic in profit. But they

make the following two assumptions.

Assumption (entrepreneur’s unlimited liability):

w(R) ≷ 0 for all R.

Assumption (entrepreneur-offer renegotiation). At

the renegotiation stage (see Figure 3.6), the entre-

preneur makes a take-it-or-leave-it contract offer

(w̃(·)). If the investors (who at that point have ob-

served effort) accept, the new contract is in force.

Otherwise, the initial contract (w(·)) still prevails.44

It is simple to see that the first-best outcome can

then be implemented through a debt contract.45

The first-best outcome refers to the hypothetical

situation in which effort would be observed, and so

there is no incentive compatibility constraint.

Program II:

max
{w(·),e}

{∫ R̄

0
u(w(R))p(R | e)dR − g(e)

}

s.t.
∫ R̄

0
[R −w(R)]p(R | e)dR = I −A. (IRl)

The solution to this program yields full insurance

(all the risk is borne by risk-neutral investors, none

by the risk-averse entrepreneur),

w(R) = w∗ = E(R | e∗)+A− I for all R,

44. See Edlin and Hermalin (2000, 2001) for extensions of the Her-
malin and Katz analysis to situations with shared bargaining power.

45. Again, for the more technically inclined reader, note that we did
not allow for a more general message space. We look at a particular
form of initial contract (a wage schedule) that does not involve general
messages from both parties, as more general contracts would call for.
Here the ex post messages are created by the renegotiation process: the
offer of a new wage schedule by the entrepreneur, and the acceptance
or refusal decision of the investors. This is, of course, inconsequen-
tial: because the optimal allocation is attained, more general contracts
could not do better.
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where E(R | e) =
∫ R̄
0 Rp(R | e)dR is the expected

profit, and a first-best effort level e∗ given by

e maximizes {u(w∗)− g(e)}
s.t. E(R | e)−w∗ = I −A,

or, equivalently,

e∗ maximizes {u(E(R | e)+A− I)− g(e)}.

Now consider the case in which effort is not verifi-

able by a court, but is observed by the investors be-

fore the profit accrues. At the renegotiation stage,

for an arbitrary effort e chosen by the entrepre-

neur, the entrepreneur will offer a contract w̃(·) =
{w(R)}R∈[0,R̄] so as to solve the following program.

Program III:

max
{w̃(·)}

{∫ R̄

0
u(w̃(R))p(R | e)dR − g(e)

}

s.t.
∫ R̄

0
[R − w̃(R)]p(R | e)dR � V̂ (e),

where

V̂ (e) ≡ E(R | e)−
∫ R̄

0
w(R)p(R | e)dR

is the investors’ expected income under the initial

contract.

Note that Program III coincides with Program II

provided that

V̂ (e) = I −A.
It therefore suffices to find an initial contract such

that, regardless of the effort choice, the investors’

expected income is equal to I − A. This is achieved

by a riskless debt contract in which the entrepreneur

must reimburse

D ≡ I −A.
(The risk-free character of this form of debt is due

to the entrepreneur’s unlimited liability. With lim-

ited liability, a debt contract is risky for the lender:

it pays only R whenever R < D. And so a low effort

reduces the investors’ status quo utility V̂ (e) in the

renegotiation process.)

We thus derive Hermalin and Katz’s result: the

incentive and insurance problems separate. A debt

contract makes the entrepreneur residual claimant

(i.e., eliminates any externality of effort choice on

the investors’ welfare), and therefore provides her

with optimal incentives. The debt contract is, how-

ever, very risky for the borrower; but renegotiation

shifts the entire risk to the risk-neutral investors.46

Remark (varying the bargaining power in renegotia-

tion). That a debt contract cum renegotiation results

in the first-best outcome does not generalize to ar-

bitrary renegotiation processes. Suppose, for exam-

ple, that the investors, rather than the entrepreneur,

make a take-it-or-leave-it renegotiation offer. The

entrepreneur’s reservation value in renegotiation is

Û(e) =
∫ R̄

0
u(R −D)p(R | e)dR − g(e).

Because the entrepreneur obtains no surplus from

the renegotiation, she chooses effort so as to maxi-

mize Û(e), rather than [u(E(R | e)− I +A)− g(e)].
On the other hand, renegotiation still results in full

insurance for the entrepreneur.

Dewatripont, Legros, and Matthews (2003). In a

sense Dewatripont et al. combine the models of

Innes and Hermalin and Katz. Like the latter, they al-

low risk aversion and confer upon renegotiation the

task of creating efficient risk sharing (full insurance

if the investors are risk neutral). But they share with

Innes the presumption that the entrepreneur does

not have unlimited liability and so a debt contract

does not insulate investors against risk and there-

fore against externalities induced by the entrepre-

neur’s effort choice.

Dewatripont et al. make the following assump-

tions (the first three are borrowed from Innes and

46. It is crucial that the investors observe the effort. Were the in-
vestors not to observe effort, then renegotiation would potentially take
place under asymmetric information about the effort choice. Indeed,
equilibrium behavior results in an asymmetry of information at the
renegotiation stage and in inefficient renegotiation. To see this, sup-
pose, for example, that the entrepreneur in equilibrium selects the
efficient effort e∗ for certain. Then the investors agree to fully insure
the entrepreneur at wage equal to E(R | e∗)− V̂ (e∗). But full insur-
ance then induces the entrepreneur to select the lowest possible effort.
The equilibrium is then in mixed strategies (at least for the optimal
contract).

For more detail about contract renegotiation when the effort is
not observed by the investors, see Fudenberg and Tirole (1990), Ma
(1991, 1994), and Matthews (1995). Matthews (2001) analyzes this
asymmetric-information renegotiation under the limited liability and
monotonicity assumptions made here.

General results on contract design with renegotiation under symmet-
ric information can be found in Maskin and Moore (1999) and Segal
and Whinston (2002).
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the fourth from Hermalin and Katz):

(i) Entrepreneur’s limited liability.

(ii) Monotonicity of the investors’ claim.

(iii) Monotone likelihood ratio property.

(iv) Entrepreneurial risk aversion (let us assume for

simplicity that investors are risk neutral).

For these assumptions, a central result of their

paper47 is that under entrepreneur-offer renegoti-

ation (the entrepreneur makes a take-it-or-leave-it

offer at the renegotiation stage), the optimal contract

is again a debt contract.

Renegotiation clearly leads to full insurance.

Hence, we only need to worry about the equilib-

rium level of effort. The first point to note is that

there is always underprovision of effort: the entre-

preneur does not internalize the impact of her effort

on the investors’ pre-renegotiation (equal to post-

renegotiation) utility,

V̂ (e) =
∫ R̄

0
[R −w(R)]p(R | e)dR

≡
∫ R̄

0
Rl(R)p(R | e)dR.

Now

V̂ ′(e) =
∫ R̄

0

[

Rl(R)
pe(R | e)
p(R | e)

]

p(R | e)dR

= cov
(

Rl(R),
pe(R | e)
p(R | e)

)

,

using the well-known property of the likelihood ratio

that its mean is equal to 0.48 Because pe/p is in-

creasing and has mean 0, its covariance with a non-

decreasing function is positive, and so

V̂ ′(e) � 0.

47. Dewatripont et al. also show that there is no loss of generality in
considering contracts in which the investors exercise an option after
observing the entrepreneur’s effort (this, of course, does not imply that
only contracts in this class can implement the optimum. Indeed, the
renegotiated debt contract studied below involves post-effort “mes-
sages” from both parties and does not belong to this class. By con-
trast, convertible debt does). The intuition is that, by not allowing a
post-effort message by the entrepreneur, one minimizes the size of
the set of her possible deviations. By contrast, including a message
(an option since this is the only message) sent by the investors is im-
portant, because it keeps the entrepreneur on her toes.

48. Let P(·) denote the cumulative distribution of the density p(·):
∫ R̄

0

pe
p
p dR =

∫ R̄

0
pe dR = d

de
(P(R̄)− P(0))

= d
de
(1− 0) = 0.

Rl(R) for a debt contact

Likelihood ratio pe 
/p

R0 −

R
−0

+

−

Figure 3.7

Actually, as pe/p is strictly increasing and Rl(·)
cannot in general be constant without violating the

entrepreneur’s limited liability constraint,49

V ′(ê) > 0.

This means that at the margin, entrepreneurial ef-

fort exerts a strictly positive externality on the in-

vestors. Because the equilibrium effort is necessarily

privately optimal for the entrepreneur, the effort is

socially suboptimal.

In order to minimize the externality of the entre-

preneur’s effort choice on investors’ welfare (that is,

in order to make the entrepreneur as accountable as

possible), one must give as much income as possi-

ble to investors for low profit and as little as possible

for high profit, subject to Rl(·) being nondecreasing.

Simple computations show that this is obtained for a

debt contract. The intuition is provided in Figure 3.7.

That is, a debt contract maximizes entrepreneur-

ial incentives, although it in general results in ineffi-

ciently low effort relative to the first best. Hence, it

yields the preferred outcome, given that renegotia-

tion results in efficient risk sharing.

Like Hermalin and Katz’s, Dewatripont et al.’s

result relies on the entrepreneur’s having the full

bargaining power in the renegotiation process.

Dewatripont et al. show that the entrepreneur may

exert an effort above the first-best level under a debt

contract when the investors have bargaining power

49. The investors would receive a constant Rl = I − A; and so, if
I > A and the minimum profit is 0, the entrepreneur must have a
negative income for low profits.
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in the renegotiation process.50 Interestingly and re-

latedly, the investors may be made worse off by a

higher effort choice by the entrepreneur. While they

are made better off by such a choice in the absence of

renegotiation (from the monotonicity of their claim),

a higher effort also strengthens the entrepreneur’s

status quo point in the renegotiation, which may

hurt the investors if the latter have the bargaining

power.

3.7 Semiverifiable Income

This section reviews the costly state verification

(CSV) model of Townsend (1979), Diamond (1984),

and Gale and Hellwig (1985).51 While the earlier liter-

ature posited, rather than derived, specific financial

structures, Townsend’s contribution was the first to

obtain a financial structure from an optimization

problem, and therefore from primitive assumptions.

As we discussed earlier, the CSV model presumes

that diversion of income takes the form of hiding

income rather than enjoying a private benefit or re-

ducing one’s effort. The lenders can perfectly verify

income, but only by incurring an audit cost K.52 This

50. It is still the case that debt provides the greatest incentives. Debt
may induce the entrepreneur to work too hard in order to lower the
probability that the realized output is low.

On the other hand, the first best can often be achieved through a dif-
ferent type of contract in conformity with the general results of Maskin
(1977) in the absence of renegotiation, and of Maskin and Moore (1999)
and Segal and Whinston (2002) in the presence of renegotiation. The
limited liability, monotonicity, and no-third-party assumptions, how-
ever, put a limit on what can be achieved through elicitation schemes.
Dewatripont et al. show that either the first best is implementable, or,
if it is not, debt is an optimal contract.

51. See also Williamson (1986). As in the rest of this chapter, this
section presumes “universal risk neutrality.” In Townsend (1979), the
borrower may be risk averse. Two-sided risk aversion is studied in
Krasa and Villamil (1994) and Winton (1995).

Winton (1995) also introduces multiple investors by assuming that
(a) each investor can invest less than the total funding need (I − A)
and (b) investors conduct separate audits. One of his main results is
that an absolute-priority rule is optimal even with symmetric lenders,
in particular, because it avoids a complete duplication of verification
costs.

52. Diamond (1984) interprets K as a nonpecuniary penalty im-
posed on the borrower rather than as an audit cost. One possible inter-

cost is borne by the lenders, since the borrower (op-

timally) invests her net worth A in the project—as

in the moral-hazard, verifiable-income model—and

no longer has money to pay for the audit cost. Given

borrower’s net worth A and investment cost I, the

lenders must invest I − A in the project. This in-

vestment yields a random income R distributed on

[0,∞), say, according to density p(R). This income

is costlessly observed by the borrower. Note that we

do not introduce any moral-hazard conditioning the

distribution of R; for, the semiverifiability of income

already creates scope for diversion. The timing of the

CSV model is described in Figure 3.8.

The revelation principle53 states that, in design-

ing the loan agreement, there is no loss of generality

involved in focusing on contracts that require the

entrepreneur to report income, and, furthermore,

that the contract can be structured, again without

loss of generality, so that the entrepreneur has an

incentive to report the true realized income (R̂ = R).
A contract specifies for each report R̂ a probability

y(R̂) ∈ [0,1] of no audit, and nonnegative rewards

w0(R̂, R) and w1(R̂, R) in the absence and presence

of audit; note that the investors’ return Rl can de-

pend only on the report in the absence of audit:

w0(R̂, R) = R − Rl(R̂), and can be made contingent

on the true income as well when an audit takes place.

For an arbitrary contract, let

w(R) ≡ y(R)w0(R,R)+ (1−y(R))w1(R,R)

denote the borrower’s expected reward when real-

ized income is R.

A standard debt contract specifies a debt level D,

no audit if D is repaid, and an audit and no reward

pretation is that the debtor goes to jail if she does not repay her debt.
Lacker (1992) provides a different interpretation of the nonmonetary
cost. In his model, the optimal contract is a debt contract in which the
borrower transfers collateral which she values more than the lenders
(see Section 4.3) in the case of default. We will stick to the audit cost
interpretation for the purpose of the exposition.

53. See, for example, Fudenberg and Tirole (1991, Chapter 7) for a
presentation of the revelation principle and of mechanism design.
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if it is not. So, y(R) = 1 if R � D and y(R) = 0 if

R < D, and w(R) = max(R −D,0).
The optimal contract maximizes the borrower’s

expected income subject to the incentive constraint

that the borrower reports the truth and the break-

even constraint for the investors.

Program IV:

max
{y(·),w0(·),w1(·,·)}

{∫∞

0
w(R)p(R)dR

}

s.t.

w(R) = max
R̂
{y(R̂)w0(R̂, R)+ (1−y(R̂))w1(R̂, R)},

(ICb)
∫∞

0
[R −w(R)− [1−y(R)]K]p(R)dR � I −A.

(IRl)

Note that, since (IRl) will be binding at the optimum

and thus can be added to the objective function,

Program IV is equivalent to that of minimizing the

expected audit cost
[∫∞

0
[1−y(R)]p(R)dR

]

K

subject to (ICb) and (IRl).
The following assumption substantially simplifies

the analysis and, as we will see, underlies the opti-

mality of a standard debt contract.

Assumption (deterministic audit):

y(R) = 0 or 1 for all R.

The deterministic audit assumption divides the

set of feasible incomes into two regions R0 and R1

(such that R0 ∩ R1 = ∅ and R0 ∪ R1 = [0,∞)),
labeled respectively the no-audit and the audit re-

gions. The assumption further implies that the reim-

bursement, R −w(R), is constant over the no-audit

region; indeed, suppose that the reimbursement is

higher for R′ than for R, where R′ and R both be-

long to R0. For income R′, the borrower would be

better off pretending income is R and reimbursing

less. The lenders, who do not audit when reported

income is R, are then unable to detect misreporting.

So, the reimbursement, D say, is constant over R0.

And R0 ⊆ [D,∞). The same reasoning also implies

that the reimbursement for an R in R1 cannot ex-

ceedD: if it did, then R−w(R) > D and the borrower

would be better off reporting an income in R0.

Let us now show that for any contract satisfying

(ICb) and (IRl), there exists a standard debt contract

that does at least as well for the borrower. The proof

is in two steps. First, we show that for an arbitrary

contract, there exists a first debt contract that pays

out more to lenders at a smaller audit cost. Second,

we show that there exists a second debt contract for

which the lenders break even and which involves an

even smaller audit cost. These two steps imply that,

comparing the second debt contract to the initial

contract, both the audit cost and the lenders’ pay-

off are (weakly) smaller in the second debt contract

and therefore the borrower is (weakly) better off un-

der the second debt contract than under the initial

contract.

So consider an arbitrary contract (which is in-

centive compatible and individually rational for the

lenders). Let R0 and R1 denote the no-audit and

audit regions and let D denote the repayment in the

no-audit region. We know that R0 ⊆ [D,∞). Con-

struct a first debt contract, in which the repayment is

D as well. Its no-audit and audit regions are defined

by R∗
0 = [D,∞) and R∗

1 = [0,D). The borrower re-

ceives nothing in the latter, no-audit region. Because

R0 ⊆ R∗
0 , the expected audit cost is smaller under

this first debt contract. Let us next show that repay-

ment to lenders is (weakly) larger under the new debt

contract. For R ∈ R0, this repayment is the same,

namely, D. For R ∈ R1 ∩ R∗
0 , the repayment is at

most D under the initial contract and equal to D un-

der the new debt contract. For R ∈ R1 ∩ R∗
1 , the

lenders’ payoff is R−K under the new debt contract

and therefore cannot be larger under the initial con-

tract. This concludes the first step of the proof.

The second step is straightforward. Suppose that

the first debt contract leaves a strictly positive sur-

plus to the lenders (it cannot leave a negative sur-

plus from the first step of the proof and from the

fact that they at least break even under the initial

contract). Then, there exists D′ < D such that the

lenders’ expected net payoff

[1− P(D′)]D′ +
∫ D′

0
Rp(R)dR − P(D′)K − (I −A)

is equal to 0 (where P(·) denotes the cumulative

distribution corresponding to density p(·)). This

second debt contract, with nominal debt D′, in-

volves a lower audit cost than the first debt contract
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(P(D′)K < P(D)K) and leaves no surplus to the

lenders. It is therefore preferred by the borrower

to the initial contract. This concludes the proof of

Townsend’s classic result.

The state-contingent payoffs under a standard

debt contract with debt D are depicted in Figure 3.9.

Random audits. Townsend (1979) pointed out that

a debt contract is in general no longer optimal when

random audits (a standard feature of taxation and in-

surance institutions) are allowed. We refer the reader

to Mookherjee and P’ng (1989) for a general analysis

of random audits (see also Border and Sobel 1987).

We here content ourselves with an illustration of the

benefit of random audits for the two-outcome case.

Suppose that the project yieldsRS (in the case of suc-

cess) or RF (in the case of failure), where RS > RF > 0.

The pledgeable income is maximized, and the prob-

ability of an audit minimized, if the full income in

the case of failure goes to the lenders when the bor-

rower reports a failure and there turns out to be

no audit (this can be seen most clearly from condi-

tion (3.18) below). For a given debt level D such that

RF < D < RS, incentive compatibility is ensured by a

probability of no audit yF in the case of a report of

the low income, where

RS −D = yF(RS − RF). (3.17)

Thus, to the extent that the debt level is smaller than

the higher income, there is no need to audit with

probability 1. Since the optimal deterministic audit

would have yF = 0, we conclude that a random audit

economizes on audit costs.

If p denotes the probability of RS, then the break-

even condition for the lenders is

pD + (1− p)[RF − (1−yF)K] = I −A. (3.18)

Renegotiation. Gale and Hellwig (1989) observe

that, to the extent that audit is not a mechanical

exercise triggered by the report, the threat to audit

in the case of a small report may not be credible.

They conclude that the possibility of renegotiation

undoes the optimality of standard debt contracts

and reduces welfare.

The basic insight is that the audit’s raison d’être

is to induce truthful reporting and therefore that the

audit no longer serves a purpose once the borrower

has reported her income. The borrower and the lend-

ers are then tempted to renegotiate in order to econ-

omize on the audit cost if the contract specifies that

the firm is audited for the report made by the bor-

rower. However, the anticipation of the absence of

audit after renegotiation undermines the borrower’s

incentive to report truthfully.54

To obtain some intuition as to why renegotiation

is an issue, consider a standard debt contract with

debt level D and suppose that the borrower is ex-

pected to pay back D whenever R � D. Suppose

that the borrower says that she is not able to re-

pay D but offers to repay D−K. The lenders should

then be happy to forgo the audit and receive D − K
because they will never receive more if they audit.

On the other hand, such debt forgiveness cannot be

equilibrium behavior either, since the borrower then

has an incentive to ask for debt forgiveness even

when R > D. As this rather loose reasoning sug-

gests, the equilibrium analysis is complex and re-

quires a good knowledge of the theory of dynamic

54. Renegotiation is always welfare-reducing when the initial con-
tract is complete, as is the case in Townsend’s analysis. Renegotiation
only adds further constraints to the mechanism design.
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games with incomplete information. A full analysis

thus lies outside the scope of these notes.55

Interpretation of the CSV model. Although the

CSV model is elementary, its interpretation requires

some thinking through. An implicit assumption is

that the borrower can withdraw nothing from the

cash register before the audit, but can fully with-

draw the residual income after repayment if there

has been no audit. One interpretation of the model

is that the borrower can actually steal the income,

but cannot consume it and must refund it if an audit

takes place. An alternative interpretation is that the

entrepreneur can, over time, transform the hidden

income into (utility-equivalent) perks; the entrepre-

neur can enjoy these perks only if the firm is not

shut down. The audit decision is then interpreted as

a bankruptcy process, in which the lenders recoup

the value of the assets in the firm.56

3.8 Nonverifiable Income

Let us conclude this review of alternative models of

credit rationing with the polar case in which the bor-

rower’s income cannot be observed even through

an audit. That is, the borrower can consume this

income with complete impunity. As we observed,

the borrower’s incentive to repay can then only re-

sult from a threat of termination or nonfinancing of

future projects. Bolton and Scharfstein (1990) and

Hart and Moore (1989) (with Bolton and Scharfstein

55. Another relevant contribution is that of Krasa and Villamil
(2000). They assume, among other things, that the investors cannot
commit to spend the fixed inspection cost. The investors thus de-
cide whether to enforce the initial contract after observing the entre-
preneur’s payment. The key result is that enforcement must then be
deterministic and the optimal time-consistent contract is a simple debt
contract.

56. Chang (1993) builds a model of payout policy that is closely re-
lated to both the moral-hazard model in the text and the CSV model.
There are three dates rather than two. Investment and financing occur
at date 0. Some random income accrues at date 1, which is observed
solely by the manager. The manager selects an allocation of this in-
come between a payout to investor and a low-yield reinvestment (called
in the paper “over-consumption” or “on-the-job spending”). This re-
investment increases date-2 income, but by less than a date-1 dividend
of the same magnitude; in contrast it yields a private benefit at date 1.
It is then optimal to link compensation to the payout so as to avoid
excessive reinvestment. Chang derives conditions under which the op-
timal contract can be implemented through a debt contract, according
to which investors can seize control when the contractually specified
payment to investors is not made at date 1 and have then incentives
to pay an audit cost in order to measure the date-1 income.

(1996) and Gromb (1994) extending their analysis)

have constructed such models in which the borrower

repays under the threat of termination.

There are two dates. The date-1 investment I
yields income R1 with probability p and 0 with prob-

ability 1 − p (as for the CSV model, to which this

model is somewhat akin as we will see, there is no

need to introduce a dependence of p on entrepre-

neurial effort since the nonverifiability of income al-

lows for strategic nonrepayment and therefore for

moral hazard). At date 2, the initial investment, if

not terminated, yields expected income R2 to the

entrepreneur. Since date 2 is the last period in this

model, the entrepreneur repays nothing at date 2 (as

long as return 0 belongs to the support of the distri-

bution of the second-period income, which we will

assume). Thus we may as well treat R2 as if it were

a deterministic private benefit of continuation for

the entrepreneur. If the project is liquidated at the

end of date 1, the lenders receive liquidation value

L, 0 � L < I − A, the entrepreneur receives nothing

at date 2 (in some contributions, L is equivalently in-

terpreted not as the liquidation value, but rather as

the savings associated with not incurring a second-

period investment yielding R2). Assume L < R2, so

liquidation is inefficient. Lastly, we will assume for

expositional simplicity that there is no discounting

between dates 1 and 2.

Let us now look for an optimal contract, that is,

the contract that maximizes the borrower’s expected

payoff subject to incentive compatibility and to the

constraint that the investors break even. The entre-

preneur obviously repays nothing when the first-

period income is equal to 0. Let y0 ∈ [0,1] denote

the probability of continuation when there is no

repayment at date 1 (so 1 − y0 is the probability

of termination). Consider a contract that specifies

a repayment equal to D � R1 when the first-period

income is R1, together with a probability y1 of con-

tinuation if D is repaid.

The payment of D when the first-period income is

R1 must be incentive compatible, or

R1 −D +y1R2 � R1 +y0R2 ⇐⇒ (y1 −y0)R2 � D.

In words, the increase in the probability of termi-

nation due to nonrepayment must offset the loss in

income D for the entrepreneur.
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The optimal contract thus solves the following

program.

Program V:

max
{y0,y1,D�R1}

{p(R1 −D +y1R2)+ (1− p)(y0R2)}

s.t.

(y1 −y0)R2 � D, (ICb)

p[D + (1−y1)L]+ (1− p)(1−y0)L � I −A. (IRl)

To avoid considering multiple cases, let us assume

that R1 is “sufficiently large” so that the constraint

D � R1 is not binding. (We will later provide a con-

dition for this to be the case.) We first note that the

breakeven constraint (IRl) is binding. Otherwise, the

debt D could be lowered while keeping the two con-

straints satisfied (and (IRl) implies that D cannot be

equal to 0 since L < I −A).

Second, note that y1 = 1 (there is no liquidation

in the case of repayment); for, assume that 1 > y1 >
y0. Increase y1 by a small amount ε > 0, and raise

D by εL so as to keep (IRl) satisfied. Note that the

incentive constraint remains satisfied as R2 > L. The

borrower’s utility increases by p(R2 − L)ε > 0. In

words, liquidating in the case of repayment is bad

both for efficiency (liquidation is always inefficient)

and for incentives.

Third, the incentive constraint must be binding.

Note thaty0 must be lower than 1 in order for it to be

satisfied (there would never be a repayment if there

were no threat of liquidation in the case of nonrepay-

ment). If the incentive constraint is not binding, raise

y0 by a small ε > 0, and increase D by εL(1− p)/p,

so as to keep (IRl) satisfied. The borrower’s welfare

increases by

−p
[

εL(1− p)
p

]

+(1−p)εR2 = (1−p)(R2−L)ε > 0.

Using these results, we conclude that y1 = 1 and

D and y0 solve

(1−y0)R2 = D (3.19)

and

pD + (1− p)(1−y0)L = I −A. (3.20)

And so the probability of liquidation in the absence

of repayment is

1−y0 = I −A
pR2 + (1− p)L

. (3.21)

Following Bolton and Scharfstein and Hart and

Moore, we have thus formalized the idea that the

threat of termination provides incentives for repay-

ment when income is nonverifiable.

Some interesting comparative statics results

emerge from (3.21). Termination is less likely in the

case of nonrepayment if

• the value of continuing (R2) increases (the bor-

rower then has more to lose from being termi-

nated and the probability of termination can be

reduced),

• the liquidation value L increases (the lenders ob-

tain more money when liquidating and therefore

can liquidate less often and still recoup their in-

vestment),

• the probability p of first-period success in-

creases (the lenders are then repaid often), and

• the borrower’s net worth A increases.

Povel and Raith (2004) extend Bolton and Scharf-

stein’s model by allowing for a noncontractible

choice of investment level in the first period. In their

model, the date-1 revenue is continuous and takes

value θz(J) + [I − J], where θ is a random vari-

able, J � I is the actual investment secretly chosen

by the entrepreneur, z(J) the concave production

function, and I−J the noninvested funds (which are

not diverted). Because a debt contract maximizes the

entrepreneur’s incentive to take risk, the entrepre-

neur ends up investing all the funds that are made

available to her by the investors (J = I). And so debt

remains the optimal contract.57

Relationship to the CSV model. This model is close-

ly related to the CSV model. In both cases lenders

cannot be repaid (at least if the lowest possible in-

come is 0) unless they undertake some wasteful ac-

tion. The counterpart to the audit cost K in the CSV

model is the waste in second-period value, R2 − L,

in the nonverifiable income model. Indeed, in the

two-outcome case, the incentive constraints (3.17)

(taken for RS = R and RF = 0) and (3.19) are iden-

tical. There are some differences between the two

models, though. The cost of the wasteful activity

57. Povel and Raith also consider various extensions in which entre-
preneurial moral hazard takes different forms. For example, they show
that a simple debt contract may no longer be optimal when the entre-
preneur chooses how much effort to exert or the project’s riskiness
rather than how much of the funds to invest.
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(audit, liquidation) is borne by the lenders in the CSV

model and by the borrower in the nonverifiable in-

come model. In a world in which some agent (here,

the borrower) is cash constrained, who bears the cost

matters, which accounts for a small discrepancy be-

tween the breakeven conditions (3.18) and (3.20). We

should also point out that the CSV model is noto-

riously difficult to extend to a multiperiod context

(see Chang 1990; Snyder 1994; Webb 1992), while the

nonverifiable income model can be more straightfor-

wardly extended (see Gromb 1994).

Relationship to costly collateral pledging. The next

chapter will argue that firms can boost pledgeable in-

come and facilitate financing by pledging collateral

in the case of default. Collateral pledging serves two

purposes. First, it incentivizes management to repay

investors. Second, it boosts pledgeable income. But

collateral pledging is costly to the extent that lenders

may value the collateral less than the borrower and

so transferring it to lenders involves a deadweight

loss. The Bolton–Scharfstein model can be viewed as

a special case of costly collateral pledging. The col-

lateral is the date-2 project. The lenders’ gain, L from

“seizing the collateral,” i.e., taking the control over

the decision to continue away from the borrower, is

lower than the value, R2, accruing to the borrower

when continuing at date 2.

Renegotiation. As for the CSV model, there has

been some discussion of the impact of renegotiation

in the literature on nonverifiable income.

Consider first renegotiation after “liquidation”

has taken place. For such renegotiation to make

sense, one must adopt the interpretation of “liq-

uidation” as the “nonfinancing of a second-period

investment I2 = L that allows the borrower to re-

ceive expected income R2 in period 2,” and not as a

(possibly piecewise) resale of the firm’s assets. Even

though financing the second-period investment in-

creases total surplus by R2 − L, no such financing

occurs unless it is specified by the initial contract.

The lenders do not want to bring in money at date 2

since they will not be repaid anything. So, a contract

that specifies liquidation is renegotiation proof in

the two-period model. Incidentally, it is no longer

renegotiation proof with more than two periods, as

was shown by Gromb (1994). For example, at date 2

the lenders may anticipate to be repaid at the end

of date 2 through the threat of noncontinuation at

date 3. Gromb characterizes the equilibrium out-

comes with renegotiation.58

Second, consider renegotiation after the termina-

tion decision has been made (the borrower has de-

faulted, and the draw of the random variable has in-

dicated liquidation), but before it is implemented.

Suppose that the borrower at that point in time of-

fers to the lenders a bribe slightly above L for not liq-

uidating. Although this offer demonstrates that the

borrower has strategically defaulted (otherwise, she

would have no money), the lenders should be eager

to accept. This in turn encourages strategic default

and undermines the efficiency of the debt contract.59

Notice again the analogy with the CSV model. In

both cases, a wasteful action (audit, liquidation) by

the lenders serves as an incentive device in order to

induce the borrower to pay out income. Once this

income has been paid, though, the wasteful action

no longer serves a purpose and the parties are bet-

ter off renegotiating to avoid the corresponding effi-

ciency loss. The prospect of renegotiation, however,

ex ante eliminates incentives to pay out income, and

reduces welfare overall. We again refer the reader to

the original articles for more details about the im-

pact of renegotiation.

Relation to the sovereign debt literature. The

strategic default literature is closely linked to that on

sovereign borrowing in international finance. Repay-

ment of debt by the sovereign responds to two incen-

tives: international sanctions and the future cost of

being shut down from the international capital mar-

ket after default. A subliterature, starting with Bu-

low and Rogoff (1989a,b), assumes away sanctions

and focuses on the incentives provided by exclu-

sion. In this literature, future refinancing (or the lack

58. To do so, he rules out retained earnings by the borrower (an
assumption labeled the “fresh tomato assumption,” by reference to
the hypothesis that the borrower is not able to carry over resources for
investment in future periods). He shows that even a monopoly lender
may make no profit when the horizon is long. The intuition for this
result is that if the lender enjoys a rent from continuation the borrower
can safely default as the lender will always be eager to renegotiate after
termination.

59. The extent of renegotiation as well as the sharing of the ex post
gains from trade may depend on the number of lenders. See Bolton and
Scharfstein (1996) for an analysis of the impact of lender dispersion
on the optimal contract.
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thereof) must be self-sustaining rather than con-

tracted upon. The basic mechanism is otherwise sim-

ilar to the Bolton–Scharfstein mechanism, in that

lenders cannot appropriate any of the current return

and count solely on the nonrefinancing threat to re-

coup their investment. Bulow and Rogoff consider

an infinite-horizon, symmetric-information model in

which (a) the sovereign can decide not to reimburse

and (b) the sovereign can save, and (c) the rate of

growth of the economy is smaller than the rate of

interest. They show that no lending is feasible as the

borrower always prefers to default (and save some

of the concomitant extra income).

Several contributions have shown that borrow-

ing may be feasible in more general no-sanction

environments. First, Hellwig and Lorenzoni (2004)

show that when the rate of growth in the ab-

sence of sovereign borrowing exceeds the rate of

interest, then sovereign debt borrowing is feasible,

even though incentive-compatible repayments still

require borrowing levels below the first-best level.

Intuitively, exclusion from borrowing is a stronger

threat when the rate of growth is large relative to

the rate of interest. Second, an outright exclusion,

in which the defaulting sovereign cannot even save,

makes it particularly costly for the sovereign to repu-

diate its debt. Again, some sovereign debt may then

be issued in equilibrium (Kehoe and Levine 1993;

Kocherlakota 1996). Finally, standard “type-based”

reputation models (see, for example, Kreps et al.

1982) would deliver some equilibrium borrowing.

3.9 Exercises

Exercise 3.1 (random financing). Consider the

fixed-investment model of Section 3.2. We know that

if A � A, where

I −A = pH

(

R − B
∆p

)

,

it is both optimal and feasible for the borrower to

sign a contract in which the project is undertaken

for certain. We also noted that for A < A, the bor-

rower cannot convince investors to undertake the

project with probability 1. With A > 0, the entre-

preneur benefits from signing a “random financing

contract,” though.

(i) Consider a contract in which the borrower in-

vests Â ∈ [0, A] of her own money, the project is fi-

nanced with probabilityx, and the borrower receives

Rb in the case of success and 0 otherwise. Write the

investors’ breakeven condition.

(ii) Show that (provided the NPV, pHR − I, is posi-

tive) it is optimal for the borrower to invest

Â = A.

How does the probability that the project is under-

taken vary with A?

Exercise 3.2 (impact of entrepreneurial risk aver-

sion). Consider the fixed-investment model devel-

oped in this chapter: an entrepreneur has cash

amount A and wants to invest I > A into a project.

The project yields R > 0 with probability p and 0

with probability 1 − p. The probability of success

is pH if the entrepreneur works and pL = pH − ∆p
(∆p > 0) if she shirks. The entrepreneur obtains pri-

vate benefit B if she shirks and 0 otherwise. Assume

that

I > pH

(

R − B
∆p

)

.

(Suppose that pLR + B < I; so the project is not

financed if the entrepreneur shirks.)

(i) In contrast with the risk-neutrality assumption

of this chapter, assume that the entrepreneur has

utility for consumption c:

u(c) =
⎧

⎨

⎩

c if c � c0,

−∞ otherwise.

(Assume thatA � c0 to ensure that the entrepreneur

is not in the “−∞ range” in the absence of financing.)

Compute the minimum equity level A for which

the project is financed by risk-neutral investors

when the market rate of interest is 0. Discuss the

difference between pH = 1 and pH < 1.

(ii) Generalize the analysis to risk aversion. Let

u(c) denote the entrepreneur’s utility from con-

sumption with u′ > 0, u′′ < 0. Conduct the analysis

assuming either limited liability or the absence of

limited liability.

Exercise 3.3 (random private benefits). Consider

the variable-investment model: an entrepreneur ini-
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Contract
(I, rl).

• • •
Entrepreneur
learns B
privately.

Entrepreneur
chooses effort.

Income realized.
Reimbursement.

•

Figure 3.10

tially has cash A. For investment I, the project yields

RI in the case of success and 0 in the case of failure.

The probability of success is equal to pH ∈ (0,1)
if the entrepreneur works and pL = 0 if the entrepre-

neur shirks. The entrepreneur obtains private bene-

fit BI when shirking and 0 when working. The per-

unit private benefit B is unknown to all ex ante and

is drawn from (common knowledge) uniform distri-

bution F :

Pr(B < B̂) = F(B̂) = B̂/R for B̂ � R,

with density f(B̂) = 1/R. The entrepreneur borrows

I − A and pays back Rl = rlI in the case of success.

The timing is described in Figure 3.10.

(i) For a given contract (I, rl), what is the threshold

B∗, i.e., the value of the private per-unit benefit above

which the entrepreneur shirks?

(ii) For a given B∗ (or equivalently rl, which deter-

mines B∗), what is the debt capacity? For which value

of B∗ (or rl) is this debt capacity highest?

(iii) Determine the entrepreneur’s expected utility

for a given B∗. Show that the contract that is opti-

mal for the entrepreneur (subject to the investors

breaking even) satisfies

1
2pHR < B∗ < pHR.

Interpret this result.

(iv) Suppose now that the private benefit B is ob-

servable and verifiable. Determine the optimal con-

tract between the entrepreneur and the investors

(note that the reimbursement can now be made con-

tingent on the level of private benefits: Rl = rl(B)I).

Exercise 3.4 (product-market competition and fi-

nancing). Two firms, i = 1,2, compete for a new

market. To enter the market, a firm must develop a

new technology. It must invest (a fixed amount) I.
Each firm is run by an entrepreneur. Entrepreneur

i has initial cash Ai < I. The entrepreneurs must

borrow from investors at expected rate of interest 0.

As in the single-firm model, an entrepreneur enjoys

private benefit B from shirking and 0 when working.

The probability of success is pH and pL = pH − ∆p
when working and shirking.

The return for a firm is

R =

⎧

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

D if both firms succeed in developing the
technology (which results in a duopoly),

M if only this firm succeeds (and therefore
enjoys a monopoly situation),

0 if the firm fails,

where M > D > 0.

Assume that pH(M − B/∆p) < I. We look for a

Nash equilibrium in contracts (when an entrepre-

neur negotiates with investors, both parties cor-

rectly anticipate whether the other entrepreneur

obtains funding). In a first step, assume that the two

firms’ projects or research technologies are indepen-

dent, so that nothing is learned from the success or

failure of the other firm concerning the behavior of

the borrower.

(i) Show that there is a cutoffA such that ifAi < A,

entrepreneur i obtains no funding.

(ii) Show that there is a cutoffA such that ifAi > A
for i = 1,2, both firms receive funding.

(iii) Show that ifA < Ai < A for i = 1,2, then there

exist two (pure-strategy) equilibria.

(iv) The previous questions have shown that

when investment projects are independent, product-

market competition makes it more difficult for an

entrepreneur to obtain financing. Let us now show

that when projects are correlated, product-market

competition may facilitate financing by allowing

financiers to benchmark the entrepreneur’s perfor-

mance on that of competing firms.

Let us change the entrepreneur’s preferences

slightly:

u(c) =
⎧

⎨

⎩

c if c � c0,

−∞ otherwise.

That is, the entrepreneur is infinitely risk averse be-

low c0 (this assumption is stronger than needed, but

it simplifies the computations).

Suppose, first, that only one firm can invest. Show

that the necessary and sufficient condition for in-

vestment to take place is

pH

(

M − B
∆p

)

− c0 � I −A.
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(v) Continuing on from question (iv), suppose now

that there are two firms and that their technologies

are perfectly correlated in that if both invest and

both entrepreneurs work, then they both succeed or

both fail. (For the technically oriented reader, there

exists an underlying state variableω distributed uni-

formly on [0,1] and common to both firms such that

a firm always succeeds if ω < pL, always fails if

ω > pH, and succeeds if and only if the entrepre-

neur works when pL < ω < pH.)

Show that if
pHD − c0 � I −A,

then it is an equilibrium for both entrepreneurs to

receive finance. Conclude that product-market com-

petition may facilitate financing.

Exercise 3.5 (continuous investment and decreas-

ing returns to scale). Consider the continuous-

investment model, with one modification: invest-

ment I yields return R(I) in the case of success,

and 0 in the case of failure, where R′ > 0, R′′ < 0,

R′(0) > 1/pH, R′(∞) < 1/pH. The rest of the model

is unchanged. (The entrepreneur starts with cash A.

The probability of success is pH if the entrepreneur

behaves and pL = pH − ∆p if she misbehaves. The

entrepreneur obtains private benefit BI if she mis-

behaves and 0 otherwise. Only the final outcome is

observable.) Let I∗ denote the level of investment

that maximizes total surplus: pHR′(I∗) = 1.

(i) How does investment I(A) vary with assets?

(ii) How does the shadow value v of assets (the de-

rivative of the borrower’s gross utility with respect

to assets) vary with the level of assets?

Exercise 3.6 (renegotiation and debt forgiveness).

When computing the multiplier k (given by equation

(3.12)), we have assumed that it is optimal to spec-

ify a stake for the borrower large enough that the

incentive constraint (ICb) is satisfied. Because condi-

tion (3.8) implies that the project has negative NPV

in the case of misbehavior, such a specification is

clearly optimal when the contract cannot be renego-

tiated. The purpose of this exercise is to check in a

rather mechanical way that the borrower cannot gain

by offering a loan agreement in which (ICb) is not

satisfied, and which is potentially renegotiated be-

fore the borrower chooses her effort. While there is

a more direct way to prove this result, some insights

are gleaned from this pedestrian approach. Indeed,

the exercise provides conditions under which the

lender is willing to forgive debt in order to boost

incentives (the analysis will bear some resemblance

to that of liquidity shocks in Chapter 5, except that

the lender’s concession takes the form of debt for-

giveness rather than cash infusion).60

(i) Consider a loan agreement specifying invest-

ment I and stake Rb < BI/∆p for the borrower. Sup-

pose that the loan agreement can be renegotiated

after it is signed and the investment is sunk and be-

fore the borrower chooses her effort. Renegotiation

takes place if and only if it is mutually advantageous.

Show that the loan agreement is renegotiated if and

only if

(∆p)RI − pHBI
∆p

+ pLRb � 0.

(ii) Interpret the previous condition. In particu-

lar, show that it can be obtained directly from the

general theory. Hint: consider a fictitious, “fixed-

investment” project with income (∆p)RI, invest-

ment 0, and cash on hand pLRb.

(iii) Assume for instance that the entrepreneur

makes a take-it-or-leave-it offer in the renegotiation

(that is, the entrepreneur has the bargaining power).

Compute the borrowing capacity when Rb < BI/∆p
and the loan agreement is renegotiated.

(iv) Use a direct, rational expectations argument to

point out in a different way that there is no loss of

generality in assuming Rb � BI/∆p (and therefore

no renegotiation).

Exercise 3.7 (strategic leverage). (i) A borrower has

assets A and must find financing for an investment

I(τ) > A. As usual, the project yields R (success)

or 0 (failure). The borrower is protected by limited

liability. The probability of success ispH+τ orpL+τ ,

depending on whether the borrower works or shirks,

with ∆p = pH − pL > 0. There is no private benefit

when working and private benefit B when shirking.

The financial market is competitive and the expected

rate of return demanded by investors is equal to 0.

It is never optimal to give incentives to shirk.

60. The phenomenon of debt renegotiation has been analyzed in
a number of settings: see, for example, Bulow and Rogoff (1989a,b),
Eaton and Gersovitz (1981), Fernandez and Rosenthal (1990), Gale and
Hellwig (1989), Gromb (1994), Hart and Moore (1989, 1995), and Snyder
(1994).
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The investment cost I is an increasing and convex

function of τ (it will be further assumed that pHR >
I(0), that in the relevant range pH + τ < 1, and that

I′(0) is “small enough” so as to guarantee an interior

solution). Let τ∗, A∗, and τ∗∗ be defined by

I′(τ∗) = R,

[pH + τ∗]
[

R − B
∆p

]

= I(τ∗)−A∗,

I′(τ∗∗) = R − B
∆p

.

Can the borrower raise funds? If so, what is the equi-

librium level τ of “quality of investment”?

(ii) Suppose now that there are two firms (that is,

two borrowers) competing on this product market.

If only firm i succeeds in its project, its income is (as

in question (i)), equal to R (and firm j’s income is 0).

If the two firms succeed (both get hold of “the tech-

nology”), they compete à la Bertrand in the product

market and get 0 each. For simplicity, assume that

the lenders observe only whether the borrower’s in-

come is R or 0, rather than whether the borrower has

succeeded in developing the technology (showoffs:

you can discuss what would happen if the lenders

observed “success/failure”!).

So, if qi ≡ pi+τi denotes the probability that firm

i develops the technology (with pi = pH or pL), the

probability that firm i makes R is qi(1 − qj). (This

assumes implicitly that projects are independent.)

Consider the following timing. (1) Each borrower

simultaneously and secretly arranges financing (if

feasible). A borrower’s leverage (or quality of invest-

ment) is not observed by the other borrower. (2) Bor-

rowers choose whether to work or shirk. (3) Projects

succeed or fail.

• Let τ̂ be defined by

I′(τ̂) = [1− (pH + τ̂)]R.
Interpret τ̂ .

• Suppose that the two borrowers have the same

initial net worth A. Find the lower bound Â on

A such that (τ̂, τ̂) is the (symmetric) Nash out-

come.

• Derive a sufficient condition on A under which it

is an equilibrium for a single firm to raise funds.

(iii) Consider the set up of question (ii), except

that borrower 1 moves first and publicly chooses τ1.

Borrower 2 may then try to raise funds (one will as-

sume either that τ2 is secret or that borrower 1 is

rewarded on the basis of her success/failure perfor-

mance; this is in order to avoid strategic choices by

borrower 2 that would try to induce borrower 1 to

shirk). Suppose that each has net worth Ã given by

q̃
[

(1− q̃)R − B
∆p

]

= I(q̃ − pH)− Ã,

where q̃ satisfies

I′(q̃ − pH) = (1− q̃)R − B
∆p

.

• Interpret q̃.

• Show that it is optimal for borrower 1 to choose

τ1 > q̃ − pH.

Exercise 3.8 (equity multiplier and active monitor-

ing). (i) Derive the equity multiplier in the variable-

investment model. (Reminder: the investment I ∈
[0,∞) yields income RI in the case of success and

0 in the case of failure. The borrower’s private ben-

efit from misbehaving is equal to BI. Misbehaving

reduces the probability of success from pH to pL =
pH −∆p. The borrower has cash A and is protected

by limited liability. Assume that ρ1 = pHR > 1,

ρ0 = pH(R − B/∆p) < 1 and 1 > pLR + B. The in-

vestors’ rate of time preference is equal to 0.) Show

that the equity multiplier is equal to 1/(1− ρ0).
(ii) Derive the equity multiplier with active mon-

itoring: the entrepreneur can hire a monitor, who,

at private cost cI, reduces the entrepreneur’s pri-

vate benefit from shirking from BI to b(c)I, where

b(0) = B, b′ < 0. The monitor must be given incen-

tives to monitor (denote byRm his income in the case

of success). The monitor wants to break even, taking

into account his private monitoring cost (so, there is

“no shortage of monitoring capital”).

• Suppose that the entrepreneur wants to induce

level of monitoring c. Write the two incentive

constraints to be satisfied by Rm and Rb (where

Rb is the borrower’s reward in the case of suc-

cess).

• What is the equity multiplier?

• Show that the entrepreneur chooses c so as to

maximize

max
c

{

ρ1 − 1− c
1− ρ0 + (pH/∆p)[b(c)+ c − B]

}

.
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Exercise 3.9 (concave private benefit). Consider

the variable-investment model with a concave pri-

vate benefit. The entrepreneur obtains B(I) when

shirking and 0 when behaving, where B(0) = 0,

B′ > 0, B′′ < 0 (and B′(0) large, limI→∞ B′(I) = B,

where pH(R − B/∆p) < 1).

(i) Compute the borrowing capacity.

(ii) How does the shadow price v of the entrepre-

neur’s cash on hand vary with A?

Exercise 3.10 (congruence, pledgeable income, and

power of incentive scheme). The credit rationing

model developed in this chapter assumes that the

entrepreneur’s and investors’ interests are a priori

dissonant, and that incentives must be aligned by

giving the entrepreneur enough of a stake in the case

of success.

Suppose that the entrepreneur and the investors

have indeed dissonant preferences with probability

x, but have naturally aligned interests with proba-

bility 1−x. Which prevails is unknown to both sides

at the financing stage and is discovered (only) by the

entrepreneur just before the moral-hazard stage.

More precisely, consider the fixed-investment

model of Section 3.2. The investors’s outlay is I −A
and they demand an expected rate of return equal

to 0. The entrepreneur is risk neutral and protected

by limited liability. With probability x, interests are

dissonant: the entrepreneur obtains private benefit

B by misbehaving (the probability of success is pL)

and 0 by behaving (probability of success pH). With

probability 1 − x, interests are aligned: the entre-

preneur’s taking her private benefit B coincides with

choosing probability of success pH.

(i) Consider a “simple incentive scheme” in which

the entrepreneur receives Rb in the case of success

and 0 in the case of failure. Rb thus measures the

“power of the incentive scheme.”

Show that it may be optimal to choose a low-

powered incentive scheme if preferences are rather

congruent (x low) and that the incentive scheme is

necessarily high-powered if preferences are rather

dissonant (x high).

(ii) Show that one cannot improve on simple incen-

tive schemes by presenting the entrepreneur with a

menu of two options (two outcome-contingent in-

centive schemes) from which she will choose once

she learns whether preferences are congruent or

dissonant.

Exercise 3.11 (retained-earnings benefit). An entre-

preneur has at date 1 a project of fixed size with

characteristics {I1, R1, p1
H, p

1
L , B1} (see Section 3.2).

This entrepreneur will at date 2 have a different fixed

size project with characteristics {I2, R2, p2
H, p

2
L , B2},

which will then require new financing. So, we are con-

sidering only a short-term loan for the first project.

Retained earnings from the first project can, how-

ever, be used to defray part of the investment cost

of the second project. Assume that all the charac-

teristics of the second project are known at date 1

except B2, which is distributed on [B2, B̄2] accord-

ing to the cumulative distribution F(B2). Assume for

simplicity that B2 > ∆p2(p2
HR2 − I2)/p2

H. The char-

acteristics of the second project become common

knowledge at the beginning of date 2.

(i) Compute the shadow value of retained earn-

ings. (Hint: what is the entrepreneur’s gross utility

in period 2?)

(ii) Show that it is possible that the first project

is funded even though it would not be funded if the

second project did not exist and even though the

entrepreneur cannot pledge at date 1 income result-

ing from the second project.

Exercise 3.12 (investor risk aversion and risk pre-

mia). One of the key developments in the theory of

market finance has been to find methods to price

claims held by investors. Market finance emphasizes

state-contingent pricing, the fact that 1 unit of in-

come does not have a uniform value across states

of nature. This book assumes that investors are risk

neutral, and so it does not matter how the pledge-

able income is spread across states of nature. This

assumption is made only for the sake of computa-

tional simplicity, and can easily be relaxed.

Consider a two-date model of market finance with

a representative consumer/investor. This consumer

has utility of consumption u(c0) at date 0, the date

at which he lends to the firm, and utility of consump-

tion u(c(ω)) at date 1, date at which he receives the

return from investment. There is macroeconomic

uncertainty in that the representative consumer’s

date-1 consumption depends on the state of nature

ω. The state of nature describes both what happens
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in this particular firm and in the rest of the economy

(even though aggregate consumption is independent

of the outcome in this particular firm to the extent

that the firm is atomistic, which we will assume).

Suppose that the entrepreneur works. Let S de-

note the event “the project succeeds” and F the event

“the project fails.” Let

qS = E
[

u′(c(ω))
u′(c0)

∣

∣

∣

∣
ω ∈ S

]

and

qF = E
[

u′(c(ω))
u′(c0)

∣

∣

∣

∣
ω ∈ F

]

.

The firm’s activity is said to covary positively with

the economy (be “procyclical”) if qS < qF, and nega-

tively (be “countercyclical”) if qF < qS.

Suppose that

pHqS + (1− pH)qF = 1.

(i) Interpret this assumption.

(ii) In the fixed-investment model of Section 3.2

(and still assuming that the entrepreneur is risk neu-

tral), derive the necessary and sufficient condition

for the project to receive financing.

(iii) What is the optimal contract between the in-

vestors and the entrepreneur? Does it involve max-

imum punishment (Rb = 0) in the case of failure?

How would your answer change if the entrepreneur

were risk averse? (For simplicity, assume that her

only claim is in the firm. She does not hold any of

the market portfolio.)

Exercise 3.13 (lender market power). (i) Fixed in-

vestment. An entrepreneur has cash amount A and

wants to invest I > A into a (fixed-size) project. The

project yields R > 0 with probability p and 0 with

probability 1−p. The probability of success is pH if

the entrepreneur works and pL = pH − ∆p (∆p > 0)

if she shirks. The entrepreneur obtains private ben-

efit B if she shirks and 0 otherwise. The borrower

is protected by limited liability and everyone is risk

neutral. The project is worthwhile only if the entre-

preneur behaves.

There is a single lender. This lender has access

to funds that command an expected rate of return

equal to 0 (so the lender would content himself with

a 0 rate of return, but he will use his market power

to obtain a superior rate of return). Assume

V ≡ pHR − I > 0

and let A and Â be defined by

pH

[

R − B
∆p

]

= I −A

and

pH
B
∆p

− Â = 0.

Assume that A > 0 and that the lender makes

a take-it-or-leave-it offer to the borrower (i.e., the

lender chooses Rb, the borrower’s compensation in

the case of success).

• What contract is optimal for the lender?

• Is the financing decision affected by lender mar-

ket power (i.e., compared with the case of com-

petitive lenders solved in Section 3.2)?

• Draw the borrower’s net utility (i.e., net of A) as

a function of A and note that it is nonmonotonic

(distinguish four regions: (−∞, A), [A, Â), [Â, I),
[I,∞)). Explain.

(ii) Variable investment. Answer the first two bul-

lets in question (i) (lender’s optimal contract and

impact of lender market power on the investment

decision) in the variable-investment version. In par-

ticular, show that lender market power reduces the

scale of investment. (Reminder: I is chosen in [0,∞).
The project yields RI if successful and 0 if it fails.

Shirking, which reduces the probability of success

from pH to pL, yields private benefit BI. Assume that

pHR > 1 > pH(R − B/∆p). Hint: show that the two

constraints in the lender’s program are binding.)

Exercise 3.14 (liquidation incentives). This exer-

cise extends the fixed-investment model of Sec-

tion 3.2 by adding a signal on the profitability of the

project that (a) accrues after effort has been chosen,

and (b) is privately observed. (The following model

is used as a building block in a broader context by

Dessi (2005).)

An entrepreneur has cash A and wants to invest

I > A into a project. The project yields R (success)

or 0 (failure) at the end. An intermediate signal re-

veals the probability γ that the project will succeed,

with γ = γ̄ or γ
¯

(γ̄ = γ
¯
+ ∆γ and ∆γ > 0). The

probability, p, that γ = γ̄ depends on the entre-

preneur’s effort. If the entrepreneur behaves, then

p = pH and the entrepreneur receives no private

benefit. If the entrepreneur misbehaves, then p = pL
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The entrepreneur
borrows I − A and
invests in a project
with cost I.

• • •
The entrepreneur
behaves (Pr(   =   ) = pH;
no private benefit), or
misbehaves (Pr(   =   ) = pL;
private benefit B).

State of the world
   =     or
   realized.

Success (R) with
probability   ,
failure (0) with
probability 1 −    .

•
Continuation

Liquidation
(yields L).

γ γ−

γ γ−

γ γ−
γ
−

γ

γ

Figure 3.11

and the entrepreneur receives private benefit B. In-

vestors and entrepreneur are risk neutral and the

latter is protected by limited liability. The competi-

tive rate of return is equal to 0.

Introduce further an option to liquidate after the

signal is realized but before the final profit accrues.

Liquidation yields L, and L is entirely pledgeable to

investors.

One will assume that

γ̄R > L > γ
¯
R,

so that it is efficient to liquidate if and only if the

signal is bad; and that

pHγ̄R + (1− pH)L > I

(which will imply that the NPV is positive).

Figure 3.11 summarizes the timing.

(i) Suppose first that γ is verifiable. Argue that the

entrepreneur should be rewarded solely as a func-

tion of the realization of γ. What is the pledgeable

income? Show that the project is financed if and only

if A � A, where

pH

(

γ̄R − B
∆p

)

+ (1− pH)L = I −A.

(ii) Suppose now that γ is observed only by the

entrepreneur. This implies that the entrepreneur

must be induced to tell the truth about γ. Without

loss of generality, consider an incentive scheme in

which the entrepreneur receives Rb in the case she

announces γ = γ̄ (and therefore the project contin-

ues) and the final profit is R, Lb if she announces

γ = γ
¯

(and therefore the project is liquidated), and

0 otherwise.

Show that the project is funded if and only if

A � A+ γ
¯

B
(∆p)(∆γ)

.

Exercise 3.15 (project riskiness and credit ration-

ing). Consider the basic, fixed-investment model

(the investment is I, the entrepreneur borrows I−A;

the probability of success is pH (no private benefit)

or pL = pH − ∆p (private benefit B), success (fail-

ure) yields verifiable profit R (respectively 0)). There

are two variants, “A” and “B,” of the projects, which

differ only with respect to “riskiness”:

pA
HRA = pB

HRB, but pA
H > p

B
H;

so project B is “riskier.” The investment cost is the

same for both variants and, furthermore,

pA
H − pA

L = pB
H − pB

L .

Which variant is less prone to credit rationing?

Exercise 3.16 (scale versus riskiness tradeoff).

Consider an entrepreneur with a project of variable

investment I. The entrepreneur has initial wealth A,

is risk neutral, and is protected by limited liabil-

ity. Investors are risk neutral and demand a rate of

return equal to 0.

The project comes in two versions:

Risky. The project costs I and ends up (poten-

tially) productive only with probability x < 1. The

timing goes as follows. (a) The scale of investment I
is selected. (b) After the investment has been sunk,

news accrues as to the profitability of the project.

With probability 1 − x, the project stops and yields

0. With probability x, the project continues (with-

out any need for reinvestment). In the latter case,

(c) the entrepreneur chooses an effort; good behavior
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confers no private benefit on the entrepreneur and

yields subsequent probability of success pH; misbe-

havior confers private benefit BI and yields proba-

bility of success pL. Finally, (d) the outcome accrues:

success yields RI and failure 0.

Safe. The investment cost,XI withX > 1, is higher

for a given size I. But the project is always produc-

tive (“x = 1”). The moral hazard and outcome stages

are as in the case of a risky choice.

We will assume that the contract aims at inducing

good behavior. Letting

ρ1 ≡ pHR and ρ0 ≡ pH

(

R − B
∆p

)

,

one will further assume that x > 1/ρ1 and X < ρ1.

Assume that entrepreneur and investors contract

on which version will be selected.

(i) Show that the risky version is chosen if and only

if

xX � 1.

(ii) Interpret this condition in terms of a “cost of

bringing 1 unit of investment to completion.”

Exercise 3.17 (competitive product market interac-

tions). There is a mass 1 of identical entrepreneurs

with the variable-investment technology described

in Section 3.4. The representative entrepreneur has

wealth A, is risk neutral, and is protected by limited

liability.

Denote the average investment by I and the indi-

vidual investment i (in equilibrium i = I by symme-

try but we need to distinguish the two in a first step

in order to compute the competitive equilibrium). A

project produces Ri units of goods when successful

and 0 when it fails. The probability of success ispH in

the case of good behavior (the entrepreneur receives

no private benefit) and pL = pH − ∆p in the case of

misbehavior (the entrepreneur then receives private

benefit Bi). Assume that it is optimal to induce the

entrepreneur to behave.

The market price of output is P = P(Q), with P ′ <
0, whereQ is aggregate production (with P(Q) tend-

ing to 0 asQ goes to infinity, to ensure that aggregate

investment is finite). Finally, the shocks faced by the

firms are independent (there is no industry-wide un-

certainty) and the risk-neutral investors demand a

rate of return equal to 0.

Show that the equilibrium is unique. Compute the

equilibrium level of investment. (Hint: distinguish

two cases, depending on whetherA is large or small.)

Exercise 3.18 (maximal incentives principle in the

fixed-investment model). Pursue the analysis of

Section 3.4.3, but for the fixed-investment model of

Section 3.2: the investment cost I is given and the

income is either RS or RF (instead of R or 0), where

RS > RF > 0. We assume that

RF < I −A,
so the project cannot be straightforwardly financed

by bringing in net worth A and pledging the lower

income RF to lenders. Let

R ≡ RS − RF

denote the increase in income from the low to the

high level. Show that the debt contract is optimal,

but unlike in the variable-investment case it may not

be uniquely optimal.

Exercise 3.19 (balanced-budget investment sub-

sidy and profit tax). This exercise shows that a

balanced-budget public policy that is not based

on information that is superior to investors’ does

not boost pledgeable income and therefore out-

side financing capacity (unless there are external-

ities among firms: see Exercise 3.17). This general

point is illustrated in the context of the variable-

investment model: an entrepreneur has cash amount

A and wants to invest I > A into a (variable size)

project. The project yields RI > 0 with probabil-

ity p and 0 with probability 1 − p. The probabil-

ity of success is pH if the entrepreneur works and

pL = pH − ∆p (∆p > 0) if she shirks. The entrepre-

neur obtains private benefit BI if she shirks and 0

otherwise. The borrower is protected by limited li-

ability and everyone is risk neutral. The project is

worthwhile only if the entrepreneur behaves. Com-

petitive lenders demand a zero expected rate of re-

turn. Assume that the NPV is positive:

ρ1 ≡ pHR > 1,

but

ρ0 ≡ pH

(

R − B
∆p

)

< 1.

The government has two instruments: a subsidy s
per unit of investment, and a proportional tax t on

the final profit.
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The government must set (s, t) so as to balance

its budget. Show that the government’s policy is

neutral:

I = A
1− ρ0

and Ub = (ρ1 − 1)I

for any (s, t), where Ub is the entrepreneur’s utility.

Exercise 3.20 (variable effort, the marginal value

of net worth, and the pooling of equity). In the

fixed-investment model, the shadow price of entre-

preneurial net worth is equal to 0 almost everywhere

and is infinite at the thresholdA = A. A more contin-

uous response arises when the entrepreneur’s effort

is continuous rather than discrete. The object of this

exercise is to show that the shadow price is positive

and decreasing in A in the range in which the entre-

preneur is able to finance her project but must bor-

row from investors. It then applies the analysis to the

internal allocation of funds between two divisions.

An entrepreneur has cash A and wants to invest

I > A into a fixed-size project. The project yields

R with probability p and 0 with probability 1 − p.

Reaching a probability of success p requires the

entrepreneur to sink (unobservable) effort cost 1
2p

2

(there is no private benefit in this version). The bor-

rower is risk neutral and is protected by limited lia-

bility. Investors are risk neutral and the market rate

of interest is 0. Assume that
√

2I < R < 1.

(i) Note that, had the borrower no need to borrow

(A � I), the borrower’s net utility would be

Ub = V∗ = 1
2R

2 − I,
independently of A.

(ii) Find the thresholdA under which the project is

not funded. (Hint: write the pledgeable income as a

function of the entrepreneur’s reward Rb in the case

of success. Argue that one can focus attention on the

values of Rb that exceed 1
2R. Do not forget that the

NPV must be nonnegative.)

LettingV(A) denote the NPV in the region in which

the entrepreneur’s project is financed. Show that the

shadow price of net worth, V ′(A), satisfies

V ′(A) > 0,

V ′(I) = 0,

V ′′(A) < 0.

(iii) Following Cestone and Fumagalli (2005), con-

sider two entrepreneurs, each with net worthA. They

will each have a project described as above, but with

random investment cost. For simplicity, one of them

will face investment cost IH and the other IL, where

IL −A < 1
4R

2 < IH −A,
but it is not known in advance who will face which

investment cost (each is equally likely to be the lucky

entrepreneur). Investment costs, however, will be-

come publicly known before the investments are

sunk. Assume that

3
8R

2 > IH,

so that the only binding constraint for financing in

question (ii) is the investors’ breakeven constraint;

and that
1
2R

2 > (IL + IH)− 2A,

and so both projects can be financed by pooling

resources. Do the entrepreneurs, behind the veil of

ignorance, want to pool their resources and commit

to force the lucky firm to cross-subsidize the un-

lucky one? (Hint: show that under pooling, and, if

both invest, the net worth is split so that both entre-

preneurs have the same stake in success.)

Exercise 3.21 (hedging or gambling on net worth?).

Froot et al. (1993) analyze an entrepreneur’s risk

preferences with respect to net worth. In the nota-

tion of this book, the situation they consider is sum-

marized in Figure 3.12.

The entrepreneur is risk neutral and protected by

limited liability. The investors are risk neutral and

demand a rate of return equal to 0.

At date 0, the entrepreneur decides whether to in-

sure against a date-1 income risk

r = A0 + ε,
where ε ∈ [ε

¯
, ε̄], E[ε] = 0, and A0 + ε

¯
� 0.

For simplicity, we allow only a choice between full

hedging and no hedging (the theory extends straight-

forwardly to arbitrary degrees of hedging). Hedging

(which wipes out the noise and thereby guarantees

that the entrepreneur has cash on hand A0 at date 1)

is costless.

After receiving income, the entrepreneur uses her

cash to finance investment I and must borrow I −A
from investors, with A = A0 in the case of hedging

and A = A0 + ε in the absence of hedging (provided

that A � I; otherwise there is no need to borrow).
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The entrepreneur
chooses whether
to hedge against
the date-1    risk
at fair odds.

• • •
The entrepreneur’s
short-term revenue is
r = A0 +   ; she therefore
has cash on hand: A = r
in the absence of hedging,
or A = A0 if she has
hedged at date 0.

Moral hazard
(choice of
p = pH or pL).

Outcome
(success – profit R – with
probability p, failure – no
profit – with probability
1 – p).

•
Date 2

ε

Date 0 Date 1

•

Contract with
investors.

The entrepreneur
invests I,
borrows I − A.

ε

Figure 3.12

Note that there is no overall liquidity management

as there is no contract at date 0 with the financiers

as to the future investment.

This exercise investigates a variety of situa-

tions under which the entrepreneur may prefer ei-

ther hedging or “gambling” (here defined as “no

hedging”).

(i) Fixed investment, binary effort. Suppose that

the investment size is fixed (as in Section 3.2), and

that the entrepreneur at date 1, provided that she

receives funding, either behaves (probability of suc-

cess pH, no private benefit) or misbehaves (proba-

bility of success pL, private benefit B). As usual, the

project is not viable if it induces misbehavior and

has a positive NPV (pHR > I > pLR + B, where R is

the profit in the case of success). Let A be defined

(as in Section 3.2) by

pH

(

R − B
∆p

)

= I −A.

Suppose that ε has a wide support.

Show that the entrepreneur

• hedges if A0 � A,

• gambles if A0 < A.

(ii) Fixed investment, continuous effort. Suppose,

as in Exercise 3.20, that succeeding with probabil-

ity p involves an unverifiable private cost 1
2p

2 for

the entrepreneur (so, effort in this subquestion in-

volves a cost rather than the loss of a private bene-

fit). (Assume R < 1 to ensure that probabilities are

smaller than 1.)

Write the investors’ breakeven condition as well as

the NPV as functions of the entrepreneur’s stake, Rb,

in success. Note that one can focus without loss of

generality onRb ∈ [ 1
2R,R]. Assume that I−A0 < 1

4R
2

and that the support of ε is sufficiently small that

the entrepreneur always receives funding when she

does not hedge (and a fortiori when she hedges). This

assumption eliminates the concerns about financing

of investment that were crucial in question (i).

Show that the entrepreneur hedges.

(iii) Variable investment. Return to the binary ef-

fort case (p = pH or pL), but assume that the invest-

ment I is variable (as in Section 3.4). The income is

RI in the case of success and 0 in the case of fail-

ure. The private benefit of misbehaving is B(I) with

B′ > 0. Assume that the size of investment is always

constrained by the pledgeable income and that the

optimal contract induces good behavior.

Show that the entrepreneur

• hedges if B(·) is convex;

• is indifferent between hedging and gambling if

B(·) is linear;

• gambles if B(·) is concave.

(iv) Variable investment and unobservable income.

Suppose that the investment size is variable and that

the income from investment R(I) is unobservable by

investors (fully appropriated by the entrepreneur)

and is concave. Suppose that it is always optimal for

the entrepreneur to invest her cash on hand.

Show that the entrepreneur hedges.

(v) Liquidity and risk management. Suppose, in

contrast with Froot et al.’s analysis, that the entre-

preneur can sign a contract with investors at date 0.

Show that the entrepreneur’s utility can be maxi-

mized by insulating the date-1 volume of invest-

ment from the realization of ε, i.e., with full hedging,

even in situations where gambling was optimal when

funding was secured only at date 1.
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4
Some Determinants of Borrowing Capacity

4.1 Introduction: The Quest for
Pledgeable Income

This chapter refines the analysis of Chapter 3 by

analyzing several factors that increase or reduce

the ability to borrow. The fixed-investment vari-

ant of Section 3.2 taught us that socially worth-

while projects may not be undertaken because the

investors can only be offered a piece of the total

cake. Thus, they are reluctant to get involved if they

have to finance a major portion of the outlay. The

variable-investment variant of Section 3.4 hinted at

a theme that will recur throughout this book: for

contracting choices of interest,1 there is a trade-

off between value (social surplus, NPV) and pledge-

able income (value to investors). An entrepreneur is

willing to sacrifice value to raise pledgeable income

and thereby secure financing. The total size of the

cake is thereby reduced, but if the fraction of the

cake that is returned to investors is increased suffi-

ciently, financing becomes more likely. The quest for

pledgeable income took a simple form in Section 3.4,

namely, a limit on the scale of investment, but the

principle of a sacrifice of value to boost pledgeable

income will be seen to have broad applicability and

to explain a number of our financial institutions. The

chapter offers some first illustrations.

Section 4.2 offers a simple presentation of the di-

versification argument, that is, the possibility for the

borrower to pledge her payoff on a project as “collat-

eral” for another, independent project. Such “cross-

pledging” can be achieved either through a contract

in which the former claim is promised as collateral

to the holders of liabilities in the latter project, or

1. The choice would be a no-brainer if a contractual choice increased
both the value and the pledgeable income relative to another contrac-
tual choice: the increased pledgeable income would facilitate financing,
and the increased value, which, recall, is appropriated by the borrower
under competitive lending, would be more attractive to the borrower.

by integration of the activities within a single firm,

in which liabilities are not “earmarked” to a specific

division, but rather joint to all divisions. We analyze

the conditions under which diversification alleviates

the incentive problem and point at some limits to

diversification.

Section 4.3 studies the pledging of real assets as

a (partial) guarantee enjoyed by the investors in the

case of default. It identifies some factors that make

some assets good collateral and studies costs asso-

ciated with the use of physical assets as collateral.

It shows, in particular, that collateral should gen-

erally be pledged contingent on poor performance,

and that borrowers with weak balance sheets should

pledge more collateral if the relationship between

borrower and lenders is fraught with moral hazard.

Section 4.4 analyzes the optimal liquidity of the

entrepreneur’s stake in the firm. Intuitively, letting

the entrepreneur cash in earlier rather than later

creates a valuable option value: it may be that the

entrepreneur faces profitable investment opportu-

nities in new projects or that she needs money for

personal reasons before the outcome of the project

is realized. A liquid entrepreneurial claim thus raises

value; however, by giving the entrepreneur a chance

to exit before the performance in the project is

known increases the agency cost and therefore re-

duces the pledgeable income. Section 4.4 investi-

gates the circumstances under which the entrepre-

neur’s claim can indeed be made liquid.

Section 4.5 shows that borrowing may be ham-

pered if the borrower can force renegotiation of the

initial loan agreement by threatening not to com-

plete the project. This potential “holdup” problem

is particularly serious when the entrepreneur is in-

dispensable to the completion of the project, and

when her outside opportunities have become attrac-

tive relative to her inside prospects.



158 4. Some Determinants of Borrowing Capacity

Lastly, the supplementary section investigates the

rationales for group lending, which turn out to be

closely related to some of the themes of this chapter.

The supplementary section argues that group lend-

ing may be an attempt either to use social capital

as collateral or to use peer monitoring in order to

reduce agency costs.

4.2 Boosting the Ability to Borrow:
Diversification and Its Limits

The computation of the equity multiplier in Section

3.4 was conducted under the assumption that the

probability of success is independent of the scale

of the investment. As we will observe, this implic-

itly assumed that if an expansion in the scale of

“the project” actually stands for an increase in the

number of projects, then the projects’ outcomes

are perfectly correlated (conditional on the effort

that is exerted on them).2 This formalization de-

picted a polar case in which there are no benefits

to diversification.

2. One way to think about the case of perfect correlation is to in-
troduce a latent random variable ω that is, say, uniformly distributed
on [0,1] and that is realized after the borrower’s choice of efforts on
the various projects. If 0 � ω < pL, then a project succeeds even if
the borrower shirked on the project. If ω � pH, a project fails even if
the borrower worked on the project. Lastly, if pL � ω < pH, a project
succeeds if and only if the borrower worked on the project. Note that
the latent variable is the same for all projects.

The model with multiple projects with sizes I1, . . . , In and private
benefits B1, . . . , Bn can then be shown to be equivalent to a model
with a single project with size I =∑i Ii and private benefit B =∑i Bi.
Heuristically, the pledgeable income is the same in the case of multiple
projects and of a single, large project.

The reader might intuit that the borrower has more leeway for mis-
behavior in the case of multiple projects, as she has other alterna-
tives (shirk on some projects and work on others) to working on all
projects than shirking on all projects. This intuition, however, is mis-
leading because these “partial deviations” are perfectly detected when-
ever they might be beneficial. Indeed, suppose ω < pL (respectively,
ω � pH). Then all projects succeed (respectively, fail) regardless of
effort and the borrower would be better off shirking on all projects.
And if pL � ω < pH, some projects succeed and some fail, proving
unambiguously that the borrower has deviated from the strategy of
zealousness on all projects. Thus, if the borrower receives nothing in
such situations, the best strategy for the borrower is, as in the case
of a single project, either to work (on all projects) or to shirk (on all
projects). Even with multiple projects, there is a single relevant incen-
tive constraint (work or shirk).

In contrast, the case of independent projects can be represented
by a set of independent random variables {ωi}i=1,...,n with the same
distribution as ω.

However, as Diamond (1984) has forcefully ar-

gued,3 diversification may bring substantial incen-

tive benefits when projects are independent. Intu-

itively, the borrower can cross-pledge the incomes

of various projects. That is, she can use the income

she receives on a successful project as collateral for

other projects. Such cross-pledging is useless when

projects are correlated, because, when a project fails,

the collateral posted for this project (the income

from other projects) is valueless.

We analyze the incentive benefits from diversifi-

cation in the cases of two independent projects and

of a large number of such projects.4 We then point

at some limits to the diversification argument.

4.2.1 The Benefits of Diversification:
The Case of Two Projects

Let us consider two independent and identical

projects with fixed investment size I. That is, the

two projects are as described in Section 3.2. Projects

succeed (yield R) or fail (yield 0). The probability of

success is pH if the entrepreneur behaves (but then

receives no private benefit) and pL if she misbehaves

(and receives private benefit B). Let 2A denote the

entrepreneur’s initial wealth, that is, A per project.

The borrower is risk neutral and protected by limited

liability. The lenders are risk neutral and demand an

expected rate of return equal to 0.

If both projects are funded, then the borrower

can work on both, shirk on both, or work on ei-

ther of them. There can also be four outcomes: both

projects succeed, they both fail, or only one of them

succeeds. It is clear that two projects are undertaken

only if the incentive scheme induces the borrower

to work on both projects. Otherwise, the borrower

would be better off undertaking one project or none.

4.2.1.1 Project Financing

Let us begin with the benchmark of stand-alone fi-

nancing for each project. Project financing refers to

the provision of funding for a given, well-identified

project. The analysis is then that of Section 3.2 for

3. See, for example, Cerasi and Daltung (2000), Matutes and Vives
(1996), Williamson (1986), and Yanelle (1989) for contributions that
make use of Diamond’s argument.

4. Similar expositions of the Diamond argument can be found in
Holmström (1993) and Hellwig (2000).
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each project taken in isolation. The borrower re-

ceives Rb in the case of success and 0 in the case

of failure of a given project, independently of what

happens in the borrower’s other activity. As usual,

the incentive constraint for a given project is

(∆p)Rb � B,

and the per-project financing condition is that the

pledgeable income exceeds the investors’ initial out-

lay:

pH

(

R − B
∆p

)

� I −A
or

A � A.

This condition can be interpreted as a capital or net

worth requirement. If A < A, project financing is not

viable.

Note that project financing does not make full use

of the borrower’s potential liability. When project 1,

say, fails, then with conditional probability pH

(which is the prior probability under statistical inde-

pendence of the two projects), project 2 is successful

and returns Rb to the entrepreneur. Even under lim-

ited liability the entrepreneur’s income on the first

project can be brought down to [−Rb] (conditional

on the second project succeeding) rather than 0. We

now make use of this observation.

4.2.1.2 Cross-Pledging

Let us now bring the two projects under a single roof

(a “firm”), or at least allow joint liability between the

two projects, so that the income on one project is

used as collateral for the other project. Let R2, R1,

R0 denote the borrower’s reward when the number

of successful projects is 2, 1, 0, respectively. A risk-

neutral borrower cares only about her expected re-

ward, and thus the loan agreement should be struc-

tured so as to provide the borrower with maximal

incentives for a given expected reward

p2
HR2 + 2pH(1− pH)R1 + (1− pH)2R0.

Intuitively, this requires that the borrower be re-

warded only when the two projects are successful,

namely, R2 > 0, R1 = R0 = 0 (or, more precisely,

there always exists one optimal incentive scheme

which rewards the borrower only in the case of full

success). Showing this formally is a simple exercise,

which we leave to the reader,5 who can also con-

sult Section 4.7 for a closely related result. Note that

R1 = 0 corresponds to full cross-pledging (contrast

this with project financing, under whichR1 = Rb > 0,

where Rb is the entrepreneur’s compensation in the

case of success in a given project).

Taking this feature of the incentive scheme for

granted, the condition that guarantees that the bor-

rower prefers to work on both projects to working

on neither is

p2
HR2 − 2B � p2

LR2

or

(pH + pL)R2 � 2
B
∆p

. (4.1)

Note that this condition implies that the borrower

also prefers to work on both projects to working on

a single one: by shirking on the second project, say,

the borrower reduces the probability of full success

by pH (the probability that the first project succeeds)

times∆p (the reduction in the second project’s prob-

ability of success). And thus the second incentive

constraint can be written as

pH(∆p)R2 � B. (4.2)

Since pH > 1
2 (pH + pL), this second constraint (4.2)

is automatically satisfied if the first, (4.1), is.

Let us now compute the expected pledgeable in-

come. It is equal to the expected return on the

projects, 2pHR, minus the minimum expected payoff

to the borrower, p2
HR2, that is consistent with incen-

tive compatibility. From (4.1) the latter is

p2
HR2 = 2p2

HB
(pH + pL)∆p

= 2(1− d2)
pHB
∆p

,

5. There are two incentive constraints. First, the borrower must pre-
fer to work on both projects to working on a single one, and so

p2
HR2 + 2pH(1− pH)R1 + (1− pH)2R0 − 2B

� pHpLR2 + (pH + pL − 2pHpL)R1 + (1− pH)(1− pL)R0 − B.
She must also prefer working on both projects to working on none,
and so

p2
HR2 + 2pH(1− pH)R1 + (1− pH)2R0 − 2B

� p2
LR2 + 2pL(1− pL)R1 + (1− pL)2R0.

It then suffices to show that for a given {R2, R1, R0} satisfying these
two inequalities, there exists R′2 such that {R′2,0,0} also satisfies the
two inequalities and provides the entrepreneur with the same expected
compensation:

p2
HR

′
2 = p2

HR2 + 2pH(1− pH)R1 + (1− pH)2R0.
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where

d2 ≡ pL

pL + pH
∈ (0, 1

2 )

is an agency-based measure of economies of diver-

sification into two independent projects. Letting 2A
denote the borrower’s initial net worth (so, A is her

per-project cash on hand), the two projects can be

funded if

2pHR − 2(1− d2)
pHB
∆p

� 2I − 2A,

or

pH

[

R − (1− d2)
B
∆p

]

� I −A, (4.3)

or

A � A , with A ≡ I − pH

[

R − (1− d2)
B
∆p

]

< A.

Thus, cross-pledging facilitates financing.

Role of correlation. The benefits from cross-pledg-

ing come from the diversification effect. We have

assumed that projects were independent. Suppose,

in contrast, that the two projects are perfectly cor-

related. Then, condition (3.3) implies that they can

both be funded if and only if

pH

[

R − B
∆p

]

� I −A or A � A.

In words, there is no cost to project financing if

projects are perfectly correlated. Or, put differently,

the effect of diversification, that is, of the indepen-

dence of the two projects, is tantamount to a reduc-

tion of the private benefit from B to (1 − d2)B. Be-

cause of the independence of the two projects, the

borrower can pledge his income on a project as col-

lateral for the other project, were the second project

to fail. Thus project finance, namely, a mode of fi-

nancing that establishes (unrelated) claims on indi-

vidual projects, is here suboptimal unless d2 = 0,

that is, unless there are no economies of diversifica-

tion. We refer to Exercise 4.4 for the study of arbi-

trary (positive or negative) correlation between the

two projects.

Variable investment size. In the case of fixed

investment sizes, the benefit from diversification

takes the form of a facilitated access to financ-

ing. Conditional on getting financing, the total NPV

(2(pHR − I)) is, of course, unchanged. With variable

investment sizes, the extent of financing, rather than

the access to financing, is the issue. Then diversifica-

tion increases the borrowing capacity and therefore

the NPV (see Exercise 4.10).

4.2.2 The Benefits of Diversification:
A Large Number of Projects

The previous diversification result extends straight-

forwardly to n independent projects.

For the purpose of this section, let us assume that

pHR − I < B.
The reader will check that a borrower with net

worth nA can finance the n projects if and only if

pH

[

R − (1− dn) B∆p
]

� I −A. (4.4)

where

dn = pL(pn−1
H − pn−1

L )
pnH − pnL

increases with n (note that d1 = 0). In the limit as

n tends to infinity, dn converges to pL/pH and the

financing condition converges to

pHR − B � I −A. (4.5)

That is, in the limit the pledgeable income per

project is equal to pHR − B. Intuitively, with a large

number of independent projects, shirking on a non-

negligible fraction of projects is necessarily detected

by the law of large numbers. And so the highest rent

that the entrepreneur can grab is her private benefit

B on each project.

In this model, increasing the number of projects

raises the pledgeable income per project and allevi-

ates incentive problems, but does not fully eliminate

credit rationing. Recall that positive-NPV projects

satisfy pHR � I and that we assumed that

pHR − I < B.
For a given total net worth of the borrower, her net

worth per project A tends to 0 as n tends to infinity

and thus (4.5) is violated. In other words, a borrower

with a finite net worth cannot undertake an arbitrar-

ily large number of positive-NPV projects. Thus net

worth still plays a role even with a large number of

projects.

In contrast, Diamond (1984) showed that a bor-

rower who can avail herself of a large number of

projects is never credit rationed, and thus faces no
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capital (or leverage) requirement. Where does this

discrepancy in results come from? Here the bor-

rower can always divert nB in private benefits. So,

her rent necessarily grows proportionally with the

number of projects.

Alternatively, we could have assumed away pri-

vate benefits and called B the disutility of working

on a project, with the disutility of shirking being

normalized at 0. In this “Diamond formulation,” a

project has positive NPV if pHR � I + B, as the

disutility of effort must be counted as a cost of the

project. (In contrast, in the basic formulation the

borrower does not take her private benefit.) The in-

centive conditions remain the same as in the private

benefit model, and thus the only difference between

the two formulations is the definition of a positive-

NPV project. Condition (4.5) then shows that in the

Diamond formulation, the borrower can undertake

an arbitrarily large number of positive-NPV projects

provided that her cash on hand is nonnegative.

This unboundedness and the related lack of capi-

tal requirement differentiate the Diamond formula-

tion from the one considered here. But the main mes-

sage—diversification boosts borrowing capacity—is

the same in both formulations.

Remark (optimality of the standard debt contract).

Diamond shows that a debt contract with investors

achieves the social optimum with a large number

of projects. Suppose (somewhat informally) that in

our formulation (i) there is a continuum of indepen-

dent projects and (ii) pHR − I > B, so we are in a

situation in which the borrower can undertake an

infinite number of projects without any initial net

worth. Assume indeed that the borrower has no ini-

tial net worth (A = 0), and let the borrower issue

a debt contract in which she must reimburse D = I
(we normalize the mass of projects to one). Investors

are willing to purchase this debt claim if and only if

the probability of default is equal to 0.

Let us first check that the borrower prefers be-

having on all projects to shirking on all. The “law

of large numbers”6 implies that the firm’s total in-

come is pHR in the former case and pLR in the latter

case. As pHR > I > pLR, the borrower’s residual

6. Interpreted very loosely. See Diamond (1984) and Hellwig (2000)
for more careful treatments, with a finite number of projects going to
infinity.

claims are pHR − I and 0, respectively. So, the bor-

rower prefers working on all projects if and only if

pHR − I > B, which we have assumed in order to

guarantee that the borrower needs no capital to un-

dertake a large number of projects.

More generally, it is easy to check that the bor-

rower does not benefit from working on a fraction of

projects and shirking on the remaining fraction. Sup-

pose the borrower works on a fraction κ of projects.

Either κpHR + (1− κ)pLR < I, and then there is de-

fault and the borrower would be better off shirking

on all projects; or κpHR + (1− κ)pLR � I, and then

d
dκ
[κpHR + (1− κ)(pLR + B)] = (∆p)R − B > 0,

and so, if κ < 1, the borrower, who receives the

firm’s incremental income once debt is fully reim-

bursed, is better off increasing κ.

The logic of the argument is clear: a debt con-

tract makes the borrower residual claimant of prof-

its whenever there is no default. So she has proper

incentives to work as long as she does not choose

to default (we employ “choose” on purpose, because

the law of large numbers implies that there is no sur-

prise as to whether default occurs).

4.2.3 Limits to Diversification

While the point that diversification can alleviate in-

centive problems and lower capital requirements is

an important one, it should be realized that there are

in practice a number of obstacles to diversification.

Endogenous correlation. The key to the diversi-

fication argument is that projects are independent,

so that if one fails another is still likely to succeed

and the latter’s income is thus good collateral for the

former. An important implicit assumption of the di-

versification argument is that the borrower cannot

alter the independence through project choice; for,

the borrower has an incentive to choose correlated

projects (“asset substitution”). Intuitively, the corre-

lation destroys the value of “collateral,” and cross-

pledging then is useless.

To illustrate this, consider the contract obtained

in the case of two projects

{R2 = 2B/[(∆p)(pH + pL)], R1 = R0 = 0}.
Suppose that the manager can choose two indepen-

dent projects or two perfectly correlated projects,
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but that the investors are unable to tell whether the

projects are independent or correlated. By choosing

correlated projects rather than independent ones,

the borrower obtains

Uc
b = pHR2 > U i

b = p2
HR2,

where “c” stands for “correlated projects” and “i” for

“independent projects,” and so diversification does

not occur.

This point, which is related to the discussion of

“asset substitution” in Chapter 7, should not sur-

prise the reader. The borrower’s claim is an equity

claim, and is therefore convex in realized income.

The borrower’s incentive structure makes her risk

loving (even though her intrinsic preferences exhibit

risk neutrality). Under correlation, the probabilities

of 2, 1, and 0 successes are (pH,0,1 − pH), while

they are (p2
H,2pH(1− pH), (1− pH)2) in the case of

independent projects. Correlation therefore induces

a mean-preserving spread of the distribution. And,

as is well-known, risk lovers benefit from a mean-

preserving spread.

Similarly, consider Diamond’s debt contract,

which, recall, implements the optimum with a large

number of projects. Assume again that the borrower

can choose between independent projects and cor-

related projects. Then

Uc
b = pH(R − I) > U i

b = pHR − I,
so the borrower prefers correlation.

The theoretical concern expressed here underlies

much of corporate risk management and of pruden-

tial reforms attempting to measure a bank’s “value

at risk.” The covariance among activities of a firm

or of a financial institution such as a bank, or of a

division thereof, is often hard to measure. Financial

innovation, in particular the development of deriva-

tives, such as swaps, futures, and options, has cre-

ated new opportunities for insurance against exter-

nal shocks (such as interest rate or exchange rate

shocks). This in principle should alleviate incentive

problems by protecting managers from shocks they

have no control over and thereby making them more

accountable.7 On the other hand, derivatives and

7. See Holmström (1979), Shavell (1979), as well as Section 3.2.6.
Loosely stated, the “sufficient statistic theorem” states that an agent’s
reward should depend only on variables over which she has control.

other financial products can be used in the oppo-

site direction to increase rather than decrease risk;

and it often proves difficult for outsiders to estimate

the risk pattern of a firm’s or a division’s portfolio.

Consequently, boards of directors or chief executive

officers are concerned about a division or a trader

losing fortunes through nondiversified portfolios.

Similarly, bank depositors (or rather their represen-

tatives, namely, the banking supervisors) are wor-

ried about failure of nondiversified banks and have

been actively designing methods for measuring the

riskiness of a portfolio so as to better tailor capital

requirements to this riskiness.

Core business competency. Another obvious obsta-

cle to diversification is that the borrower often has

expertise only in limited sectors. Expanding within

the realm of the core business may not substan-

tially improve diversification as new activities are

subject to the same industry-wide shocks as exist-

ing ones. On the other hand, diversification out-

side the core business activities generates inefficien-

cies (which can easily be modeled in our framework

by introducing, say, new and independent projects

with increasing stand-alone capital requirements).8

In such situations, diversification need not boost

debt capacity.

Limited attention. To the extent that diversifica-

tion goes together with an increase in the number

of projects, there is some concern that the borrower

cannot handle that many projects. The borrower can,

of course, expand and delegate the supervision of

these projects to other agents, but this introduces

further agency problems. Therefore, there exists a

cost to diversifying through expansions.9

Remark (the diversification discount). A number

of empirical studies, starting with Wernerfelt and

Montgomery (1988), have shown that diversification

8. A number of observers believe that the diversification of the U.S.
Savings and Loans away from residential mortgages and toward com-
mercial real estate, instalment loans, credit card loans, and corporate
securities increased rather than decreased their probability of failure
(this diversification was allowed by regulators in the early 1980s in
response to the serious hardships then faced by the S&Ls).

9. There is a large literature on the “span of control” and the incen-
tive cost associated with bigger hierarchies. See, for example, Calvo
and Wellisz (1978, 1979), Aghion and Tirole (1997), and the references
therein.
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is associated with low firm value. This observation

raises questions about the direction of causality (is

diversification the cause of the diversification dis-

count?) and, relatedly, as to why diversification is

still so widespread despite the popularity of refo-

cusing. Is diversification the outcome of inefficient

empire building and, if so, why are boards of direc-

tors and shareholders so complacent toward man-

agerial recommendations in this respect? Or do di-

versified firms simply differ from specialized ones in

a number of characteristics, as several studies have

indicated? For example, Villalonga (2004a,b) shows

that diversified firms are present in industries with

a low Tobin’s q10 and have a lower percentage of

their stock owned by institutions and insiders; she

argues that the diversification discount cannot be at-

tributed to diversification itself.

We have little to say about the possibility of

empire building at this stage of the book.11 More

generally, the Diamond argument is too simplistic

to address the empirical evidence regarding diver-

sification; yet it is interesting to look at its conse-

quences. Its logic implies that it is silent about the

return expected by uninformed investors: the latter

receive the market rate of return regardless of the

entrepreneur’s diversification decision. So a diversi-

fication discount, if any, must apply to total investor

shares, which in this barebones model, also include

the entrepreneur’s shares (or insiders’ and informed

investors’ shares in a broader model). Consider mov-

ing from one project to two in the model above.

There are several reasons why the added project may

reduce profitability: the second project may have a

lower return than the first (for instance, the pay-

off in the case of success is lower: R2 � R1; this is

the core business competency argument); the avoid-

ance of asset substitution requires costly monitor-

ing (endogenous correlation argument); or the sec-

ond project may divert managerial attention from

the first (limited attention argument). In each case,

10. Tobin’s q is equal to the market value of a firm’s assets divided
by the replacement value of these assets.

11. Managerial rents do grow with firm size in our model, suggesting
that the borrower would push for a larger empire. The question is
therefore why investors would let the borrower sacrifice investor value
to increase her own managerial rent. In Chapter 10, we will discuss
reasons why managers often get their own way.

the second project reduces average profitability, and

yet the entrepreneur may want to undertake it if

she has enough funds or the agency cost is low

enough.12 While this exercise shows how a diversi-

fication discount may arise from corporate hetero-

geneity rather than a poor investment pattern, it is

somewhat unsatisfactory as it misses the broader

discussion of the various relevant dimensions of het-

erogeneity that would be needed for both a better

theoretical understanding of diversification and a

more structured estimation of the discount and its

underpinnings.

4.2.4 Sequential Projects: The Build-up of
Net Worth

Section 4.7, in the supplementary section, inves-

tigates the case of a sequence of two projects,

project 1 at date 1 and project 2 at date 2.13 The

key difference with the case of two “simultane-

ous projects” analyzed in Section 4.2.1 is that the

outcome (success or failure) in the first project is

realized before the investment in the second project

needs to be sunk. The new feature is that the

investment in the second project can be made con-

tingent on the first project’s outcome. In particu-

lar, the optimal contract may threaten the entrepre-

neur with nonrefinancing if the first project fails

even though the projects are independent and so

there is no learning about the second project’s

profitability from first-period performance. In the

(constant-returns-to-scale) variable-investment con-

text, the main results of that section can be summa-

rized in the following way:

(i) The entrepreneur cannot do better through long-

term contracting than entering a sequence of

short-term contracts in which the investors are

reimbursed only on the current project and

break even in each period (no cross-pledging).

The entrepreneur receives nothing and does not

invest in the second project if she fails in the

first period.

12. It is, furthermore, easy to build examples in which diversified
firms have a lower percentage of stocks held by insiders (due to the
fact that they have to borrow more).

13. The analysis carries over to an arbitrary number of projects.
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(ii) The first-period investment is larger than it

would be in the absence of a follow-up project.

The threat of not being able to finance the second

project acts as disciplining device and alleviates

date-1 moral hazard. Put differently, the fact that

$1 of entrepreneurial net worth at date 2 is worth

more than $1 to the entrepreneur due to credit

rationing makes the entrepreneur more eager to

behave at date 1.

(iii) Stakes are increasing: the date-2 investment in

the case of date-1 success is larger than the

date-1 investment.

(iv) The entrepreneur has a higher utility in the

sequential-project case, as the lower agency cost

boosts borrowing capacity.

(v) Project correlation need no longer reduce the

entrepreneur’s utility due to a learning effect: the

second-period project’s dimension can be made

contingent on the first-period outcome, which is

then informative about the date-2 prospects.

4.3 Boosting the Ability to Borrow:
The Costs and Benefits of
Collateralization

In the previous sections, “assets” or “net worth”

referred to some form of cash that the borrower was

able to put up front to defray part of the cost of in-

vestment. Some other assets cannot be used up front

to participate in the financing, and yet are “quasi-

cash.” Suppose for instance that the entrepreneur

has no cash but, as a leftover of a previous activity,

will deliver some accounts receivables to a buyer,

resulting for the entrepreneur in riskless profit A.

So total profit will be R + A in the case of success

of the current project and A in the case of failure.

Obviously, the entrepreneur can pledge this riskless

profit A to the lenders, and everything is as if the

entrepreneur had cash A today. Or, to emphasize

the same point, suppose that the entrepreneur has

no cash today, but that the investment I is used to

purchase equipment or commercial real estate, that

is used for the project and will after completion of

the project be resold at some riskless price A. This

resale value can be pledged as collateral to the lend-

ers and is quasi-cash.

More generally, the ability to pledge productive

assets may help raise external finance. This section

makes a few points concerning the link between col-

lateral and loan agreements.

4.3.1 Redeployability

We start with the straightforward point that the op-

tion to use a productive asset for other purposes out-

side the firm helps raise external finance. Suppose

that we extend the fixed-investment framework of

Section 3.2 to allow for the possibility of learning

that the investment could have superior alternative

uses. More precisely, let I be spent to purchase some

productive asset such as land or equipment. After

the investment is sunk but before the entrepreneur

starts working on the project, a public signal accrues

that indicates whether the project is viable:

• with probability x, the project is viable and its

characteristics are as described in Section 3.2

(so, the model of Section 3.2 corresponds to

x = 1);

• with probability 1 − x, the parties learn that

the project will not deliver any income (at least

under current management), regardless of the

entrepreneur’s effort (for example, there might

turn out to be no demand for the corresponding

product or perhaps the entrepreneur will prove

to be an incompetent manager of the assets).

In the second situation, labeled “distress,” the as-

set can be sold to a third party at some exogenous

price P � I (this value of collateral in the case of dis-

tress is here taken as exogenous: see the discussion

below). A high resale price P corresponds to a highly

redeployable asset. By contrast, a specialized asset

should fetch a low resale price. Commercial real es-

tate is one of the most redeployable assets, even

though resale implies a loss. At the opposite extreme

lie highly specific investments such as a die (or,

more generally, custom-made equipment) or the per-

sonnel’s human capital investment into the project.

Some equipment with well-organized second-hand

markets, such as buses and airplanes, may lie in

between.

The timing of this extension of the basic model is

summarized in Figure 4.1.

With a positive probability of distress (x < 1) and

with asset specialization (P < I), the condition for a
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Loan agreement
• • •

Investment

Distress
(probability 1 − x)

Moral hazard

•
Public signal

•
No distress

(probability x)
Outcome

Resale at
price P

Figure 4.1

positive NPV becomes more stringent,

xpHR + (1− x)P > I,
and thus condition (3.1) becomes

x(pHR − I) > (1− x)(I − P). (4.6)

That is, the expected profit must dominate the ex-

pected capital loss associated with distress. An in-

crease in redeployability, that is, a decrease in the

resale discount, I−P , of course, makes it more likely

that the project be a positive-NPV one.

Assuming (4.6) holds and turning to the lenders’

credit analysis, we compute the pledgeable income.

Obviously, it is optimal to pledge the full amount of

the resale price in the case of distress to the lenders

before committing part of the income R obtained in

the case of success. This results from the fact that

pledging the resale value has no adverse incentive

effect,14 while profit sharing reduces the entrepre-

neur’s stake when there is no distress. Accordingly,

one possible interpretation of what happens in dis-

tress is that the firm goes bankrupt and the lenders

seize the collateralized asset.

A necessary and sufficient condition for the

project to be funded (the modification of condition

(3.3)) is that the pledgeable income exceed the lend-

ers’ initial outlay:

xpH

(

R − B
∆p

)

+ (1− x)P � I −A. (4.7)

The threshold asset level A, above which the project

is funded, is given by condition (4.7) satisfied with

equality; it decreases with the redeployability of

the asset (as stressed, for example, in Williamson

14. Actually, it would even have a positive incentive effect if the
entrepreneur could influence the probability of distress (which is ex-
ogenous here).

(1988)).15 That redeployability of assets helps a firm

to borrow may explain why a Silicon Valley firm has a

hard time borrowing long term and borrows at high

spreads over comparable-maturity Treasuries when

it can borrow, while a gas pipeline company can bor-

row more easily and at much lower spreads.

4.3.2 Equilibrium Determination of
Asset Values

The analysis of the previous subsection took the re-

sale price P as given. One can broaden the study by

investigating the demand side (who are the buyers?)

and equilibrium considerations (how is the demand

P determined by the interaction of supply and de-

mand in the second-hand asset market?). Several im-

portant themes emerge from this broader agenda.

Fire sale externalities and the possibility of surplus-

enhancing cartelization. Suppose that multiple firms

want to put similar assets on the market when in dis-

tress. The competition between them brings down

the price P . This has two effects. First, for a given in-

vestment level, assets fetch a lower price in the case

of distress and so are less valuable than if a single

firm disposed of its assets. This is the familiar profit-

destruction effect of competition. Second, and more

15. Furthermore, A increases with the probability of distress as
long as the resale price does not exceed the pledgeable income
(P � pH(R − B/∆p)). (Checking the validity of the assumption requires
an equilibrium model of the determination of P (see, for example,
Chapter 14).)

The ability to resell the asset at a high price here boosts borrowing
capacity. This need not always be so if the lenders cannot prevent the
borrower from reselling the assets. The borrower may then be more
tempted to sell the asset in order to consume the proceeds or finance
new, possibly negative NPV, investments if the asset fetches a high re-
sale price (see, for example, Myers and Rajan 1998). Checking whether
the asset is not resold for such purposes may be more difficult for as-
sets that may need to be traded for portfolio reasons. (In Chapter 7, we
will discuss a different, but related, theme called asset substitution.)
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interestingly, the reduction in resale value aggra-

vates credit rationing, and so investment declines.

While the first effect, around the competitive equi-

librium, amounts to a transfer between sellers and

buyers, the latter effect creates a reduction in total

surplus.

This raises two issues. First, could the firms not

gain from colluding ex ante and committing to put

only a fraction of the distressed assets on the mar-

ket? This restraint has a cost and a benefit for the

firms. The cost is that they lose the resale price on

the distressed assets that they withhold. The benefit

(which is a cost to buyers) is that withholding raises

the market price P . It turns out that, in the case of

a large number of firms and under the maintained

hypothesis that assets kept in a distressed firm are

worthless, firms are better off cartelizing (i.e., agree-

ing on a policy of restraint) if and only if the elasticity

of demand for the assets is greater than 1.

Second, could cartelization increase total social

surplus (buyers’ surplus plus sellers’ surplus)? In the

absence of credit rationing, the answer would be an

unambiguous “no”: at the margin 1 unit of withheld

assets has value P > 0 to the buyer and has opportu-

nity cost 0 for the seller (since there is no alternative

use of the assets inside the firm). Thus, any with-

holding would involve a deadweight loss. Not neces-

sarily so under credit rationing: as we noted, the in-

vestment expansion creates economic wealth. Total

surplus increases, if (fixing the pledgeable income)

the NPV is sufficiently large, that is, if the agency

cost (measured by the difference between the NPV

and the pledgeable income) is large, and the elas-

ticity of demand exceeds 1. This result, as well as

that on the elasticity of demand, is demonstrated in

Exercise 4.16.

Before connecting those results to a standard de-

bate, though, let us issue the following caveat. Even

when cartelization increases total surplus, it does

not generate a Pareto-improvement. Indeed, buyers

suffer from the increase in price in the resale market.

This raises the issue of whether cartelization is an ef-

ficient policy to redistribute income toward the cor-

porate sector. The general point illustrated here is

that under credit rationing the marginal investment

has high profitability, and so any policy that boosts

pledgeable income has the potential to increase total

surplus. Another such policy consists in subsidizing

investment; while it may create moral hazard, it does

not lead to an ex post inefficient allocation of assets,

unlike cartelization. So, even if one ignores distribu-

tional issues and focuses on total surplus maximiza-

tion, boosting pledgeable income may conceivably

be achieved through less costly public policies than

allowing cartelization.

The deflationary impact of simultaneous sales of

assets by firms in distress is sometimes evoked in

the context of banking and financial intermediation.

During a severe recession, banks and other financial

intermediaries often dispose of their assets (real es-

tate, securities, etc.), which lowers the price that they

can demand for these assets.16 For example, it is not

uncommon for commercial real estate in big cities to

rapidly lose half of its value as a result of fire sales

by financial intermediaries. Unsurprisingly, the lat-

ter sometimes attempt (perhaps with the help of the

central bank as a cartel ring master) to reduce their

asset sales in a concerted manner. As we have noted,

this strategy pays off only when the elasticity of de-

mand for the relevant assets is sufficiently large.

Corporate mergers and acquisitions markets. The

discussion so far has ignored the fact that the buy-

ers of assets are often themselves corporations.

Thus buyers and not only sellers face financial con-

straints. This raises the question of whether the buy-

ers have enough “financial muscle” to purchase the

assets.

Another set of issues relates to the possibility that

there may be few buyers. Put differently, the equip-

ment, buildings, or intellectual property portfolio of

the firm in distress may be exploitable by and there-

fore of interest to only one or a couple of potential

buyers. The resale price is then determined through

bargaining.

We treat these issues and others in Chapter 14.

4.3.3 The Costs of Asset Collateralization

As discussed in Section 4.3.1, pledging assets helps

the borrower raise funds. Yet, the discussion there

was incomplete in that there was no real difference

between the firm’s ex post income and the ex post

16. The consequence may be a lower ability to borrow ex ante, as for-
malized above, or a shortage of liquidity, as formalized in Chapter 5.



4.3. Boosting the Ability to Borrow: The Costs and Benefits of Collateralization 167

value of its assets, except for the fact that the assets

had value even when income was low. Indeed, the

borrower and the lenders had the same marginal rate

of substitution between assets and cash; in other

words entitlements to cash and to assets were sub-

stitute means of transferring income back to the

lender. The optimal policy took the form of a pledg-

ing of assets rather than income to the lenders: in-

centive considerations require punishing the bor-

rower in the case of poor performance, and so if poor

performance means no or little income, the only pos-

sible punishment is the seizing of the assets.

But, somehow, we ought to come up with a cost of

pledging assets as well as a benefit. In this respect

the literature on credit rationing has emphasized

that assets may have a lower value for the lenders

than for the borrower (Bester 1985, 1987; Besanko

and Thakor 1987; Chan and Kanatas 1985).17 There

are at least seven broad reasons for the existence of

a deadweight loss attached to collateralization.

(i) There may be ex ante and ex post transaction

costs involved in including liens into loan con-

tracts, in recovering the collateralized assets in

default, and in selling the asset to third par-

ties (writing costs, brokerage fees, taxes, or ju-

diciary costs). For example, countries differ in

the efficiency and honesty of their courts. Slow

trials and uncertainty about how much lenders

will recoup in the judiciary process may make

them discount the value of collateral, reducing

both the borrower’s ability to raise funds, and

destroying value even if the borrower succeeds

in securing a loan.18

(ii) The borrower may derive benefits from owner-

ship that a third party would not enjoy. For

example, the borrower may attach sentimental

value to her family house that is mortgaged. Sim-

ilarly, for a piece of equipment, the borrower

may have acquired through learning by doing or

investment in human capital specific skills to op-

erate this equipment while a would-be acquirer

17. Lacker (1991, 1992) finds conditions under which the optimal
contract between a borrower and lenders is a collateralized debt con-
tract, assuming, in particular, that the borrower values the collateral
goods more highly than do the lenders.

18. See Jappelli et al. (2005) for Italian and cross-country evidence.
For example, credit is harder to obtain in Italian provinces with long
trials and large judicial backlogs.

needs to start from scratch and attaches a lower

value to the equipment. Or there may be syner-

gies with other productive assets that remain un-

der the entrepreneur’s possession.

(iii) Relatedly, some assets are very hard to sell. In

particular, licensing trade secrets and know-how

is quite difficult to the extent that the prospec-

tive licensee must know enough in order to be

interested in securing a license, but may want to

use the (legally unprotected) idea without paying

once he has the information (Arrow 1962).

(iv) Alternatively, one may introduce differential

prospects of future credit rationing for the lend-

ers and the borrower. Suppose the lenders will

not be credit rationed in the future while the bor-

rower may be. The borrower, as we have seen,

attributes a shadow value in excess of 1 to a unit

of retained earnings while the lender does not.

(This need not be the case. Lenders may them-

selves be exposed to credit rationing. See Chap-

ter 13.) It may then be optimal not to confiscate

all the borrower’s assets in the case of failure

even if the borrower is risk neutral.

(v) Contrary to what has been assumed, the bor-

rower may be risk averse. Pledging her remaining

resources (e.g., a house) in case of bankruptcy

may inflict too large a cost on the borrower, given

that bankruptcy may result from bad luck and

not only from moral hazard.

(vi) The pledging of an asset may induce very sub-

optimal maintenance of the asset by the bor-

rower, if maintenance cannot be carefully spec-

ified as part of the loan agreement. This moral-

hazard problem is particularly acute when the

borrower may receive signals that distress is im-

minent. Then, the probability that the asset will

be transferred to the lenders is high, so that

investment in maintenance is privately unprof-

itable for the borrower. Similarly, the entrepre-

neur may be unwilling to make follow-on invest-

ments into how better to utilize a piece of equip-

ment if there is a nonnegligible probability that

it will be reclaimed. It may then be desirable not

to use the asset as collateral even if the value of

the asset is identical for the borrower and for the

lenders. For more on this, see Exercise 4.1.
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(vii) Lastly, and a more subtle point, assets may come

with an attached managerial rent, as noted by

Holmström (1993). Suppose that the lenders can-

not operate the assets themselves. They must

then resort to a manager to operate the assets

when they seize them. If these assets are again

subject to moral hazard in the future, the man-

ager brought in may need to be given a rent in

order to behave (this rent is the analog of the

term pHB/∆p, but applied to future periods). By

contrast, the entrepreneur need not concede this

rent if she keeps the assets and operates them

herself. We conclude that the lenders apply a dis-

count, namely, the managerial rent, to the assets

while the entrepreneur does not. (We will come

back to this idea more formally in Chapter 14.)

4.3.4 Costly Collateral, Contingent Pledges,
and the Strength of the Balance Sheet

Let us therefore posit the existence of a wedge in

valuations of collateral, and assume the following:

• The borrower has no cash initially, so that the

full investment I is defrayed by the lenders. The

investment is used to purchase an asset.

• The asset is used in production, but still has

a residual value after income is realized. This

residual value is A for the entrepreneur and

A′ � A for the lenders (so, there is a deadweight

loss of A − A′ if the asset is seized).19 Thus the

collateral studied in this subsection is one (such

as equipment acquired for, or intellectual prop-

erty produced by, this project) that would not

exist in the absence of funding and investment.

By contrast, the next subsection will look at pre-

existing collateral (such as a family house).

A loan agreement specifies how income is shared

in the case of success (as earlier), as well as possi-

bly a contingent right for the lenders to seize the

asset. More formally, let Rb and Rl denote the bor-

rower’s and the lenders’ incomes in the case of suc-

cess (Rb + Rl = R), and let yS and yF denote the

probabilities that the borrower keeps the asset in the

cases of success or failure.

Using the lenders’ zero-profit condition and the

assumption that the project can be financed only if

19. Section 4.3.4 closely follows Holmström (1993).

the borrower is induced to behave, the borrower’s

utility (gross or net, since she has no cash on hand)

is equal to the social surplus from undertaking the

project, that is, the expected monetary profit (includ-

ing the residual value of the asset in its most efficient

use) minus the deadweight loss associated with the

transfer of the asset to the lenders:

Ub = pH(Rb +ySA)+ (1− pH)yFA

= pHR − I +A
− [pH(1−yS)+ (1− pH)(1−yF)](A−A′).

(4.8)

The optimal loan agreement maximizes Ub subject

to the constraints that the borrower be willing to be-

have and that the lenders break even:

(∆p)[Rb + (yS −yF)A] � B (ICb)

and

pH[Rl + (1−yS)A′]+ (1− pH)(1−yF)A′ � I. (IRl)

The incentive constraint (ICb) says that the increase

in the borrower’s expected payoff (income plus in-

creased probability of keeping the asset) associated

with good behavior exceeds the private benefit of

misbehaving. The “individual rationality” constraint

(IRl) requires that the lenders recoup their invest-

ment I on average.

As explained in Section 3.2.2, a good measure of

the borrower’s strength or creditworthiness is her

level of pledgeable cash pH(R − B/∆p) compared

with investment I. We can therefore measure the

strength of the balance sheet in various ways: (mi-

nus) the investment level I, or the agency cost (pri-

vate benefit B, inverse of the likelihood ratio ∆p/pH

for a given pH). (Furthermore, if the borrower had

some initial cash on hand Ã that could contribute to

defray the investment cost I (so the right-hand side

of (IRl) would become I − Ã), the borrower’s balance-

sheet strength would also increase with this level of

cash Ã.) We now perform some comparative statics

with respect to the strength of the balance sheet. As

the strength of the balance sheet decreases, one ob-

serves successively three different regimes.20

20. The derivative of the Lagrangian with respect to yS is positive if
that with respect to Rb or that with respect to yF is. Depending on the
values of the parameters, some of the three regimes may not exist.
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Figure 4.2 Only weak borrowers pledge collateral.

(i) Strong balance sheet: no collateral: {yS = yF =
1, Rb > 0}. The borrower always keeps the as-

set. Because the marginal rate of substitution

between asset and money is higher for the bor-

rower than for the lenders, it is optimal for

the borrower to pledge money first. This no-

collateral regime holds as long as the pledgeable

income allows the lenders to recoup their invest-

ment, that is, as long as pHR − pHB/∆p � I.
(ii) Intermediate balance sheet: collateral in the case

of failure: {yS = 1, yF � 1, Rb � 0}. If the asset

is to be pledged, it is better to pledge it in the

case of failure because this has attractive incen-

tive properties.

(iii) Weak balance sheet: borrower’s share of asset in

the case of success: {yS � 1, yF = 0, Rb = 0}. The

borrower’s only compensation is a share of the

asset (that is, here, some probability of keeping

it) only in the case of success.

This theory predicts that weak borrowers pledge

more collateral than strong borrowers, the intuition

being that collateral pledging makes up for a lack

of pledgeable cash. In other words, weak borrowers

must borrow against assets and cash and not only

against cash. The expression of the borrower’s util-

ity implies that the borrower prefers pledging as lit-

tle collateral as possible. Therefore, the regime that

prevails is the one that pledges the least collateral in

expectation and yet is consistent with the incentive

constraint (ICb) and the breakeven constraint (IRl).

This implies that the prevailing regime is as depicted

in Figure 4.2.

This testable implication of the moral-hazard

model is to be contrasted with that of the adverse-

selection model (see Section 6.3). There, we will

show that when the borrower has private informa-

tion about her firm’s prospects at the date of con-

tracting, only a strong borrower (namely, a borrower

with a high probability of success) pledges collateral.

Lastly, it is important to stress the key role of con-

tingent pledging. Transferring money to investors

is by assumption more efficient than transferring

assets, and so incentives are best provided by giv-

ing the entrepreneur a contingent share in the as-

sets than a contingent share in income. The intu-

ition for the results obtained above in this respect

can be obtained by comparing the pledgeable in-

comes under noncontingent and contingent collat-

eral pledges. That is, we simplify the analysis above

by comparing only {yS = yF = 0} with {yS = 1,
yF = 0}.

Under a noncontingent collateralization of the as-

sets, the pledgeable income is

pH

(

R − B
∆p

)

+A′.

With a contingent collateralization, the incentive

constraint is

(∆p)(Rb +A) � B,

and so, if A < B/∆p, say (assets do not suffice to

provide incentives), the pledgeable income is

pH

[

R −
(

B
∆p

−A
)]

+ (1− pH)A′

= pH

(

R − B
∆p

)

+A′ + pH(A−A′).

A similar rationale will underlie the optimality of

a contingent allocation of control rights (see Sec-

tion 10.2.3).

Multiple assets. Suppose now that the investment

I is used to purchase two equipments. These two as-

sets have, say, the same residual values A1 = A2 to

the borrower, and different residual values,A′1 > A
′
2,

say, to the lenders. That is, asset 1 is more redeploy-

able than asset 2. We invite the reader to check, fol-
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lowing the steps of the previous argument, that the

borrower pledges the more redeployable asset first.

4.3.5 Pledging Existing Wealth

The previous subsection analyzed a discrete model

of costly collateral pledging, in which collateral cor-

responded to the leftover value of the project’s in-

vestment. This subsection develops a related frame-

work, a variant of which will be used in Section 6.3.

We assume here that the amount pledged is a con-

tinuous variable (this modification is inconsequen-

tial since the ability to “pledge stochastically” in the

previous subsection de facto made the pledge a con-

tinuous variable). More interestingly, the collateral

corresponds to the borrower’s existing (non-project-

related) wealth. For example, it could be the bor-

rower’s family house or shares in other ventures.

The analysis and conclusions are strongly analogous

to the previous ones, although the treatment of the

borrower’s participation constraint is different: the

borrower, having no wealth of her own, was always

willing to undertake the project in the previous sub-

section. This may not be so if she has to pledge her

own wealth; the borrower would not want to simulta-

neously receive no reward for success and lose exist-

ing wealth through collateral pledges. Accordingly,

region (iii) in Section 4.3.4 cannot exist.

Suppose that the entrepreneur can pledge an

arbitrary amount C ,

0 � C � Cmax,

conditional on failing (we will later check that condi-

tional collateral dominates unconditional collateral).

Investors value collateral C at βC , where β < 1, when

they seize it.21

The borrower’s net utility, as usual, is equal to the

NPV. The NPV is equal to its value in the absence of

collateral, pHR − I, minus the deadweight loss asso-

ciated with collateral pledging. This deadweight loss

is equal to (1−β)C times the probability, 1−pH, that

the firm fails. And so

Ub = pHR − I − (1− pH)(1− β)C.
The NPV is maximized when C = 0; the borrower

will therefore not pledge collateral unless she needs

21. The dichotomous example of Section 4.3.4 corresponds to C =
(1−yF)A and β = A′/A.

to. Thus, if A denotes the borrower’s cash on hand

and A � A, where

pH

(

R − B
∆p

)

= I −A,

then C = 0.

By contrast, firms with weaker balance sheets, i.e.,

A < A, need to pledge collateral in order to raise

funds.22 Under collateral pledging, the incentive con-

straint becomes23

(∆p)(Rb + C) � B,

since the borrower loses both her reward Rb and the

collateral when she fails (her stake is just larger).

The investors’ breakeven condition becomes

pH(R − Rb)+ (1− pH)βC � I −A,
or, using the incentive compatibility constraint,

pH

(

R − B
∆p

)

+ pHC + (1− pH)βC � I −A.

Note that the pledging of collateral raises pledge-

able income both directly (term (1 − pH)βC) and

indirectly through the reduction in entrepreneurial

reward (term pHC).24 To minimize the deadweight

loss, the borrower pledges the minimum amount of

collateral that allows investors to break even:

C(A) = (I −A)− pH(R − B/∆p)
pH + (1− pH)β

.

Note that C(A) is a decreasing function of A: among

firms that pledge collateral, those with the weakest

balance sheet pledge more collateral.

Finally, we claimed that conditional pledges domi-

nate unconditional ones. Suppose that the borrower

pledges C regardless of the final outcome. Then the

deadweight loss is higher for a given amount of col-

lateral and the NPV becomes

Ûb = pHR − I − (1− β)C.

22. We assume that Cmax is small enough that the NPV remains pos-
itive even if the borrower pledges all assets:

pHR − I − (1− pH)(1− β)Cmax � 0.

23. A different way of writing this constraint is

pHRb + (1− pH)(−C) � pLRb + (1− pL)(−C)+ B.
24. This latter term (and the validity of the analysis) rests on the

condition that Rb � 0, which we will assume (this is guaranteed by im-
posing B/∆p � Cmax). For large amounts of collateral, it is no longer
possible to substitute collateral for reward, since the latter would be-
come negative and violate limited liability.
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The incentive compatibility constraint is

(∆p)Rb � B,

and the investors’ breakeven condition is

pH(R − Rb)+ βC � I −A.
When A < A, the amount of collateral is

Ĉ(A) = (I −A)− pH(R − B/∆p)
β

= pH + (1− pH)β
β

C(A) > C(A).

Intuitively, cash is more cheaply transferred than as-

sets. Thus, not only is the deadweight loss higher for

a given amount of collateral, but there is also a need

for a larger collateral. And so the conditional pledge

dominates the unconditional one.25

Remark (loan size and collateral requirement). This

analysis presumes a single “margin” for conces-

sions, namely, costly collateral pledging. Adding

other margins yields interesting covariations. For ex-

ample, Exercise 4.17 looks at a variable investment

size. As the agency cost decreases (B, or, keeping

pH constant, pH/∆p decreases), the firm expands

and borrows more (the investment size I increases)

and pledges less collateral.26 Interestingly, Boot et al.

(1991) find empirically that larger loans have lower

collateral requirements.

More generally, it would be interesting to let col-

lateral be codetermined with other corporate finance

patterns. Another finding of Boot et al. (1991) is that

loans of longer maturities have less collateral. As the

next chapter will show, the optimal maturity of liabil-

ities is longer for firms with stronger balance sheets.

Because such firms can also afford pledging less col-

lateral, this other finding of Boot et al. also makes a

lot of sense.

4.3.6 Executive Turnover as Costly
Collateral Pledging

At a broad level of abstraction, the asset that is being

pledged by the entrepreneur in the case of poor per-

formance need not be a physical asset. The pledge

25. As noted in the previous footnote, this assumes that the levels of
collateral are small enough that with conditional pledging Rb remains
positive.

26. As A increases, the firm expands and pledges less collateral, but
it is harder to get any prediction on net borrowing I −A.

could refer to any transfer or action that brings a

benefit to investors and a larger cost to the entre-

preneur. In particular, the entrepreneur may post

her job as collateral, either directly as a commitment

to quit in the case of poor performance, or, more

plausibly, indirectly through institutional changes

that make it easier for investors to dismiss the man-

ager: an increase in the number of outsiders on the

board, removal of takeover defenses, termination

rights granted to the venture capitalist, and so forth.

Investors benefit from the ability to remove the

manager because they may find another manager

with a higher productivity or lower private benefits.

Executive turnover, however, may involve a dead-

weight loss as discussed above: the new manager

will enjoy a rent, which will be received neither by the

entrepreneur nor by the investors. Hence, the cost to

the incumbent entrepreneur of being removed may

well exceed the benefit to the investors.

What does this analogy27 imply for the executive

turnover pattern? First, turnover should be more

likely following poor performance, in the same way

collateral is more likely to go to investors following

poor performance; this is indeed the case in prac-

tice (see Section 1.2.3). Second, turnover is negatively

correlated with explicit incentives, in the same way

as the entrepreneur receives nothing when collateral

is seized. This prediction of a positive covariation

between explicit and implicit incentives is also sup-

ported by empirical evidence.

4.4 The Liquidity–Accountability Tradeoff

We have assumed that the entrepreneur’s compen-

sation is delayed until the consequences of her man-

agement (the final profit) are realized. As is intuitive

and will be confirmed in the analysis below, it was

indeed optimal to proceed in this way in the envi-

ronment that has been analyzed until now: the more

delayed the compensation, the larger the volume of

information available, and thus the more precise the

assessment of the entrepreneur’s performance. In

reality, entrepreneurial compensation accrues pro-

gressively and not only at the “end.” For one thing,

27. The formal treatment of the analogy requires adding a second
period (as in Section 4.7 below, but without a second-period invest-
ment) and is left to the reader.
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Contract.
Investment I;
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has cash A < I.

• • •
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effort ( p = pH or pL).

Final outcome:
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with probability p,
failure (no profit)
with probability 1 − p.

•
2
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λ

µ
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Figure 4.3

the entrepreneur needs to consume along the way,

and would therefore like to spread her compensa-

tion over time. This section investigates a related

reason, namely, that the entrepreneur may want to

cash out in order to undertake new and profitable

activities.

Letting the entrepreneur cash out before her per-

formance is clearly ascertained aggravates moral

hazard. There is in general a tradeoff between liq-

uidity and accountability. The problem of dealing

with the imperfection in performance measurement

at the entrepreneur’s exit date is compounded when

the investors cannot verify whether the entrepre-

neur indeed faces attractive outside investment op-

portunities. This lack of observability creates scope

for “strategic exit.” The option of exiting early fur-

ther aggravates the moral-hazard problem because

an early exit allows the entrepreneur to escape the

sanction attached to a poor performance.

The theme of this section is an old one in cor-

porate finance and corporate law. As Coffee (1991)

notes, “American law has said clearly and consis-

tently since at least the 1920s that those who ex-

ercise control should not enjoy liquidity and vice

versa.” In the policy debate, the existence of a trade-

off between liquidity and accountability has been a

focal object of debate primarily at the level of ac-

tive monitors. In a nutshell (we will come back to

this theme in Chapter 9), it has often been argued

that the institutional investors in the United States

enjoy much more liquidity than their Japanese and

European counterparts and therefore are much less

prone to monitoring (“exercise voice”). Note, though,

that they have easier access to information and to ju-

dicial action against corporate insiders, which low-

ers the cost of limited monitoring relative to their

European and Japanese counterparts.

To unveil some implications of the liquidity–

accountability tradeoff and its limits, let us gener-

alize the fixed-investment model of Section 3.2 to

allow for the possibility that the entrepreneur en-

joys an attractive new investment opportunity at

an intermediate date, which is after the project has

been financed and the investment sunk but before

the outcome is realized.28 This new investment op-

portunity is fleeting; in particular, it disappears if

it is not taken advantage of when the profit on the

initial project accrues. The timing is described in

Figure 4.3.

As usual, we assume that the entrepreneur’s cash

A is insufficient to finance the initial investment

I. There is moral hazard: the entrepreneur enjoys

no private benefit if she behaves (in which case

the probability of success is pH) and private benefit

B > 0 if she misbehaves (the probability of success

is then pL). The project yields R if successful and

0 if it fails. This final outcome (R or 0) is obtained

whether or not the entrepreneur takes advantage of

the new investment opportunity. Investors and the

entrepreneur are risk neutral, and the latter is pro-

tected by limited liability. We assume that the invest-

ment would be financed in the absence of new re-

investment opportunities:

pH

(

R − B
∆p

)

� I −A.

The new feature is the possible existence of an

outside investment opportunity for the entrepre-

neur. We will say that the entrepreneur faces a

“liquidity shock” if such an opportunity arises. The

rationale for this terminology is that the model

28. The model is a simplified version of the one in Aghion et al.
(2004), to which we refer for more detail. There is also a large literature
on the liquidity–control tradeoff for active monitors (see Section 9.4).
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admits alternative interpretations in which the

entrepreneur needs money at the intermediate stage

for reasons other than new investment opportuni-

ties. More generally, the marginal value of the entre-

preneur of having cash available at the intermediate

date is high. It might be that the entrepreneur is ill,

or wants to send her children to college, or to acquire

a property.

When a new investment opportunity arises, which

happens with probability λ, the entrepreneur (who,

it can be shown, has optimally invested all her wealth

A in the initial investment) can only rely on the

amount rb that she can contractually withdraw at

the intermediate date to reinvest in the new ven-

ture. We assume that the entrepreneur receives µrb

when investing rb, where µ > 1. None of this return

is pledgeable to the investors.29

Consider the following class of contracts. The

entrepreneur receives

• rb at the intermediate date, and nothing at the

final date, in the case of a liquidity shock;

• Rb in the case of success (and 0 in the case of

failure) when the final outcome is realized and

nothing at the intermediate stage, in the absence

of a liquidity shock.

This “menu” deserves several comments. First,

the type of compensation is contingent on the pres-

ence or absence of a liquidity shock. This raises no

problem when the existence of a liquidity shock is

verifiable by the investors. As we already observed,

though, this need not be the case, and it must then

be the case that the entrepreneur indeed finds it pri-

vately optimal to choose full exit (take rb) when fac-

ing a liquidity shock and full vesting (wait and re-

ceive Rb in the case of success) in the absence of a

liquidity shock.

Second, one may wonder whether this full exit/full

vesting menu is not too restrictive, in that one could

find better schemes. In particular, one might in the

case of a liquidity shock allow for “partial vest-

ing” (the entrepreneur receives some performance-

contingent delayed compensation together with

some cash rb at the intermediate date with an op-

tion to convert this cash into additional shares). It

turns out that under risk neutrality, partial vesting,

29. See Exercise 4.5 for the extension to partly pledgeable return.

and actually arbitrary, schemes do not improve on

the limited class considered above in case (a) below,

and may not improve in case (b); and that in the case

of possible improvement in (b) it suffices to consider

partial vesting schemes. We will solve for the optimal

mechanism and will point it out if the latter involves

partial vesting.

Third, the reader may wonder where the amount

rb comes from, given that the firm generates no cash

at the intermediate date, of which the entrepreneur

could keep some fraction. This is a matter of im-

plementation. When computing the optimal state-

contingent allocation, one need only know that rb

will have to be paid in some way by the investors

and therefore must be subtracted from pledgeable

income. Only thereafter comes the question of im-

plementation. One possibility, although not the most

realistic one in our context, is that the investors ini-

tially bring more than I − A: liquidity, in the form

of Treasury bonds, say, is hoarded so as to be able

to honor the contract with the entrepreneur in the

case of exit. Alternatively, and as will later be em-

phasized, securities can be issued at the intermedi-

ate date (that pay off in the case of eventual success).

This dilution of initial claimholders allows the firm

to raise sufficient cash to compensate the entrepre-

neur at the exit date.

(a) Verifiable liquidity shock. Let us begin with

the benchmark case in which the liquidity shock is

observable by the investors. There is then a single

dimension of moral hazard: the entrepreneur must

be induced to behave. Intuitively, all incentives are

provided by the contingent compensation that the

entrepreneur receives when she does not exit. This

intuition is confirmed by the analysis of the incen-

tive compatibility constraint:

λµrb+ (1−λ)pHRb � λµrb+ (1−λ)pLRb+B. (ICb)

That is, with probability λ, the entrepreneur cashes

out and reinvests, obtaining µrb. Because rb cannot

be made contingent on profit, it has no impact on

the entrepreneur’s effort decision. All incentives are

provided by the share Rb held in delayed compensa-

tion in the absence of a liquidity shock. Indeed, the

incentive compatibility constraint can be rewritten

as

(1− λ)(∆p)Rb � B.
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This is but the incentive constraint obtained in Sec-

tion 3.2 in the absence of a liquidity shock (λ = 0)
except that the entrepreneur’s stake Rb must be

magnified since the incentive sanction will bite only

with probability 1− λ.

The pledgeable income is the maximal expected

income that can be pledged to the investors with-

out destroying incentives. For a given rb, this pledge-

able income is equal to the firm’s expected income,

pHR, minus the minimum expected compensation

that must be given to the entrepreneur to preserve

incentives:

pHR −
{

λrb + (1− λ)pH min
{Rb satisfying (ICb)}

Rb

}

= pH

(

R − B
∆p

)

− λrb.

Thus, everything is as if the entrepreneur con-

tributed not A but [A − λrb], since she gets a fixed

amount rb with probability λ.

The social surplus (NPV), which, because of the

competitiveness of the financial market, goes to the

entrepreneur, is

Ub = NPV = pHR − I + λ(µ − 1)rb. (4.9)

Thus more liquidity (a higher rb) increases the bor-

rower’s net utility Ub. Of course, the catch is that

more liquidity reduces the pledgeable income. So, in

the optimal contract, rb will be set at the highest pos-

sible level consistent with having enough pledgeable

income to fund the investment:

rb = r∗b ,
where

pH

(

R − B
∆p

)

− λr∗b = I −A;

for, it is optimal to set

R∗b =
B

(1− λ)∆p
so as to maximize the liquidity of the entrepreneur’s

claim. Intuitively, the entrepreneur values income

more early than late and so it is optimal to mini-

mize delayed compensation once incentives are suf-

ficient.30

30. To prove this more formally, maximize Ub subject to (ICb) and
the financing constraint:

pH(R − Rb)− λrb � I −A.

Note also that r∗b increases with A. And so an

entrepreneur with a stronger balance sheet enjoys

more liquidity.

(b) Nonverifiable liquidity shock and strategic exit.

When at date 1 only the entrepreneur knows whether

she faces a liquidity shock, moral hazard becomes

multidimensional. The entrepreneur now has the op-

tion to “misrepresent” the existence or nonexistence

of a liquidity shock. Furthermore, the two forms of

moral hazard interact. The entrepreneur, if she de-

cides to misbehave, may well want to strategically

exit before the consequences of her behavior are dis-

covered. The investors’ inability to verify the exis-

tence of a liquidity shock thus aggravates the incen-

tive problem. The agency cost is accordingly raised.

To simplify the exposition, we will assume in the

rest of the section that

pL = 0.

This assumption implies that, were the entrepreneur

to misbehave, the entrepreneur would indeed want

to cash out early even when she has no new invest-

ment opportunity: the delayed claim, pLRb, would

then be valueless. More generally, a small probability

of success in the case of misbehavior induces strate-

gic exit. And so the entrepreneur’s payoff in the case

of misbehavior becomes

[λµ + 1− λ]rb + B

(the multiplier µ applies only in the case of a liquidity

shock). The incentive constraint is now

λµrb + (1− λ)pHRb � [λµ + 1− λ]rb + B (ICb)

or

(1− λ)[pHRb − rb] � B. (IC′b)

Because pL = 0, one verifies that the nonverifiability

of the liquidity shock aggravates moral hazard, as

this constraint can be rewritten as

(1− λ)[(∆p)Rb − rb] � B. (IC′′b )

In a sense, the entrepreneur can avail herself of

rb even in the absence of a liquidity shock, and

the performance-contingent compensation must

accordingly be higher powered.

Does the entrepreneur have an incentive to se-

lect correctly in the menu when she behaves? The
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incentive constraint (IC′b) relative to the effort choice

implies that pHRb > rb, and so the entrepreneur

strictly prefers the delayed compensation when fac-

ing no liquidity shock. In contrast, we will need to

investigate whether the entrepreneur has an incen-

tive to cash out in the case of a liquidity shock, that

is, whether

µrb � pHRb. (4.10)

Let us ignore this constraint for the moment.

The NPV for a given rb is unchanged by the possi-

bility of strategic exit. It is

Ub = pHR − I + λ(µ − 1)rb.

In contrast, the agency cost has increased; that is,

the pledgeable income is now reduced to

pHR −
{

λrb + (1− λ)pH min
{Rb satisfying (ICb)}

Rb

}

= pH

(

R − B
∆p

)

− rb

< pH

(

R − B
∆p

)

− λrb

when rb > 0.

Again it is optimal to provide the entrepreneur

with as much liquidity as is consistent with the

financing constraint. So

rb = r∗∗b < r∗b ,

with

pH

(

R − B
∆p

)

− r∗∗b = I −A.

Delayed compensation is then given by (IC′b) taken

with equality

Rb = R∗∗b = B + (1− λ)r∗∗b

(1− λ)∆p > R∗b .

The possibility of strategic exit hurts the entrepre-

neur since from (IC′b) we see that she will be allowed

to enjoy less liquidity than she would otherwise. Her

stake in the firm is made less liquid in order to pre-

vent her from shirking and exiting.

Lastly, we must return to the neglected constraint

(4.10). If

µr∗∗b � pHR∗∗b ,

then the ignored constraint (4.10) is indeed satisfied.

The optimal scheme is then our menu of a full exit

option (r∗∗b ) and a fully vested option (R∗∗b in the

case of success). If instead the constraint is not sat-

isfied, as is the case when the firm has a weak bal-

ance sheet (A is low), then the liquid claim is too

small to make full exit attractive enough even in the

case of a liquidity shock.31 It is easy to show that the

structure of the incentive scheme must be changed

slightly and that the entrepreneur’s claim involves

partial vesting:

• the entrepreneur receives some “baseline,” illiq-

uid share R0
b in the case of success (with value

pHR0
b);

• the entrepreneur further receives cash r∗∗b at the

intermediate date, which she has the option to

convert into extra shares paying ∆Rb in the case

of success, with total stake Rb ≡ R0
b +∆Rb if she

elects this conversion option.

The entrepreneur’s utility (pHR− I+λ(µ − 1)r∗∗b )

is unchanged. Only the composition of the compen-

sation package is altered.32

To sum up, the (quite plausible) unobservability of

the liquidity shock makes it harder for the entrepre-

neur to receive a liquid claim. It implies more vesting

(a more delayed payoff for the entrepreneur).

In practice, contracts often have clauses for accel-

erating vesting—the entrepreneur can cash faster—

in certain contingencies. These contingencies may

either be direct performance measures (income,

31. The ignored constraint can be rewritten as

(µ − 1)r∗∗b � B
(1− λ) .

32. To show this, note that the added constraint cannot increase the
value of the program. So we just need to show that one can do as well
as when one ignores the constraint. The incentive constraint relative
to the effort choice under the partial vesting scheme is

λ[µr∗∗b + pHR0
b]+ (1− λ)pHRb � [λµ + 1− λ]r∗∗b + B.

The pledgeable income is, using this constraint satisfied with equality,

pHR −
[

λ(r∗∗b + pHR0
b)+ (1− λ)

(

r∗∗b + B − λpHR0
b

1− λ
)]

= pH

(

R − B
∆p

)

− r∗∗b .

Thus, the pledgeable income depends only on r∗∗b . The entrepreneur
must find it privately optimal to convert the cash into shares when
there is no liquidity shock and to exit when there is one:

µr∗∗b � pH(∆Rb) � r∗∗b .

Thus it suffices to choose ∆Rb in the interval defined by these two
inequalities (which is consistent with ∆Rb � Rb since we are in the
case µr∗∗b < pHR∗∗b by assumption). Because ∆Rb has no impact on
the NPV and the pledgeable income, we have shown that this simple
change in the structure of compensation allows us to satisfy the ex
post revelation constraints at no cost.
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patents, etc.) or result from market monitoring. We

now turn to the latter possibility.

(c) Facilitating exit through speculative monitor-

ing and the reverse pecking order. As we have seen,

the cost of liquidity is that it makes the entrepre-

neur less accountable since she can “get away with a

poor performance.” Ideally, one would want to have

an early assessment or “picture” of the entrepre-

neur’s performance and thereby be able to measure

it before the profit actually accrues. Chapter 9 will

emphasize the key role played by financial markets

in the measurement of the value of assets in place.

The buyers of claims in the firm are incentivized to

assess their value; the price fetched by the securities

in a public offering, for example, conveys useful in-

formation about the likely performance of the firm.

Chapter 9 will stress the use of market monitoring

as a way to filter out at any point in time some of the

future exogenous noise that garbles the assessment

of performance. Here we want to abstract completely

from this consideration and assume rather that an

early signal is available that is a noisy version of fi-

nal performance. That is, the final profit is a superior

way of assessing the entrepreneur’s performance. In

technical terms, the profit is a “sufficient statistic” or

“summary” for the pair of observables (profit, sig-

nal) when trying to infer effort.33 Crudely speaking,

there is nothing to be learned from the signal when

one already knows the profit (see Figure 4.4 for a

schematic).

The fact that the signal is a garbled version of the

final profit implies that, in the absence of a liquidity

shock (λ = 0), the signal should just be ignored, and

the compensation entirely based on the best mea-

sure of performance, namely, profit.

We will later interpret this signal as the price

fetched in an initial public offering (IPO) or other

security issue; just assume for the moment that it

comes “out of the blue” at the intermediate date,

33. For the concept of sufficient statistic, see Section 3.2.4.

just after the entrepreneur learns whether she faces

a liquidity shock and before she cashes out.

The signal can be “good” or “bad.” Let

qH ≡ Pr (good signal | high effort)

and

qL ≡ Pr (good signal | low effort).

Assume34

qH > qL.

Intuitively, and because of risk neutrality, if the

entrepreneur announces that she wants to cash out

(case (b)), one should (i) use the signal and (ii) give

her cash r̂b only if the signal is good. For example, in

the case in which the liquidity shock is not verifiable

(case (b)), the incentive constraint relative to effort

can now be written:

λqHµr̂b + (1− λ)pHRb � qL[λµ + (1− λ)]r̂b + B.
(ICb)

Making the size of the liquid claim contingent on

the signal (r̂b if the signal is good, 0 if it is bad)

relaxes the constraint. Let

rb ≡ qHr̂b and θ ≡ qL

qH
< 1.

The incentive constraint can be rewritten as

λµrb + (1− λ)pHRb � [λµ + (1− λ)]θrb + B.
While the entrepreneur’s expected utility for a giv-

en rb is unchanged, the pledgeable income increases

to

pH

(

R − B
∆p

)

− rb[1− (1− θ)(λµ + 1− λ)],

and so rb and the NPV are increased. In that sense,

liquidity is enhanced by the existence of speculative

monitoring.

Application. These ideas can be illustrated in the

context of venture capital, for example. One dif-

ference with the model analyzed above is that at

34. Let x and y denote the probability of a good signal when the
profit is R and 0, respectively, with (this is the definition of a “good
signal”) x > y . Then

qH = pHx + (1− pH)y > qL = pLx + (1− pL)y.
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least two parties with control over the venture—

the entrepreneur and the venture capitalist (the ac-

tive monitor)—may each want to exit. But the broad

principles stated above apply. Venture capital agree-

ments carefully plan the conditions for their exit. For

example, venture capitalists usually exit four to five

years after the initial capital injection. At this time,

the performance is usually still unknown (for exam-

ple, it may take ten or fifteen years for a drug to

go through the research and development stages, to

be tested, to obtain regulatory approval, and to fi-

nally enter the market). So it is particularly impor-

tant to obtain some advanced, even noisy, estimate

of future profits. This “photographing” of the value

of assets in place is in part synchronized with the

exit mechanism. The conversion of the venture cap-

italist’s convertible preferred stocks into common

stocks is usually contingent on the value achieved

at the IPO.35

Recall that at the beginning of the section we pro-

vided several interpretations for the way the transfer

rb is implemented. The first was the hoarding of liq-

uidity, say, in the form of Treasury bonds, to allow

the entrepreneur to cash out. This method, however,

has the substantial drawback of not generating any

information about the value of assets in place.

Similarly, issuing safe debt (which would be fea-

sible if the profit in the case of failure were strictly

positive) would not convey any information about

the probability of success, and therefore would keep

the agency cost high.

In practice, therefore, the exit mechanism is asso-

ciated with the issuance of risky securities (say equity

claims). The observation of the signal by new claim-

holders, however, is costly, so that incentives must

be given for the production of this interim informa-

tion. The riskier the claim, the more incentive the

buyers of the claim have to carefully assess the value

of assets in place. In the case of venture capital, the

exit mechanism is indeed linked to either an IPO or

a sale to a large buyer, in any case with the sale of

equity.

35. The venture capitalist’s reward and timing of exit depends on
other parameters besides the start-up’s own performance. As dis-
cussed in Section 2.5, IPOs also “time the market.” For example, after
the 2000 collapse of the Internet bubble, the market for IPOs dried
up; venture capitalists were deprived of an exit option and could not
reinvest in new start-ups.

The need for a precise assessment at the date of

exit calls for a reversal of the “pecking-order hypoth-

esis.” This hypothesis, whose rationale we will inves-

tigate in Chapter 6, holds that, when issuing claims

outside, firms prefer to start with relatively riskless

claims and issue very risky ones only as a last resort.

So they will first issue safe debt, then risky debt, then

preferred stocks, and finally equity. The need to in-

centivize the measurement of the value of assets in

place instead suggests issuing risky securities first.

4.5 Restraining the Ability to Borrow:
Inalienability of Human Capital

We have until now assumed that the loan agreement

between the entrepreneur and the lenders is not

renegotiated. Since the agreement is Pareto-optimal,

renegotiation cannot strictly improve the welfare of

both sides to the agreement. Hart and Moore (1994)

have argued that renegotiation may nevertheless oc-

cur if the entrepreneur is indispensable for the com-

pletion of the project. Hart and Moore’s idea is that

the entrepreneur can blackmail the lenders and try

to obtain a bigger share of the pie by threatening not

to complete the project.36

To illustrate in the simplest fashion how this

blackmail might operate, suppose there is no moral

hazard, so B = 0, and that the entrepreneur has no

cash, so A = 0. Since

pHR > I,

the (positive-NPV) project is then financed in the ab-

sence of contract renegotiation. The entrepreneur

can, for example, write a debt contract specifying

that D will be paid to the lenders in the case of suc-

cess, where
pHD = I.

Introducing renegotiation, Hart and Moore consider

a timing similar to that in Figure 4.5.37 The project

36. We here focus on holdups by borrowers. See Section 9.4 for the
opposite problem of holdups by lenders, which refers to the relation-
ship banker “expropriating” the entrepreneur’s future surplus thanks
to his superior knowledge of the firm relative to other potential lend-
ers. Expropriation of the entrepreneur’s specific investment through
high interest rates is the dark side of “relationship banking.” In this
case, it is the investors who need to compete in order to enhance the
borrower’s bargaining power.

37. More precisely, Hart and Moore build a multiperiod model, in
which the timing for each period is similar to that of Figure 4.5. The
scope of their analysis is accordingly much broader than the account
given in this section.
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yields nothing if it is not completed. And, because

of the absence of moral hazard, it yields R with

probability pH and 0 with probability 1 − pH if it is

completed.

There are two key assumptions for the analysis.

First, the lenders cannot bring in a new entrepreneur

to complete the project if the entrepreneur refuses

to complete it; one may have in mind that part of the

investment I is devoted to the acquisition of know-

ledge by the entrepreneur and that this knowledge is

indispensable to complete the project. More gener-

ally, bringing in a new entrepreneur could substan-

tially delay the project and/or wastefully duplicate

the investment in human capital (besides, the new

entrepreneur might herself blackmail the lenders if

the first one is no longer available to complete the

project). Note that, in contrast with physical assets,

the investment in the entrepreneur’s human capital

cannot be seized: it is inalienable.

The second assumption is that the action of “com-

pleting the project” can be contracted upon after,

but not before, the investment is incurred. There-

fore, in effect, the renegotiation itself replaces effort

as the source of moral hazard.

The key ingredient of the analysis is the descrip-

tion of the renegotiation process. Two opposite

views can be held on this matter. On the one hand,

one may predict that the lenders will stay put and

will refuse to renegotiate. If the project has a dead-

line, a self-interested entrepreneur will complete the

project even in the absence of renegotiation, since

completing the project brings her

pH(R −D) = pHR − I > 0.

On the other hand, one may, following Hart and

Moore, take a more optimistic view of the entrepre-

neur’s bargaining power and argue that in this sit-

uation both sides have bargaining power, as both

receive 0 in the case of noncompletion.38 Let us

38. Arguably, this view may be more relevant if, for example, there
is no deadline and the value, initially pHR, shrinks over time due to

assume that the lenders (respectively, entrepreneur)

receive a fraction θ (respectively, 1−θ) of the pie in

the renegotiation. The fraction θ reflects the lend-

ers’ bargaining power. Anticipating renegotiation,

the lenders are willing to invest in the firm if and

only if

θ(pHR) � I.

Note that θ cannot exceedD/R. Otherwise, the entre-

preneur would just refrain from renegotiating and

complete the project, leaving only D to the lenders

in the case of success.

The interesting case is when θ is smaller than

D/R. Then

θ(pHR) < I,

and the project is not financed: although the lend-

ers break even in the absence of renegotiation, rene-

gotiation reduces their share in the case of success

and transforms lending into a money-losing opera-

tion. The firm then suffers from credit rationing—

the nonfinancing of a positive-NPV project—despite

the “absence” of moral hazard.39 This model can

be viewed as one of expropriation of the lenders’

investment.40

Determinants of bargaining power. We now iden-

tify some factors that reduce the borrower’s bar-

gaining power (increase θ) and thus help her obtain

funding.

discounting. Then the lenders can less easily stay put and make the
entrepreneur responsible for destroying the value of the project.

39. Actually, the model is formally identical to one with moral haz-
ard. It suffices to define an “equivalent private benefit” B:

θpHR ≡ pH

(

R − B
∆p

)

.

The model with renegotiation (with parameter θ) and no moral haz-
ard is equivalent to the model without renegotiation and with moral
hazard (with private benefit B).

40. It thereby bears some resemblance to the models of expropri-
ation of specific investment in the industrial organization and labor
economics literatures (Grout 1984; Klein et al. 1978; Williamson 1975,
1985). It is also very similar to the model in Jappelli et al. (2005), where
ex post the lender can refuse to pay unless brought to court, but the
inefficiency of the court implies that the lenders can secure only a
fraction of the final value of the assets.
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One such factor is reputation. Reputation may op-

erate on the borrower ’s side. That is, the borrower

may in the past have developed a reputation for not

opportunistically renegotiating her loans. We refer

the reader to Section 3.2.4 for a discussion of repu-

tational capital. The lenders may also develop a repu-

tation for not accepting to renegotiate. For example,

a bank may lend to several such borrowers and may

credibly adopt a tough stance with all of them know-

ing that, were it to give in to one of them, it would

be in a weak bargaining position with the others.41

Relatedly, if completion cannot be described in a

formal contract even after investment has occurred,

the lenders may be worried that by forgiving some

debt they would expose themselves to further black-

mail by the entrepreneur (as do families and the po-

lice when they pay a ransom to a kidnapper). They

may then want to resist the entrepreneur’s blackmail

in order not to appear weak.

The second factor that may affect θ is the disper-

sion of lenders. We have already mentioned the possi-

bility that dispersion may hinder renegotiation when

we discussed debt overhang. We will come back to

this theme when defining the notion of a soft budget

constraint in Chapter 5.

A third factor affecting the parties’ bargaining

power is their outside options.42 We assumed above

that they had none: the borrower had no substi-

tute activity and the lenders could not replace the

entrepreneur by someone else. Let us conclude this

discussion by introducing outside options, starting

with the entrepreneur. Suppose that the entrepre-

neur can obtain utility V in an alternative project

(none of which can be seized by the investors), where

(1− θ)pHR < V < pHR.

These inequalities imply two things. First, it is ineffi-

cient for the entrepreneur to abandon the project

(V < pHR). Second, by exercising her outside op-

tion, the entrepreneur obtains more (V ) than what

he would get if this outside option were not avail-

able ((1 − θ)pHR). Put differently, to “estimate” the

entrepreneur’s bargaining power in renegotiation,

41. See Kreps and Wilson (1982) and Milgrom and Roberts (1982)
for a formalization of such behaviors.

42. See, for example, Osborne and Rubinstein’s (1990) book for a
review of models of bargaining with outside options.

one must look at her outside option. The investors

must then lower their stake to θ′ to “keep the entre-

preneur on board,” where

V = (1− θ′)pHR.

That is, the entrepreneur’s outside option amounts

to a redefinition of the investors’ bargaining power

from θ to θ′ < θ. The entrepreneur’s outside op-

tion here never benefits her and may hurt her, as

the investors may no longer be willing to finance her

project.43

Lastly, the entrepreneur’s bargaining power is

weaker when she can be replaced, possibly at a cost,

by another entrepreneur to complete the project.

This theme is familiar from industrial organization:

a party’s (here, the investors’) specific investment is

better protected if this party can use ex post com-

petition to secure a better bargaining position.44 In

the context of our financing model, suppose that the

entrepreneur is not completely indispensable; that

is, the investors can, by incurring cost c < pHR, find

a replacement for the entrepreneur. For example, c
may stand for the cost incurred by a new entrepre-

neur (and compensated for by the lenders) to obtain

the knowledge necessary to complete the project.

The loan agreement can specify that the lenders

can seize the assets and fire the entrepreneur. In this

case, the lenders will not settle for less than pHR−c,

which is what they get by replacing the entrepreneur.

Let θ∗ be defined by

pHR − c ≡ θ∗pHR or θ∗ ≡ 1− c
pHR

.

Suppose now that

θpHR < I < θ∗pHR,

where θ is the lenders’ bargaining power when they

cannot seize the asset. Then the initial entrepreneur

can find funding for the project provided she allows

the lenders to seize the asset if they so desire.45 We

43. The entrepreneur is hurt by her outside option if

θ(pHR) � I > θ′(pHR).

44. See Farrell and Gallini (1988) and Shepard (1987).
In practice, the replacement is often made by shareholders rather

than debtholders. Recall, though, that in this basic model there is no
difference between debt and equity, and so we do not have to worry
about a possible dissonance between shareholders and debtholders
regarding the replacement decision.

45. This contract leaves rent θ∗pHR−I > 0 to the lenders. There are
several ways for the entrepreneur to recoup this rent. First, she may
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therefore conclude that giving the lenders the right

to seize the firm’s assets may enable the entrepre-

neur to credibly commit not to expropriate the lend-

ers. In a sense, we are back to the idea that collateral

pledging boosts debt capacity. The new insight here

is simply that the value of the collateral depends on

how indispensable the entrepreneur is.

Supplementary Sections

4.6 Group Lending and Microfinance

Borrowers with weak balance sheets (no cash, no

adequate collateral, no guaranteed income streams)

are unlikely to have access to sources of finance. A

number of recent and apparently successful institu-

tions have tried to strengthen the balance sheet of

small borrowers by lending to groups rather than to

individuals. A well-known example is the Grameen

Bank in Bangladesh, but similar institutions exist

in several developing countries. A comprehensive

overview of institutions, incentive considerations,

and empirical data in microfinance can be found in

Armendáriz de Aghion and Morduch (2005).

The borrowers organize themselves in groups

and each participant accepts joint responsibility for

the loan. As in Section 4.2, there is cross-pledging

among several projects, but here the projects are not

projects of a single borrower, but rather projects of

different borrowers.46

Group lending may at first sight seem surprising.

We saw in Section 3.2.4 that a borrower should be

made accountable only for outcomes that she can

control. And if another borrower’s performance is

relevant because it conveys information and enables

benchmarking, then the dependence of a borrower’s

ask for some “downpayment.” Concretely, this may take the form of
incomplete investment of the entrepreneur’s equityA if we introduced
some (provided that θ∗pHR − I < 0). Alternatively, the entrepreneur
might specify that she keeps some share in the firm even in the event
she is replaced.

46. The literature on group lending includes (but is far from being
limited to) Armendáriz de Aghion (1999), Armendáriz de Aghion and
Gollier (2000), Banerjee et al. (1994), Besley and Coate (1995), Ghatak
and Guinnane (1999), Ghatak and Kali (2001), Laffont and N’Guessan
(2000), Laffont and Rey (2000), Stiglitz (1990), and Varian (1990). See
Ahlin and Townsend (2003a,b) for empirical work on selection into
joint liability contracts.

reward on the other borrower’s performance is gen-

erally negative; for example, if two nearby located

farmers face similar climatic conditions, then bench-

marking may enable the lenders to get information

about whether a farmer’s good or bad performance

is related to effort or just luck. In that case, a farmer

is at least partly compensated on the basis of rela-

tive performance. In contrast, under group lending,

a borrower prefers the other borrowers to do well be-

cause of the joint liability. This supplementary sec-

tion discusses the ways in which group lending can

indeed strengthen the borrowers’ balance sheets and

thereby enable financing.

Group lending can be given two rationales, both

of them closely related to themes developed in this

chapter. First, group lending may make use of non-

monetary collateral, actually collateral that is per se

valueless to the investors: the social capital within

the group. Second, group lending may be based on

peer monitoring. Members of the group may mon-

itor the quality of the other members’ projects ex

ante, or once financing has been secured monitor

each other’s project management.

Both ideas will be illustrated using the context

of two borrowers facing identical, fixed-investment

projects (see Section 3.2). That is, each borrower has

a project of size I and has limited cash on hand

A < I. Projects succeed (yield R) or fail (yield 0). The

probability of success is pH if the entrepreneur be-

haves (but then receives no private benefit) and pL if

she misbehaves (and receives private benefit B). As-

sume universal risk neutrality and borrower limited

liability.

The two projects are independent. In particular,

there is no scope for benchmarking as a source of

linkage between the two projects. We will assume

that

pH

(

R − B
∆p

)

< I −A.
That is, the projects cannot be financed on a stand-

alone basis. Furthermore, absent other consider-

ations, linking the two projects contractually by

making one borrower’s compensation contingent on

the other borrower’s performance cannot alleviate

the financing problem (see Section 3.4.2): because

projects are unrelated, such a link could only garble

individual performance measurement and increase

the agency cost.
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(a) Group lending: using social capital as collateral.

The theory of corporate finance focuses primarily,

although not exclusively, on physical capital (assets,

incomes). Capital can be given a broader meaning,

some of which is relevant for our present concern.

Relations among people matter substantially even in

economic situations such as lending relationships.

One view of group lending is that social capital can

supplement an insufficient amount of physical cap-

ital and thereby facilitate financing. “Social capital”

is a complex notion (see, for example, Chapter 12 in

Coleman 1990), and we certainly will not do justice

to it in this short section.

An important manifestation of social capital is the

trust people of a group or community have in each

other. Groups in which members trust each other

achieve much more than other groups in which they

don’t. And quite importantly, members of a group

value their reputation within the group, as they will

be chosen for valuable interaction or given discre-

tionary power if they are deemed trustworthy or

reliable.

How can the lending relationship use this fact to

increase the borrower’s incentives to behave, given

that misbehavior is relative to the lenders, and not

to the members of the group? Under group lending,

the borrower may be concerned that, if she misbe-

haves, not only will she be more likely to forgo the

monetary reward, but also the others may then be

upset and infer some “individualistic” tendency in

her behavior.47 They may question her altruism and

again be reluctant to interact with her in the future

(see Exercise 4.7).48

Let us here develop a simple version in which

there is no asymmetric information about the

agents’ degree of altruism. Suppose that each bor-

rower puts weight a (a � 1) on the other borrower’s

47. Another channel of impact of social capital on lending relation-
ships is that if the project fails and so the borrower does not pay
the lenders back, the other members of the group may infer that the
borrower is lazy, overly prone to favor her family or close friends, en-
joys private benefits, and so on; the other members may therefore be
reluctant in the future to engage in other forms of interaction with
the borrower. While disclosure is an attempt to lever up social capital
(in a sense, to free the lenders and borrower from the limited liabil-
ity constraint), this story explains information sharing, but not group
lending.

48. Che (2002) endogenizes the punishment behavior by introduc-
ing repeated interactions among group members.

income relative to her own income. The parameter a
is one of altruism (a was set equal to 0 until now).

Note that altruism has no effect if borrowers

attempt to secure financing for their projects sep-

arately; for, assuming financing occurs, each bor-

rower then correctly takes the other borrower’s

income as exogenous to her own behavior, and so

the incentive constraint (which, recall, sets the level

of the nonpledgeable income) remains:

(∆p)Rb � B.

And so the projects do not receive financing.

Consider now group lending. The borrowers re-

ceive Rb each if both projects succeed and 0 other-

wise. It is an equilibrium for both entrepreneurs to

behave if

p2
H(Rb + aRb) � pHpL(Rb + aRb)+ B

or

pH(Rb + aRb) � B
∆p

. (ICb)

Crucially, the term “aRb” in the incentive constraint

plays the same role in the incentive constraint as

did physical collateral (e.g., the family house that is

turned over to investors in the case of failure) in Sec-

tion 4.3. The per-borrower pledgeable income is now

pHR − p2
H

[

min
{ICb}

Rb

]

= pH

(

R − B
(1+ a)∆p

)

.

The stronger the altruism (a), the higher the pledge-

able income! In particular, if

pH

(

R − B
(1+ a)∆p

)

� I −A,

financing becomes feasible.

(b) Group lending: peer monitoring. The compet-

ing rationale for group lending is, as we said, peer

monitoring. Peer monitoring can occur at two stages:

ex ante (before the investment decision) and ex post

(after the investment decision). In either case, group

lending is one way of eliciting the information that

borrowers have about each other. Ex ante, entrepre-

neurs may have information about each other that is

not available to lenders (as in, for example, Ghatak

and Kali 2001). An entrepreneur’s being willing to

team up with another entrepreneur under a joint li-

ability lending arrangement is good news about the

ability or willingness of the latter to be successful.
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Table 4.1

good bad Bad
project project project

Pr(success) pH pL pL

Private benefit 0 b B

In other words, group lending alleviates the adverse-

selection problem.49

Ex post, that is, after the financing has been com-

mitted, borrowers may monitor each other in a way

lenders cannot mimic cheaply. For example, borrow-

ers may have a comparative advantage in monitoring

each other due to geographical proximity or a com-

mon technological expertise.

Let us consider the following mutual monitoring

model (which will also be used in Chapter 9). After

the investments are sunk, but before each entrepre-

neur’s moral-hazard decision, each entrepreneur can

monitor the other entrepreneur (the two monitoring

decisions are made simultaneously and noncoopera-

tively). So each entrepreneur has two roles: that of a

monitor (for the other’s project) and that of a mon-

itoree (for her own project). To formalize the idea

that monitoring reduces the extent of moral hazard,

assume that a monitor can reduce the private bene-

fit that can be enjoyed by the monitoree by shirking

from B to b < B. The monitor must, however, bear an

unobservable private monitoring cost c > 0 in order

to achieve this reduction in private benefit.

An interpretation of this monitoring structure is

as described in Table 4.1. Each entrepreneur will

have to choose among a number of ex ante iden-

tical projects (the set of projects are different for

the two entrepreneurs). The entrepreneur privately

learns the payoffs attached to each project. There

are three relevant projects: (1) the good project,

which yields no private benefit and has probability

of successpH; (2) the low-private-benefit bad project,

which yields private benefit b and has probability

of success pL; and (3) the high-private-benefit Bad

project, which yields private benefit B and has prob-

ability of success pL. The monitor moves first. If she

incurs effort cost c, she is able to identify the other

49. This reduction in adverse selection can be studied using the
techniques developed in Chapter 6.

entrepreneur’s high-private-benefit Bad project and

thus to prevent the other entrepreneur from select-

ing it, say, by telling the investors about it (under

group lending and in the absence of altruism and

collusion, it will indeed be in the monitor’s inter-

est to report this information). But she still cannot

tell the other two projects apart, and so the mon-

itoree can still choose the low-private-benefit bad

project if she wishes so. The monitor learns noth-

ing when she does not incur the monitoring cost c;

then, because the projects are still indistinguishable

by the investors, the monitoree can choose any of

the three projects as in the absence of monitoring

(of course, the low-private-benefit bad project is then

dominated for the entrepreneur and is irrelevant).

For expositional simplicity only, we will assume

that
b = c

(this assumption says that moral hazard is equally

strong along its two dimensions and makes the

model “symmetric”).

Let us investigate the conditions under which

group lending and peer monitoring facilitate the

entrepreneur’s access to funds.50 Suppose the entre-

preneurs monitor each other and behave. A group

lending contract that gives them Rb each if both

projects succeed and 0 otherwise yields to each

entrepreneur utility

p2
HRb − c.

By failing either to monitor or to behave (but not

both), an entrepreneur reduces the probability of

success of the other project or of her project from

pH to pL, and obtains

pHpLRb = pHpLRb − c + b.
Our first incentive compatibility constraint is there-

fore
pHRb � b

∆p
= c
∆p

.

50. We will assume that the entrepreneurs do not collude with each
other. Extensive analyses of the impact of collusion on monitoring in
corporate finance can be found in Dessi (2005) and, in the context of
group lending, Laffont and Rey (2000). Laffont and Meleu (1997) em-
phasize the role of peer monitoring as creating possible side transfers
for agents to collude in situations where other forms of side transfers
are not readily available.

Note also that even if they do not collude, the two entrepreneurs
might “coordinate” on an equilibrium in which they do not monitor
each other.
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It must also be the case that the entrepreneur does

not want to misbehave on both fronts:

p2
HRb − c � p2

LRb + b
or

(pH + pL)Rb � b + c
∆p

. (ICb)

As in our study of diversification (Section 4.2), the

binding constraint is the latter one (since (pH+pL) <
2pH). Thus, the pledgeable income per project is

pHR − p2
H

[

min
{ICb}

Rb

]

= pHR − p2
H

p2
H − p2

L

(b + c).

The pledgeable income has increased relative to the

case of separate financing if and only if

p2
H

p2
H − p2

L

(b + c) < pHB
∆p

or (

pH

pH + pL

)

(b + c) < B.

Thus if the monitoring cost (equal here to the low

private benefit) is low enough relative to the high

private benefit, peer monitoring facilitates access to

funds. Intuitively, joint liability creates an incentive

for cross-monitoring provided that the monitoring

cost is small. While monitoring per se is wasteful, it

is worth inducing as long as it generates a substan-

tial reduction in private benefit (B − b) from mis-

behavior and provided that funding cannot be se-

cured under project finance (as has been assumed

here). Joint liability can thus be added to our list of

concessions made by borrowers in order to secure

financing.

4.7 Sequential Projects

As announced in Section 4.2.4 we investigate the

impact of sequentiality on borrowing capacity and

NPV in the context of diversified projects. We do so

in the variable-investment context, which requires

a straightforward extension of Section 4.2 to this

environment.

4.7.1 Benchmark: Simultaneous
Diversification

As in Section 4.2, assume that the entrepreneur may

undertake two independent projects and that the

outcomes are realized only after efforts have been

exerted (and so the financing of the second project

cannot be made contingent on the outcome of the

first). We, however, assume that the technology is the

constant-returns-to-scale one studied in Section 3.4.

We proceed rather sketchily since the analysis is

almost identical to the fixed-investment one of Sec-

tion 4.2.1. A project i ∈ {1,2} of size Ii yields rev-

enue RIi with probability p, where p = pH if the

entrepreneur behaves (no private benefit) and p =
pL if the entrepreneur misbehaves (private benefit

BIi). Let

I ≡ I1 + I2
denote the total investment.

As in Section 4.2, risk neutrality implies that it is

optimal to reward the entrepreneur only when both

projects succeed. Let Rb denote this reward. As in

Section 4.2.1, there are two incentive constraints,

but the binding one relates to misbehavior on both

projects:

p2
HRb � p2

LRb + BI.
Hence, maximizing the NPV subject to the investors’

breakeven constraint can be written as

Usimultaneous
b = max(pHR − 1)I

s.t.

pHRI − p2
H

[

BI
p2

H − p2
L

]

= I −A.

And so

I = A
1− ρ̂0

,

where

ρ̂0 ≡ pH

[

R − pH

pH + pL

B
∆p

]

= pH

[

R − (1− d2)
B
∆p

]

,

using the notation of Section 4.2.1.

The entrepreneur does not want to misbehave on

project i if and only if

p2
HRb � pHpLRb + BIi,

or, after some manipulations,

pH

pH + pL
� Ii
I

for i ∈ (1,2).

This constraint is satisfied as long as the investment

is split relatively equally between the two projects

(for example, it is strictly satisfied for Ii = 1
2 I), but

not if all or most eggs are put into the same basket

(as in the case when I1, say, is close to I): benefits

from diversification are largest when the investment

is indeed split across projects.
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4.7.2 Long-Term Finance and the Build-up of
Net Worth

Let us now consider the sequential case, in which

the outcome of the first project is known before in-

vestment is sunk in the second project: project 1

and its realization occur at date 1, project 2 and

its realization at date 2. To make the simultane-

ous and sequential cases comparable, we assume

that there is no discounting between the two peri-

ods. We initially assume that the first loan agree-

ment covers only the first project, and study how

the build-up of equity motivates the entrepreneur.

We then analyze the optimal long-term contract and

ask whether there is scope for lender commitment

of future financing.

4.7.2.1 Short-Term Loan Agreements:

The Increasing-Stake Result

To conduct a credit analysis in period 1, the lenders

must see through the borrower’s incentives to build

up equity. So, they must work backwards and com-

pute the borrower’s gross utility in period 2 when

she goes to the capital market to finance the date-2

(variable size) project with arbitrary assets A2. In

Section 3.4, we showed that this gross utility is

vA2,

where v > 1 is the shadow value of equity given by

equation (3.14′):

v = ρ1 − ρ0

1− ρ0
,

where

ρ1 ≡ pHR

denotes the expected payoff per unit of investment,

and

ρ0 ≡ pH

(

R − B
∆p

)

denotes the expected pledgeable income per unit of

investment.

Consider now the date-1 project. Suppose that the

corresponding loan agreement specifies (a) an in-

vestment level I1 and (b) a sharing rule in the case

of success, Rb for the borrower and Rl for the lend-

ers.51 As in the static case, it is easy to show that the

51. Strictly speaking, it is not necessary that the income attached to
the first project be realized in period 1. In particular, it could be the

optimal date-1 contract specifies a reward for the

entrepreneur only when the project succeeds. Let-

ting A1 = A denote the borrower’s initial cash en-

dowment, the date-1 investors’ breakeven constraint

is as usual given by

pHRl � I1 −A. (IRl)

The incentive constraint is slightly modified due to

the existence of the shadow value of equity:

(∆p)[v(RI1 − Rl)] � BI1. (ICb)

The analysis is identical to that in Section 3.4, ex-

cept for the existence of this shadow value (which

amounts to replacing “B” by “B/v”). The pledgeable

income per unit of investment becomes

ρ̃0 = pH

(

R − B
v∆p

)

= ρ1 − ρ1 − ρ0

v
= ρ1 + ρ0 − 1.

The date-1 debt capacity is therefore given by I1 =
k1A, where52

k1 = 1
1− ρ̃0

= 1
2− ρ0 − ρ1

> k = 1
1− ρ0

. (4.11)

Under short-term loan agreements, the borrower

invests in period 2 if and only if she has income,

that is, if and only if the first project is successful.

She then invests

IS2 = kAS
2 =

AS
2

1− ρ0
,

where AS
2 is her date-2 equity in the case of date-1

success:

AS
2 = RI1 − Rl = BI1

(∆p)v
.

After some computations, one finds that the (date-1)

expected second-period investment is equal to the

first-period investment:

pHIS2 = I1.
Our first result is that stakes increase over time: con-

ditional on proper performance, the second-period

investment is 1/pH > 1 times the first-period in-

vestment. The split of investment occurs only in

expectations.

case that this income accrues only in period 2. If a signal accrues at the
end of date 1 that is a sufficient statistic for the probability of success
and is public information, the future proceeds from the date-1 project
can be sold in the marketplace, that is, securitized, and everything is
as if the income accrued at date 1.

52. We assume that the denominator of k1 is positive. Otherwise,
the debt capacity in period 1 is infinite.
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The borrower’s gross utility under short-term loan

agreements, Ug,ST
b , is

Ug,ST
b = pH[vAS

2] =
ρ1 − ρ0

2− ρ0 − ρ1
A.

This yields a net borrower utility:

UST
b ≡ Ug,ST

b −A = 2(ρ1 − 1)
2− ρ0 − ρ1

A, (4.12)

which, we check, is nothing but the NPV:

NPV = (ρ1 − 1)(I1 + pHIS2)

since pHIS2 = I1 = A/(2− ρ0 − ρ1).
We can draw two further conclusions from this

analysis.

The prospect of follow-up projects is a disciplining

device. Consequently, the first-period borrowing ca-

pacity is larger than in the absence of such projects

(see (4.11)). The lenders trust the borrower more be-

cause the latter attaches a shadow value (in excess

of 1) to retained earnings.

Because of the nature of a short-term loan agree-

ment, the borrower is unable to continue if the first

project fails. There is therefore no insurance con-

cerning the financing of the second-period project.

We now ask whether such insurance should be sup-

plied in a long-term loan agreement.

4.7.2.2 Long-Term Loan Agreements and

Credit Commitments

Suppose now that the date-1 contract between the

lenders and the borrower specifies (a) the date-1

investment I1, (b) the date-2 investment I2 contin-

gent on whether the first project failed or succeeded,

and (c) the sharing of the first- and second-period

incomes.

Obviously, the borrower is always weakly better

off under a long-term contract because she can

always obtain the short-term contract outcome by

duplicating what would have happened under a

sequence of short-term contracts. So, the question

is whether the borrower can strictly gain by signing

a long-term contract.

Let us first derive the optimal long-term contract

in our constant-returns-to-scale model. Let us as-

sume that the first-period investment is I1, and that

the first-period income is split into Rb and Rl =
RI1−Rb. The second-period net utilities for the bor-

rower are V S
2 and V F

2 , where the superscripts “S”

and “F” indicate that the date-1 project succeeded

or failed. Similarly, the date-2 utilities for the lend-

ers are W S
2 and W F

2 . Without loss of generality we

can assume that Rb is consumed (rather than rein-

vested) by the borrower: if part of Rb were rein-

vested, one could equivalently reallocate this part

to the lenders, whose contribution towards defray-

ing the cost of the second-period investment would

increase accordingly.

We necessarily have

Vk2 +Wk
2 = (pHR − 1)Ik2 , k = S, F. (4.13)

Furthermore, incentive compatibility in period 2 re-

quires that

Vk2 � pHB
∆p

Ik2 , k = S, F. (4.14)

Thus we want to maximize the borrower’s net in-

tertemporal utility:

maxUb = pH(Rb + V S
2 )+ (1− pH)V F

2 −A (4.15)

subject to (4.13), (4.14), to the incentive compatibil-

ity condition in period 1,

(∆p)(Rb + V S
2 − V F

2 ) � BI1, (4.16)

and to the breakeven constraint,

pH[RI1 − Rb +W S
2 ]+ (1− pH)W F

2 = I1 −A. (4.17)

We leave it to the reader to analyze this program.53

Solving it shows that the date-1 and date-2 invest-

ments are the same as under short-term contracting,

I1 = A
2− ρ0 − ρ1

, IS2 =
I1
pH
, IF2 = 0,

and that the borrower’s utility is also the same as

under short-term contracting,

Ug,LT
b = 2(ρ1 − ρ0)

2− ρ0 − ρ1
A = Ug,ST

b .

Thus, the borrower obtains the same intertempo-

ral utility as under short-term loan agreements if

the technology exhibits constant returns to scale.

53. One may proceed as follows. (i) One can show that, without loss
of generality, Rb = 0 (the borrower might as well reinvest earnings
rather than consume them). (ii) Substituting (4.13) into (4.17) to elim-
inate the Wk

2 , one sees that (4.14) must be binding for k = S, F (other-
wise, one would increase the date-2 investments). (iii) One then shows
that there is no loss of generality in taking V F

2 = IF2 = 0. (iv) Lastly, us-
ing (4.17) and (4.14), and showing that (4.16) is binding, one obtains
pHIS2 = I1. The conclusions then follow.
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This equivalence between short- and long-term con-

tracts which extends to an arbitrary number of

projects is striking, although it relies crucially on

risk neutrality.54

4.7.2.3 Comparison: The Impact of Sequentiality

Finally, we compare the entrepreneur’s net payoffs

(the NPVs) in the simultaneous and sequential cases:

Usimultaneous
b = ρ1 − 1

1− ρ̂0
A < Usequential

b = 2(ρ1 − 1)
2− ρ0 − ρ1

A

if and only if

1− ρ̂0 >
2− ρ0 − ρ1

2
⇐⇒ 2 > ρ1 + ρ0,

which is indeed satisfied. Thus, the entrepreneur

is better off under sequential projects. Intuitively,

sequentiality alleviates moral hazard: the entrepre-

neur cannot take her private benefit on the second

project if the first project fails. By contrast, she can

do so when projects are simultaneous; the disciplin-

ing threat of nonrefinancing is then empty.

We can also point at the impact of project correla-

tion. It was argued in Section 4.2 that when projects

are simultaneous, correlation reduces the pledge-

able income and ultimately hurts the entrepreneur.

Correlation is more of a mixed blessing in the case of

sequential projects; for, a failure in the first project

(which has positive probability unless pH = 1) is in-

formative about the payoff to the second project.

Put differently, correlation would generate a learning

effect that is beneficial whether there is an agency

problem or not. With an agency cost, it is a fortiori

optimal not to fund the second project if the first

project fails. The second project is, however, funded

on a larger scale if the first project succeeds.55

54. Principal–agent theory has investigated conditions under which
the optimal long-term contract between a principal and an agent can
be implemented through a sequence of short-term contracts. See Chi-
appori et al. (1994) for a very clear exposition.

55. Under perfect correlation, and assuming that the optimal in-
centive scheme induces good behavior at date 1 (which is not a fore-
gone conclusion, since the learning benefit might be stronger under
misbehavior), the posterior probabilities of success under good and
bad behaviors are p̂H = 1 and p̂L = pL/pH, respectively. And so the
second-period incentive constraint following a first-period success can
be written as

(p̂H − p̂L)Rb � BI2 ⇐⇒ p̂HRb � pHBI2
∆p

.

The nonpledgeable income at date 2 is thus the same (for a given in-
vestment) as when the projects are independent. But the NPV, p̂HRI2,

4.7.3 Continuation versus Financial
Incentives in Infinite-Horizon Models

As the previous two-period model demonstrated,

managerial incentives can be provided either

through the promise of continuation or the threat

of termination56 or through financial compensation.

Continuation is under entrepreneurial risk neutral-

ity a more efficient “carrot” than financial rewards

whenever continuation has a positive NPV: the same

incentive can then be provided at a lower cost to in-

vestors, or, conversely, the same pledgeable income

is consistent with a higher entrepreneurial payoff.

The two-period setup, however, leaves aside some

interesting issues. First, it provides little insight into

the potentially complex dynamics of retentions and

refinancing under a longer horizon. Second, in the

two-period version, the obviously efficient design of

incentives rewards the entrepreneur with pure con-

tinuation (no financial reward) in the first period and

a purely financial reward in the second period. With

an infinite horizon, continuation is always an option

and always more efficient (yields a higher NPV) than

a financial reward; yet, the manager must at some

point cash in if successful. This dual pattern of re-

tentions and comovement of the continuation and

financial rewards incentives is addressed in two pa-

pers by DeMarzo and Fishman (2002) and by Biais,

Mariotti, Plantin, and Rochet (2004), which both as-

sume an infinite horizon t = 0,1, . . . .57 While cover-

ing these papers lies outside the scope of this book,

we can point at a few of their insights.

Biais et al. (2004) consider a stationary environ-

ment in which the per-period (recurrent) investment

has a fixed size and pledgeable income in each pe-

riod is smaller than the per-period reinvestment

cost:

pH

(

R − B
∆p

)

< I.

The only element of nonstationarity may stem from

a date-0 up-front investment cost I0 which takes an

arbitrary value (and therefore may largely exceed the

continuation or reinvestment cost I).

and therefore the pledgeable income are higher due to the learning
effect.

56. Or, more generally, the prospect of upsizing or downsizing.

57. See also Gromb (1999) and Clementi and Hopenhayn (2002) for
related work.
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b U∗∗
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Flow financial pay-
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b
B
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b

0 (liquidation) lower than lower than
if failure Ub(t)/β if failure Ub(t)/β if failure

Figure 4.6

In each period t, the firm either continues, imply-

ing reinvestment cost I, or is liquidated. If it contin-

ues, the manager chooses effort (p = pH orpL, where

misbehavior yields an instantaneous private benefit

B); finally, the date-t performance (profit R in the

case of success, 0 in the case of failure) is observed

at the end of period t.
The entrepreneur and the investors are risk neu-

tral, with preferences

E
[ ∞
∑

t=0

βtct
]

,

where β is the discount factor (smaller than 1) and

ct is the agent’s date-t consumption (which, for the

entrepreneur, may include the private benefit B if

she elects to misbehave at date t). The entrepreneur

is, as usual, protected by limited liability.

As is standard in repeated-moral-hazard models

(see, for example, Chiappori et al. 1994; Spear and

Srivastava 1987), the optimal contract is best char-

acterized through the state-independent expected

continuation valuation of the entrepreneur. Thus, let

U(t) denote the expected present discounted utility

of the entrepreneur at date t; this value function de-

pends on the history up to date t and turns out to

be a “sufficient statistic” for the future starting at

date t.
Figure 4.6 describes the optimal combination of

continuation and financial incentives. It confirms

that the entrepreneur is first rewarded through

continuation or, equivalently, deterred by the threat

of termination (or downsizing: the probability x(t)
of continuation can also be interpreted, when in-

vestment is continuous (but bounded above), as the

fraction of assets that are not liquidated).

Indeed, as long as the value function does not

exceed level U∗∗
b , no payment is made to the entre-

preneur. Payments occur only when the value func-

tion is high, that is, when the past performance

has been satisfactory (intuitively, enough milestones

have been reached).

Turning to the implementation of the optimal con-

tract, Biais et al. show that it can be implemented by

giving investors stocks and bonds claims and that

payouts can be made contingent solely on the size

of accumulated reserves L(t). There exist thresholds

L∗∗∗ < L∗∗ < L∗ (corresponding to value func-

tion thresholds U∗∗∗
b < U∗∗

b < U∗
b ) such that, in

particular,

• for L(t) � L∗, stocks pay a dividend;

• for L(t) � L∗∗∗, bonds distribute their full cou-

pon;

• for L(t) � L∗∗∗, the firm cannot meet its debt

payment and enters financial distress. It is down-

sized by a factor L(t)/L∗∗∗ (and then keeps

operating on a smaller scale if it exits distress).

The date-0 financing contract sets the initial fi-

nancial cushion L(0) and the entrepreneur receives

shares in the firm (as in the two-period model).
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DeMarzo and Fishman (2002) perform a similar

analysis, but in a generalized “Bolton–Scharfstein

framework” (see Section 3.8) in which the investors

cannot observe the cash flows. The moral-hazard di-

mension then refers to the entrepreneur’s conceal-

ing realized cash flow rather than taking actions that

may jeopardize these cash flows. When diverting 1,

the manager receives k � 1 (in a sense, k = B/∆p
in Biais et al., and so, even if the income is verifiable

in Biais et al. and nonverifiable in DeMarzo and Fish-

man, the models are mathematically very similar).

DeMarzo and Fishman emphasizes an implementa-

tion in terms of a long-term coupon debt and a credit

line. The credit line provides flexibility for the entre-

preneur to accommodate, for a limited time, the ad-

verse shocks that may arise under a random cash

flow. (We will return to credit lines in Chapters 5

and 15.)

4.8 Exercises

Exercise 4.1 (maintenance of collateral and asset

depletion just before distress). This exercise ana-

lyzes the impact of the existence of a privately re-

ceived signal about distress on credit rationing. Con-

sider the model of Section 4.3.4 with A′ = A (so the

asset has the same value for the borrower and the

lender). The new feature is that the resale value of

the asset is A only if the borrower invests in main-

tenance; otherwise the final value of the asset is 0,

regardless of the state of nature. The loan agreement

cannot monitor the borrower’s maintenance deci-

sion (but the resale value is verifiable). So, there are

two dimensions of moral hazard for the borrower.

The borrower incurs private disutility c < A from

maintaining the asset, and 0 from not maintaining

it. Assume that pLB/(∆p) � c, and that the entre-

preneur is protected by limited liability.

(i) Suppose that the borrower receives no signal

about the likelihood of distress (that is, the main-

tenance decision can be thought of as being simul-

taneous with that of choosing between probabilities

pH and pL of success). Show that the analysis of this

chapter is unaltered except that the borrower’s util-

ity Ub is reduced by c.

(ii) Suppose now that with probability ξ in the case

of failure the borrower privately learns that failure

will occur with certainty. With probability (1− ξ) in

the case of failure and with probability 1 in the case

of success, no signal accrues. (ξ = 0 corresponds

to question (i).) The signal, if any, is received after

the choice between pH and pL but before the main-

tenance decision. Suppose further that the asset is

pledged to the lenders only in the case of failure.

Show that, if the entrepreneur is poor and c is “not

too large,” constraint (ICb) must now be written

(∆p)(Rb +A) � B + (∆p)ξc.

Interpret this inequality. Find a necessary and suffi-

cient condition for the project to be funded.

(iii) Keeping the framework of question (ii), when

is it better not to pledge the asset at all than to

pledge it in the case of failure?

Exercise 4.2 (diversification across heterogeneous

activities). Consider two variable-investment activ-

ities, α and β, as described in Section 3.4. The prob-

abilities of success pH (when working) and pL (when

shirking) are the same in both activities. The two ac-

tivities are independent (as in Section 4.2). The two

activities differ in their per-unit returns (Rα and Rβ)

and private benefits (Bα and Bβ). Let, for i ∈ {α,β},

ρi1 ≡ pHRi > 1 and ρi0 = pH

(

Ri − Bi

∆p

)

< 1.

For example, ρα1 < ρ
β
1 but ρα0 > ρ

β
0 .

(i) Suppose that the entrepreneur agrees with the

investors to focus on a single activity. Which activity

will they choose?

(ii) Assume now that the firm invests Iα in activity

α and Iβ in activity β and that this allocation can be

contracted upon with the investors. Write the incen-

tive constraints and breakeven constraint.

Show that it may be that the optimum is to invest

more in activity β (Iβ > Iα) even though the entre-

preneur would focus on activity α if she were forced

to focus.

Exercise 4.3 (full pledging). In Section 4.3.1, we

claimed that it is optimal to pledge the full value

of the resale in the case of distress before commit-

ting any of the income R obtained in the absence of

distress. Prove this formally.
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Exercise 4.4 (“value at risk” and benefits from

diversification). This exercise looks at the impact

of portfolio correlation on capital requirements.

An entrepreneur has two identical fixed-investment

projects. Each involves investment cost I. A project

is successful (yields R) with probability p and fails

(yields 0) with probability 1 − p. The probability of

success is endogenous. If the entrepreneur works,

the probability of success is pH = 1
2 and the entre-

preneur receives no private benefit. If the entrepre-

neur shirks, the probability of success is pL = 0

and the entrepreneur obtains private benefit B. The

entrepreneur starts with cash 2A, that is, A per

project.

We assume that the probability that one project

succeeds conditional on the other project succeed-

ing (and the entrepreneur behaving) is

1
2 (1+α)

(it is, of course, 0 if the entrepreneur misbehaves on

this project). α ∈ [−1,1] is an index of correlation

between the two projects.

The entrepreneur (who is protected by limited

liability) has the following preferences:

u(Rb) =
⎧

⎨

⎩

Rb for Rb ∈ [0, R̄],
R̄ for Rb � R̄.

(i) Write the two incentive constraints that will

guarantee that the entrepreneur works on both

projects.

(ii) How is the entrepreneur optimally rewarded

for R̄ large?

(iii) Find the optimal compensation scheme in the

general case. Distinguish between the cases of pos-

itive and negative correlation. How is the ability to

receive outside funding affected by the coefficient of

correlation?

Exercise 4.5 (liquidity of entrepreneur’s claim).

(i) Consider the framework of Section 4.4 (without

speculative monitoring). In Section 4.4, we assumed

that none of the value µrb (with µ > 1) obtained

by reinvesting rb was appropriated by the entrepre-

neur. Assume instead that µ0rb is returned to in-

vestors, where µ0 < 1. For consistency, assume that

investors observe whether the entrepreneur faces

a liquidity shock (this corresponds to case (a) in

Section 4.4). And, to avoid having to consider the

correlation of activities and the question of diver-

sification (see Section 4.2), assume that (µ − µ0)rb

is a private benefit that automatically accrues to

the entrepreneur and therefore cannot be “cross-

pledged.”

There is an equivalence between rewarding suc-

cess with payment Rb when there was no interim in-

vestment opportunity and rewarding success with

(1 − λ)Rb independently of interim investment op-

portunity. As in Section 4.4 we assume that the

entrepreneur is rewarded with Rb only when there

was no interim investment opportunity.

How is the liquidity of the entrepreneur’s claim

affected by µ0 > 0?

(ii) Suppose now that the probability of a “liquid-

ity shock,” i.e., a new investment opportunity, is en-

dogenous. If the entrepreneur does not search, then

λ = 0; if she searches, which involves private cost λ̄c
for the entrepreneur, then λ = λ̄. Rewrite the financ-

ing constraint.

Exercise 4.6 (project size increase at an intermedi-

ate date). An entrepreneur has initial net worth A
and starts at date 0 with a fixed-investment project

costing I. The project succeeds (yields R) or fails

(yields 0) with probability p ∈ {pL, pH}. The entre-

preneur obtains private benefit B at date 0 when

misbehaving (choosing p = pL) and 0 otherwise. Ev-

eryone is risk neutral, investors demand a 0 rate of

return, and the entrepreneur is protected by limited

liability.

The twist relative to this standard fixed-invest-

ment model is that, with probability λ, the size may

be doubled at no additional cost to the investors (i.e.,

the project duplicated) at date 1. The new invest-

ment is identical with the initial one (same date-2

stochastic revenue; same description of moral haz-

ard, except that it takes place at date 1) and is per-

fectly correlated with it. That is, there are three

states of nature: either both projects succeed inde-

pendently of the entrepreneur’s effort, or both fail

independently of effort, or a project for which the

entrepreneur behaved succeeds and the other for

which she misbehaved fails.

Denote by Rb the entrepreneur’s compensation

in the case of success when the reinvestment op-

portunity does not occur, and by Rb that when
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both the initial and the new projects are successful.

(The entrepreneur optimally receives 0 if any activity

fails.)

Show that the project and its (contingent) dupli-

cation receive funding if and only if

(1+ λ)
[

pH

(

R − B
∆p

)]

� I −A.

Exercise 4.7 (group lending and reputational capi-

tal). Consider two economic agents, each endowed

with a fixed-investment project, as described, say, in

Section 3.2. The two projects are independent.

Agent i’s utility is

Rib + aR
j
b,

where Rib is her income at the end of the period, Rjb
is the other agent’s income, and 0 < a < 1 is the

parameter of altruism. Assume that

pH

(

R − B
(1+ a)∆p

)

< I −A < pHR.

(i) Can the agents secure financing through indi-

vidual borrowing? Through group lending?

(ii) Now add a later or “stage-2” game, which will

be played after the outcomes of the two projects are

realized. This game will be played by the two agents

and will not be observed by the “stage-1” lenders. In

this social game, which is unrelated to the previous

projects, the two agents have two strategies C (co-

operate) and D (defect). The monetary (not the util-

ity) payoffs are given by the following payoff matrix:

Agent 2

Agent 1

C D

C 1,1 −2,2
D 2,−2 −1,−1

(the first number in an entry is agent 1’s monetary

payoff and the second agent 2’s payoff).

Suppose a = 1
2 . What is the equilibrium of this

game? What would the equilibrium be if the agents

were selfish (a = 0)?

(iii) Now, assemble the two stages considered in (i)

and (ii) into a single, two-stage dynamic game. Sup-

pose that the agents in stage 1 (the corporate finance

stage) are slightly unsure that the other agent is al-

truistic: agent i’s beliefs are that, with probability

1 − ε, the other agent (j) is altruistic (aj = 1
2 ) and,

with probability ε, the other agent is selfish (aj = 0).

For simplicity, assume that ε is small (actually, it is

convenient to take the approximation ε = 0 in the

computations).

The two agents engage in group lending and re-

ceive Rb each if both projects succeed and 0 other-

wise. Profits and payments to the lenders are real-

ized at the end of stage 1.

At stage 2, each agent decides whether to partici-

pate in the social game described in (ii). If either re-

fuses to participate, each gets 0 at stage 2 (whether

she is altruistic or selfish); otherwise, they get the

payoffs resulting from equilibrium strategies in the

social game.

Let δ denote the discount factor between the two

stages. Compute the minimum discount factor that

enables the agents to secure funding at stage 1.

Exercise 4.8 (peer monitoring). The peer monitor-

ing model studied in the supplementary section

assumes that the projects are independent. Sup-

pose instead that they are (perfectly) correlated. (See

Sections 3.2.4 and 4.2. There are three states of

nature: favorable (both projects always succeed), un-

favorable (both projects always fail), and interme-

diate (a project succeeds if and only if the entre-

preneur behaves), with respective probabilities pL,

1− pH, and ∆p.)

(i) Replace the limited liability assumption by {no

limited liability, but strong risk aversion for Rb < 0

and risk neutrality forRb � 0}. Show that group lend-

ing is useless and that there is no credit rationing.

(ii) Come back to the limited liability assumption

and assume that

pH

(

R − B
∆p

)

< I −A.

Assume that b+c < B. Find a condition under which

the agents can secure funding.

Exercise 4.9 (borrower-friendly bankruptcy court).

Consider the timing described in Figure 4.7.

The project, if financed, yields random and verifi-

able short-term profit r ∈ [0, r̄ ] (with a continuous

density and ex ante mean E[r]). After r is realized

and cashed in, the firm either liquidates (sells its as-

sets), yielding some known liquidation value L > 0,

or continues. Note that (the random) r and (the de-

terministic) L are not subject to moral hazard. If the
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Figure 4.7

firm continues, its prospects improve with r (so r is

“good news” about the future). Namely, the proba-

bility of success is pH(r) if the entrepreneur works

between dates 1 and 2 and pL(r) if the entrepreneur

shirks. Assume that p′H > 0, p′L > 0, and

pH(r)− pL(r) ≡ ∆p
is independent of r (so shirking reduces the prob-

ability of success by a fixed amount independent

of prospects). As usual, one will want to induce the

entrepreneur to work if continuation obtains. It is

convenient to use the notation

ρ1(r) ≡ pH(r)R and ρ0(r) ≡ pH(r)
[

R − B
∆p

]

.

Investors are competitive and demand an expected

rate of return equal to 0. Assume

ρ1(r) > L for all r (1)

and

E[r]+ L > I −A > E[r + ρ0(r)]. (2)

(i) Argue informally that, in the optimal contract

for the borrower, the short-term profit and the liq-

uidation value (if the firm is liquidated) ought to be

given to investors.

Argue that, in the case of continuation, Rb =
B/∆p. (If you are unable to show why, take this fact

for granted in the rest of the question.)

Interpret conditions (1) and (2).

(ii) Write the borrower’s optimization program.

Assume (without loss of generality) that the firm

continues if and only if r � r∗ for some r∗ ∈ (0, r ).
Exhibit the equation defining r∗.

(iii) Argue that this optimal contract can be

implemented using, inter alia, a short-term debt

contract at level d = r∗. Interpret “liquidation” as

a “bankruptcy.”

How does short-term debt vary with the bor-

rower’s initial equity? Explain.

(iv) Suppose that, when the decision to liquidate is

taken, the firm must go to a bankruptcy court. The

judge mechanically splits the bankruptcy proceeds

L equally between investors and the borrower.

Define r̂ by

ρ0(r̂ ) ≡ 1
2L.

Assume first that

r∗ > r̂

(where r∗ is the value found in question (ii)).

Show that the borrower-friendly court actually

prevents the borrower from having access to financ-

ing. (Note: a diagram may help.)

(v) Continuing on question (iv), show that when

r∗ < r̂ ,

the borrower-friendly court either prevents financ-

ing or increases the probability of bankruptcy, and

in all cases hurts the borrower and not the lenders.

Exercise 4.10 (benefits from diversification with

variable-investment projects). An entrepreneur

has two variable-investment projects i ∈ {1,2}. Each

is described as in Section 3.4. (For investment level

Ii, project i yields RIi in the case of success and 0

in the case of failure. The probability of success is

pH if the entrepreneur behaves (and thereby gets no

private benefit) and pL = pH−∆p if she misbehaves

(and then obtains private benefit BIi). Universal risk

neutrality prevails and the entrepreneur is protected
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by limited liability.) The two projects are indepen-

dent (not correlated). The entrepreneur starts with

total wealth A. Assume

ρ1 ≡ pHR > 1 > ρ0 ≡ pH

(

R − B
∆p

)

and

ρ′0 ≡ pH

(

R − pH

pH + pL

B
∆p

)

< 1.

(i) First, consider project finance (each project

is financed on a stand-alone basis). Compute the

borrower’s utility. Is there any benefit from having

access to two projects rather than one?

(ii) Compute the borrower’s utility under cross-

pledging.

Exercise 4.11 (optimal sale policy). Consider the

timing in Figure 4.8.

The probability of success s is not known initially

and is learned publicly after the investment is sunk.

If the assets are not sold, the probability of success is

s if the entrepreneur works and s −∆p if she shirks

(in which case she gets private benefit B). Assume

that the (state-contingent) decision to sell the firm

to an acquirer can be contracted upon ex ante. It is

optimal to keep the entrepreneur (not sell) if and

only if s � s∗ for some threshold s∗. (Assume in the

following that s has a wide enough support and that

there are no corner solutions. Further assume that,

conditional on not liquidating, it is optimal to induce

the entrepreneur to exert effort. If you want to show

off, you may derive a sufficient condition for this to

be the case.) As is usual, everyone is risk neutral, the

entrepreneur is protected by limited liability, and the

market rate of interest is 0.

(i) Suppose that the entrepreneur’s reward in the

case of success (and, of course, continuation) is

Rb = B/∆p. Assuming that the financing constraint

is binding, write the NPV and the investors’ break-

even constraint and show that

s∗ = (1+ µ)L
R + µ(R − B/∆p)

for some µ > 0. Explain the economic tradeoff.

(ii) Endogenize Rb(s) assuming that effort is to be

encouraged and show that indeed Rb(s) = B/∆p for

all s. What is the intuition for this “minimum incen-

tive result”?

(iii) Suppose now that s can take only two values,

s1 and s2, with s2 > s1 and

s2

(

R − B
∆p

)

> max(L, I −A).

Introduce a first-stage moral hazard (just after the

investment is sunk). The entrepreneur chooses be-

tween taking a private benefit B0, in which case s = s1
for certain, and taking no private benefit, in which

case s = s2 for certain. Assume that financing is

infeasible if the contract induces the entrepreneur

to misbehave at either stage. What is the optimal

contract? Is financing feasible? Discuss the issue of

contract renegotiation.

Exercise 4.12 (conflict of interest and division of

labor). Consider the timing in Figure 4.9.

The entrepreneur (who is protected by limited lia-

bility) is assigned two simultaneous tasks (the moral-

hazard problem is bidimensional):

• The entrepreneur chooses between probabilities

of success pH (and then receives no private ben-

efit) and pL (in which case she receives private

benefit B).

• The entrepreneur is in charge of overseeing that

the asset remains attractive to external buyers



4.8. Exercises 193

Entrepreneur has
fixed-size project,
must borrow I − A
to buy a physical
asset.

• •
Project is
successful
(probability p. )
or fails
(probability 1 − p. ).

Entrepreneur’s
multitask
problem.

•

Asset is sold

Asset is used
internally. Sure
payoff R.

•
Success

Failure

Figure 4.9

in the case where the project fails and the asset

is thus not used internally. At private cost c, the

entrepreneur maintains the resale value at level

L. The resale value is 0 if the entrepreneur does

not incur cost c. The resale value is observed by

the investors if and only if the project fails.

Let Rb denote the entrepreneur’s reward if the

project is successful (by assumption, this reward is

not contingent on the maintenance performance); R̂b

is the entrepreneur’s reward if the project fails and

the asset is sold at price L; last, the entrepreneur

(optimally) receives nothing if the project fails and

the asset is worth nothing to external buyers.

The entrepreneur and the investors are risk neu-

tral and the market rate of interest is 0. Assume that

to enable financing the contract must induce good

behavior in the two moral-hazard dimensions.

(i) Write the three incentive compatibility con-

straints; show that the constraint that the entrepre-

neur does not want to choose pL and not maintain

the asset is not binding.

(ii) Compute the nonpledgeable income. What is

the minimum level of A such that the entrepreneur

can obtain financing?

(iii) Suppose now that the maintenance task can

be delegated to another agent. The latter is also risk

neutral and protected by limited liability. Show that

the pledgeable income increases and so financing is

eased.

Exercise 4.13 (group lending). Consider the group

lending model with altruism in the supplementary

section, but assume that the projects are perfectly

correlated rather than independent. What is the nec-

essary and sufficient condition for the borrowers to

have access to credit?

Exercise 4.14 (diversification and correlation).

This exercise studies how necessary and sufficient

conditions for the financing of two projects un-

dertaken by the same entrepreneur vary with the

projects’ correlation. The two projects are identical,

taken on a stand-alone basis. A project involves a

fixed investment cost I and yields profit R with prob-

abilityp and 0 with probability 1−p, where the prob-

ability of successp is chosen by the entrepreneur for

each project: pH (no private benefit) or pL = pH−∆p
(private benefit B).

The entrepreneur has wealth 2A, is risk neutral,

and is protected by limited liability. The investors

are risk neutral and demand rate of return equal to 0.

In the following questions, assume that, condi-

tional on financing, the entrepreneur receives Rk
when k ∈ {0,1,2} projects succeed, and that R0 =
R1 = 0 (this involves no loss of generality).

(i) Independent projects. Suppose that the projects

are uncorrelated. Show that the entrepreneur can get

financing provided that

pH

[

R −
(

pH

pH + pL

)

B
∆p

]

� I −A.

(ii) Perfectly correlated projects. Suppose that the

shocks affecting the two projects are identical. (The

following may, or may not, help in understanding

the stochastic structure. One can think for a given

project of an underlying random variable ω uni-

formly distributed in [0,1]. If ω < pL, the project

succeeds regardless of the entrepreneur’s effort. If

ω > pH, the project fails regardless of her effort.

If pL < ω < pH, the project succeeds if and only if

she behaves. In the case of independent projects,ω1

and ω2 are independent and identically distributed

(i.i.d.). For perfectly correlated projects, ω1 = ω2.)

Show that the two projects can be financed if and
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i

i

Figure 4.10

only if

pH

(

R − B
∆p

)

� I −A.
(iii) Imperfectly correlated projects. Suppose that

with probability x the projects will be perfectly cor-

related, and with probability 1 − x they will be in-

dependent (so x = 0 in question (i) and x = 1 in

question (ii)). Derive the financing condition. What

value ofx would the entrepreneur choose if she were

free to pick the extent of correlation between the

projects: (a) before the projects are financed, in an

observable way; (b) after the projects are financed?

Exercise 4.15 (credit rationing and bias towards

less risky projects). This exercise shows that a

shortage of cash on hand creates a bias toward less

risky projects. the same proposition in the context

of a tradeoff between collateral value and profitabil-

ity. The timing, depicted in Figure 4.10, is similar to

that studied in Section 4.3.

The entrepreneur must finance a fixed-size proj-

ect costing I, and has initial net worth A < I. If in-

vestors consent to funding the project, investors and

entrepreneurs agree, as part of the loan agreement,

on which variant, i = s (safe) or r (risky) is selected. A

public signal accrues at an intermediate stage. With

probability x (independent of the project specifica-

tion), the firm experiences no distress and continues.

The production is then subject to moral hazard. The

entrepreneur can behave (yielding no private benefit

and probability of success pi
H) or misbehave (yield-

ing a private benefit B and probability of success pi
L);

success generates profit R. One will assume that

ps
H − ps

L = pr
H − pr

L ≡ ∆p > 0.

With probability 1 − x, the firm’s asset must be

resold, at price Li with Li < pi
HR.

We assume that two specifications are equally

profitable but the risky project yields a higher long-

term profit but a smaller liquidation value (for ex-

ample, it may correspond to an off-the-beaten-track

technology that creates more differentiation from

competitors, but also generates little interest in the

asset resale market):

Ls > Lr

and

(1− x)Ls + xps
HR = (1− x)Lr + xpr

HR.

The entrepreneur is risk neutral and protected by

limited liability, and the investors are risk neutral

and demand a rate of return equal to 0.

(i) Show that there existsA such that forA > A, the

entrepreneur is indifferent between the two specifi-

cations, while for A < A, she strictly prefers offering

the safe one to investors.

(ii) What happens if the choice of specification is

not contractible and is to the discretion of the entre-

preneur just after the investment is sunk?

Exercise 4.16 (fire sale externalities and total

surplus-enhancing cartelizations). This exercise

endogenizes the resale price P in the redeployabil-

ity model of Section 4.3.1 (but with variable invest-

ment). The timing is recapped in Figure 4.11.

The model is the variable-investment model, with

a mass 1 of identical entrepreneurs. The represen-

tative entrepreneur and her project of endogenous

size I are as in Section 4.3.1. In particular, with prob-

ability x the project is viable, and with probability

1−x the project is unproductive. The assets are then

resold to “third parties” at price P . The shocks faced

by individual firms (whether productive or not) are
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independent, and so in equilibrium a fraction x of

firms remain productive, while a volume of assets

J = (1−x)I (where I is the representative entrepre-

neur’s investment) has become unproductive under

their current ownership.

The third parties (the buyers) have demand func-

tion J = D(P), inverse demand function P = P(J),
gross surplus function S(J) with S′(J) = P , net

surplus function Sn(P) = S(J(P)) − PD(P) with

(Sn)′ = −J. Assume P(∞) = 0 and 1 > xρ0.

(i) Compute the representative entrepreneur’s

borrowing capacity and NPV.

(ii) Suppose next that the entrepreneurs ex ante

form a cartel and jointly agree that they will not sell

more than a fraction z < 1 of their assets when in

distress.

Show that investment and NPV increase when as-

set sales are restricted if and only if the elasticity of

demand is greater than 1:

−P
′J
P

> 1.

Check that this condition is not inconsistent with the

stability of the equilibrium (the competitive equilib-

rium is stable if the mapping from aggregate invest-

ment I to individual investment i has slope greater

than −1).

(iii) Show that total (buyers’ and firms’) surplus

can increase when z is set below 1.

Exercise 4.17 (loan size and collateral require-

ments). An entrepreneur with limited wealth A fi-

nances a variable-investment project. A project of

size I ∈ R if successful yields R(I), where R(0) = 0,

R′ > 0, R′′ < 0, R′(0) = ∞, R′(∞) = 0. The probabil-

ity of success is pH if the entrepreneur behaves (she

then receives no private benefit) and pL = pH − ∆p
if she misbehaves (she then receives private benefit

BI).
The entrepreneur can pledge an arbitrary amount

of collateral with cost C � 0 to the entrepreneur and

value φ(C) for the investors with φ(0) = 0, φ′ > 0,

φ′′ < 0, φ′(0) = 1, φ′(∞) = 0.

The entrepreneur is risk neutral and protected by

limited liability and the investors are competitive,

risk neutral, and demand a rate of return equal to 0.

Assume that the first-best policy does not yield

enough pledgeable income. (This first-best policy is

C∗ = 0 and I∗ given by pHR′(I∗) = 1. Thus, the

assumption is pH[R(I∗)− BI∗/∆p] < I∗ −A.)

Assume that the entrepreneur pledges collateral

only in the case of failure (on this, see Section 4.3.5),

and that the investors’ breakeven constraint is bind-

ing. Show that as A decreases or the agency cost (as

measured by B or, keeping pH constant, pH/∆p) in-

creases, the optimal investment size decreases and

the optimal collateral increases.
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5
Liquidity and Risk Management,

Free Cash Flow, and Long-Term Finance

5.1 Introduction

As ongoing entities, firms are concerned that they

may in the future be deprived of the funds that

would enable them to take advantage of exciting

growth prospects, strengthen existing investments,

or simply stay alive. Such liquidity shortages reflect

an inadequacy between available resources and re-

financing needs. Available resources in turn depend

on the difference between the firm’s income and “to-

tal payment to investors” (payouts—defined as pay-

ments to shareholders, namely, dividends and share

repurchases—plus debt repayments).

For example, firms that generate a decent income

but contract substantial short-term liabilities may

experience a liquidity shortage. A key feature of a

firm’s capital structure is therefore the impact of its

composition on the sequencing of payments to in-

vestors. Short-term debt, by forcing the firm to dis-

gorge cash, and putable securities, by allowing their

holders to accelerate payments if certain covenants

are violated,1 exacerbate liquidity problems, while

long-term debt and equity give the firm more breath-

ing room, as do preferred stocks, a form of debt

whose payments can be postponed in time.2

Besides liabilities and payouts, the potential for

liquidity shortages also depends on income and its

availability. For example, even in the absence of

payments to investors, a liquidity shortage is quite

predictable for those firms, such as R&D start-ups,

1. For example, in 1995, the downgrading of KMart’s debt put the
company on the brink of a bankruptcy filing, as a further downgrade
would have triggered the put of $550 million in bonds, and banks
had demanded covenants limiting the acceleration of payments, thus
making it impossible for the firm to honor the put option. In the end,
KMart reportedly paid putable bondholders $98 million to abandon
their put option.

2. As long as dividends are not paid to shareholders: preferred
stocks are senior relative to common stocks.

that do not generate income for a while after their

inception. Income availability also depends on in-

come variability, which in turn can be decreased or

increased by diversification choices and by corpo-

rate risk management.

Unsurprisingly, liquidity planning is central to the

practice of corporate finance and consumes a large

fraction of chief financial officers’ (CFOs’) time. In-

come, payments to investors, and risk management

are all endogenous. This chapter’s task is to build

an integrated account of their determinants and

to rationalize some key empirical regularities dis-

cussed in Section 2.5; for instance, (i) firms with

good growth prospects might be expected to take

less debt for fear of compromising future invest-

ment, and (ii) highly indebted firms are more likely

to borrow on a short-term and secured basis going

forward.

Chapters 3 and 4 focused on a single-stage (fixed-

or variable-investment) financing. This chapter ana-

lyzes multistage financing, starting with a study of

corporate liquidity demand. It models liquidity de-

mand in a straightforward way. The novelty relative

to Chapters 3 and 4 is the introduction of an inter-

mediate date (date 1) between the financing stage

(date 0) and the realization of the outcome (date 2).

At that intermediate date the borrower, who may

or may not produce an intermediate income, experi-

ences a liquidity shock that needs to be withstood in

order for the firm to continue and possibly succeed.

A simple interpretation of this liquidity shock is as

a reinvestment need (an investment cost overrun),

but it can be equivalently thought of as being a new

investment opportunity or else a shortfall in earn-

ings at the intermediate stage, in which case a new

external cash infusion is needed in order to cover

operating expenses.
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The question then arises as to how the firm can

face this liquidity demand if it has little or no cash

at the intermediate stage (it is “cash poor”), or, if it

is “cash rich,” but its intermediate income has been

previously committed through, say, short-term debt

liabilities contracted at date 0. It must then return to

the capital market and issue new securities at date 1.

However, this generally proves insufficient. Indeed,

we show that the borrower should not wait until the

liquidity shock occurs to secure funds to withstand

it. While she may be able to convince investors to

renegotiate and let their claims be diluted through a

new security issue if the expected return from con-

tinuation (relative to date-1 liquidation) exceeds the

agency cost, the logic of credit rationing extends to

the reinvestment stage as long as investors are un-

able to capture the entire social benefits from con-

tinuation. In our model, provided that there is moral

hazard after the liquidity shock is withstood, the

borrower must keep a minimum stake in the firm

in order to have incentives to manage the firm prop-

erly, which prevents pledging the firm’s full value to

new investors.

Thus, the borrower ought to anticipate that she

will perhaps not be able to raise enough funds on the

capital market to withstand the shock. It is therefore

optimal for the borrower to hoard reserves either in

the form of liquid securities that can be resold when

the need occurs or in the form of a credit line secured

from a financial institution for a cash-poor firm,3 or

3. There is a wide variety of loan commitments in practice. All spec-
ify the maximum loan amount, the terms under which the loan will
be made, and the commitment’s period. The borrower usually pays an
up-front fee to obtain the commitment as well as fees on unused com-
mitment balance (e.g., 25 or 50 basis points per year). The borrower is
free to fully or partially “take down” the loan up to the maximum loan
specified in the agreement, at an interest rate usually set at a markup
above a market interest rate (e.g., a fixed add-on over the prime rate;
for example, the borrower can borrow up to the specified maximum
amount at LIBOR plus 50 basis points, where LIBOR is the London In-
terbank Offered Rate). Banks also often require that the borrower keep
deposits (at below market rate) with the bank (these are the compen-
sating balance requirements).

Loan commitments are pervasive in bank lending, with over 75% of
commercial and industrial loans at large U.S. banks being take-downs
under commitments (Veitch 1992). We refer to the book by Greenbaum
and Thakor (1995) for further details on loan commitments.

Early theoretical work on loan commitments includes Thakor et al.
(1981), Boot et al. (1987), Thakor and Udell (1987), and Greenbaum et
al. (1989, 1991). These papers, as we will, view loan commitments as
insurance against the borrower’s deterioration in credit worthiness.
For instance, Boot et al. (1987) analyze the case of a firm that may or

in the form of retentions for a cash-rich firm. Even

though the borrower is risk neutral, the hoarding of

reserves is best viewed as an insurance mechanism.

Due to credit rationing at the interim stage, the value

of funds for the borrower is higher in bad states than

in good ones. Reserves indeed provide an efficient

cross-subsidy from good states to bad ones; for ex-

ample, the borrower pays a commitment fee for the

right to be able to draw on a credit line that has value

only if the borrower cannot obtain funds at the in-

terim stage, that is, in bad states of nature.

Section 5.2 provides the basics of liquidity man-

agement in the context of the fixed-investment

model. Assuming, in a first stage, that the interme-

diate cash flow, if any, is entirely determined by

events not controlled by management, it identifies

the rationale of credit lines for cash-poor firms and

of retentions for cash-rich ones. It also endogenizes

the maturity structure of liabilities and derives the

theoretical predictions relative to the empirical reg-

ularities discussed above. Section 5.3 extends the

analysis to a variable investment size in order to

identify a liquidity–scale tradeoff.

Section 5.4 shows how corporate risk manage-

ment is part of the overall liquidity management

planning, and offers some guiding principles for ef-

ficient risk management. It first shows that the ra-

tionale for hedging is to prevent the firm’s continu-

ation and reinvestment policy from being perturbed

by shocks that are exogenous to the firm. While the

firm optimally insulates itself completely from these

shocks in the benchmark, the subsequent analysis

identifies five reasons, besides transaction costs as-

sociated with hedging contracts, why partial hedg-

ing is preferable: serial correlation of shocks, mar-

ket power, aggregate risk, asymmetric information,

and managerial incentives.

Section 5.5 extends the basic model of Sections 5.2

and 5.3 by assuming that the firm’s cash flow in part

may not be able to enter a standard debt agreement with prospective
lenders in the future. The cause of credit rationing in their paper is
the borrower’s privy information about future prospects (associated
with an unobserved investment decision in their model). They show
that a loan commitment setting a low borrowing rate may eliminate
the welfare distortion due to credit rationing. This chapter sets up
a simpler framework in which loan commitments arise even in the
absence of asymmetric information at the refinancing stage. It fully
endogenizes the cause of credit rationing and the optimal long-term
contract.
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reflects managerial decisions and not solely extrane-

ous uncertainty. For incentives reasons, the amount

of liquidity available to the firm should then increase

with the realized cash flow; that is, reinvestment

should be sensitive to cash flow (which corresponds

well to the empirical tests of the sensitivity of invest-

ment to cash flow, which are performed on ongoing

entities and demonstrate a positive association be-

tween reinvestment and cash flow). There is, how-

ever, no theoretical ground for assuming that this

sensitivity decreases with the strength of the firm’s

balance sheet.

While Sections 5.2–5.4 emphasize the point that

the capital market may ex post rationally, but in-

efficiently, deny funds to the firm, Section 5.5 also

studies the opposite phenomenon of a capital mar-

ket that is too lenient with the borrower. When the

liquidity shock is endogenous, that is, depends on

the borrower’s behavior, it may be optimal to let

the firm fail even for moderate liquidity shocks. The

prospect of failure then acts as a disciplining device

for the borrower, and induces her to better control

liquidity needs. Once the need for liquidity accrues,

however, it may no longer be optimal for the capi-

tal market to adhere to this tough stance. Indeed, if

the expected return from continuation exceeds the

agency cost, the borrower can successfully renegoti-

ate the initial agreement and obtain more funds. This

is the phenomenon of the soft budget constraint. We

then show how the soft-budget-constraint problem

may arise whenever more general news about poor

past performance accrues at the intermediate stage.

Following Easterbrook (1984) and Jensen (1986,

1989), Section 5.6 focuses on cash-rich firms, de-

fined as firms with cash inflows exceeding their ef-

ficient reinvestment needs or opportunities. Such

firms have excess liquidity that must be “pumped

out” in order not to be used on wasteful projects,

unwarranted diversifications, perks, and so forth.

Jensen’s (1989) list of industries with potential free-

cash-flow problems includes steel, chemical, televi-

sion and radio broadcasting, brewing, tobacco, and

wood and paper products.

Overall, the liquidity-shortage and free-cash-flow

problems are two sides of the same coin. The key

issue in the design of long-term financing is to en-

sure that, at intermediate stages, the right amount

of money is available for the payment of operating

expenses and for reinvestment and the right amount

is paid out to investors. Whether this results in a net

inflow (the liquidity-shortage case) or outflow (the

free-cash-flow case) is important for the comprehen-

sion of corporate financing, but is a pure convention

as far as economic principles are concerned. And,

indeed, we merely reinterpret the liquidity-shortage

model in order to obtain its flip side, the free-cash-

flow model.

The exposition in this chapter is based in part

on joint work (in particular, Holmström and Tirole

1998, 2000) and numerous discussions with Bengt

Holmström.

5.2 The Maturity of Liabilities

5.2.1 Basics

We depart from the previous sole focus on solvency

by introducing the possibility that, during the imple-

mentation of the project (of size I), the firm be hit by

an adverse shock and be required to plow in some

extra cash in order to be able to pursue the project.

A firm has two ways of facing urgent liquidity needs

if it lacks funds (either because it generates no cash

in the short run (a “cash-poor firm”) or because it

generates enough income in the short-run to cover

reinvestment needs (“cash-rich firm”) but pays out

part or all of this income and therefore has limited

retentions). The first is to secure some source of cash

before the liquidity shock occurs. For example, the

firm may “overborrow” and keep liquid assets such

as Treasury bills on its balance sheet in order to be

able to absorb the shock by selling these assets when

needed. Alternatively, the firm may secure a line of

credit with a lender (usually a bank). In contrast, the

second approach consists in waiting for the shock

to occur to start raising funds.

As explained in the introduction, the wait-and-see

approach generates excessive liquidity problems.

That is, there are situations where the firm would

be rescued under an optimal contract but neither

initial lenders nor new lenders want to participate

even in a coordinated rescue. This is due to the fact

that the borrower’s stake is incompressible, that is,

a concession by the borrower (in the form of a re-

duction of her stake) creates moral hazard and is
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from F(.)).

ρ

0 1 2

Figure 5.1

unacceptable to lenders. So, the lenders do not in-

ternalize the loss incurred by the borrower when the

project is stopped, and yet the borrower is unable to

propose a concession to induce them to internalize

this externality.

Consider the setup of Section 3.2, except that

there is an intermediate date at which income ac-

crues and some reinvestment need is realized. As

indicated in Figure 5.1, the entrepreneur at date 0

has wealth A and borrows I −A, where I is the fixed

cost of investment.

At date 1, the investment yields deterministic and

verifiable income r � 0. Continuation, though, re-

quires reinvesting an amount ρ, where ρ is ex ante

unknown and has cumulative distribution function

F(ρ) with density f(ρ) on [0,∞). The realization of

ρ is learned at date 1. Note that we here assume that

the date-1 income is deterministic while the reinvest-

ment need is random. The important assumption is

that at least one of the two is random.

If the firm does not reinvest ρ, then the firm is

liquidated. The liquidation value is 0. If the firm re-

invests ρ, then the firm yields, at date 2, R with prob-

ability p and 0 with probability 1−p, where p = pH

if the entrepreneur behaves (and then gets no pri-

vate benefit) and p = pL = pH − ∆p if the entrepre-

neur misbehaves (in which case she receives private

benefit B).

The entrepreneur and the investors are risk neu-

tral, the entrepreneur is protected by limited liabil-

ity, and the investors demand a rate of return equal

to 0.

Thus, the model is nothing but an extension of the

basic fixed-investment one in Section 3.2. We have

just added an intermediate income r and a reinvest-

ment need ρ (the bold type in Figure 5.1). (Put differ-

ently, the model of Section 3.2 corresponds to the

special case r = 0 and F being a spike at ρ = 0.) We

assume that there exists in the economy a store of

value that yields the consumers’ rate of interest (0

here). That is, 1 unit invested at date 0 delivers a re-

turn of 1 unit at date 1 (Chapter 15 will investigate

the reasonableness of this assumption). We now give

a heuristic description of the optimal contract.

Suppose in a first step that the initial contract can

specify whether the firm continues or liquidates for

each value of ρ (as we will see, it actually does not

matter whether the realized value of ρ is verifiable,

as long as there is no use that can be made of the

date-1 cash flow besides reinvesting it and distribut-

ing it to investors). Intuitively, it is optimal to con-

tinue whenever it is cheap to do so:

ρ � ρ∗,

where ρ∗ is a cutoff.

As is now familiar to the reader, competition

among investors deprives them of a surplus, and so

the borrower’s utility is equal to the NPV. Assuming,

as usual, that the optimal contract induces the high

effort in the case of continuation and noting that the

probability of continuation is Pr(ρ � ρ∗) = F(ρ∗),
the borrower’s net utility is

Ub(ρ∗) = [r + F(ρ∗)pHR]−
[

I +
∫ ρ∗

0
ρf(ρ)dρ

]

,

where the first bracket represents expected revenue

and the second bracket total investment (initial in-

vestment plus expected reinvestment).

Ensuring good behavior in the case of continua-

tion suggests giving to the entrepreneur, at date 2,

Rb in the case of success and 0 in the case of failure,

where

(∆p)Rb � B.

Furthermore, there is no loss of generality in as-

suming that the entrepreneur receives nothing at

date 1. Suppose she receives rb > 0. Then the con-

tract could eliminate this short-term compensation



5.2. The Maturity of Liabilities 203

and increase Rb by δRb, so that the expected total

reward remains constant: F(ρ∗)pHδRb = rb. If any-

thing, this substitution alleviates moral hazard in

the case of continuation. And the suppression of the

date-1 compensation does nothing to the date-1 in-

come (which we took to be exogenous, an assump-

tion we relax in Section 5.5).

The pledgeable income, P, deflated by the in-

vestors’ initial outlay, I −A, is therefore

P(ρ∗)− (I −A) =
[

r + F(ρ∗)
[

pH

(

R − B
∆p

)]]

−
[

I +
∫ ρ∗

0
ρf(ρ)dρ −A

]

,

since the entrepreneur no longer has cash and so

the reinvestment must be paid out of either the in-

vestors’ pocket or date-1 revenue.

Taking derivatives in Ub and P, the key insights

are as follows:

• The NPV (Ub) is increasing in the cutoff ρ∗ as

long as ρ∗ < pHR, and is decreasing thereafter.

Intuitively, one would want to salvage an invest-

ment when the cost, ρ, of a rescue is smaller than

the expected payoff, pHR, of continuing.

• By contrast, the pledgeable income increases

with ρ∗ for ρ∗ < pH(R − B/∆p) and decreases

thereafter. This is again intuitive: investors have

to bear the cost, ρ, of salvaging the investment

and can put their hands on at mostpH(R−B/∆p)
given that the entrepreneur must be given incen-

tives to behave in the case of continuation.

We are then led to consider three cases. Depend-

ing on the strength of the balance sheet, there may

be (i) an efficient amount of liquidation, (ii) an over-

optimal amount of liquidation to satisfy investors,

or (iii) no funding at all:

(i) P(pHR) � I −A.

In this case, the “first-best cutoff” ρ∗ = pHR,

which maximizes Ub, leaves sufficient income to in-

vestors. The contract then specifies, say, no compen-

sation rb at date 1 for the entrepreneur, and a reward

Rb in the case of continuation and success at date 2.4

4. More generally, rb and Rb are given by the investors’ breakeven
condition:

r − rb + F(pHR)[pH(R − Rb)] = I +
∫ pHR

0
ρf(ρ)dρ −A,

as long as Rb � B/∆p and rb � 0.

(ii) P(pHR) < I −A � P
(

pH

(

R − B
∆p

))

.

The optimal contract then specifies5 rb = 0 and

Rb = B/∆p. The entrepreneur receives nothing at the

intermediate date and, in the case of continuation,

receives the lowest compensation, Rb = B/∆p, that

is incentive compatible. Intuitively, the entrepreneur

can be paid in two currencies: cash and continuation.

Cash payments are just transfers and do not affect

the NPV (as long as incentive compatibility obtains);

as long as ρ < pHR, continuation is a more efficient

currency since continuation increases the NPV.

The cutoff ρ∗ ∈ [pH(R−B/∆p),pHR] is then given

by6

r + F(ρ∗)
[

pH

(

R − B
∆p

)]

= I +
∫ ρ∗

0
ρf(ρ)dρ −A.

Figure 5.2 illustrates the determination of the cutoff

in this region. The pervasive logic of credit rationing

applies not only to the choice of initial investment,

but also to the continuation decision. In order to be

able to invest more ex ante, the borrower accepts a

level of reinvestment below the ex post efficient level

(ρ∗ < pHR). The intuition is that, because incentives

must be preserved, the borrower cannot pledge to

the lenders the entire benefit of the reinvestment

decision. Also, ρ∗ exceeds the per-unit pledgeable

income pH(R − B/∆p), which is the level that maxi-

mizes the borrowing capacity. A small increase in ρ∗

at that level induces only a second-order decrease in

5. Here there is no indeterminacy. A positive rb reduces ρ∗, which
in turn reduces Ub.

6. An early paper emphasizing the role of the insiders’ stake and
the absence of maximization of the firm’s value to investors in the
optimal choice of an interim policy, such as continuation and restruc-
turing, is Chang (1992). In that paper, the interim decision consists
in restructuring the firm, thereby imposing a cost on insiders. It is
shown that restructuring occurs less often than it would if investors
had noncontingent control rights over the restructuring decision and
therefore chose to restructure the firm whenever this increased the
firm’s interim value.

Here, abandoning the project (the analog of restructuring in Chang’s
paper) maximizes the investors’ interim value whenever ρ > pH[R −
B/∆p]. However, abandoning imposes a cost on the entrepreneur,
namely, the loss of rent pHB/∆p. The firm continues in a broader set
of circumstances than would maximize the investors’ interim value,
in the same way as restructuring occurs less often than would be the
case if one maximized the investors’ interim value in Chang’s paper.
Chang studies the implications for the allocation of control rights. We
focus on those for liquidity management.

See also Dasgupta and Sengupta (2005) for a recent contribution to
this literature.
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I − A

pHRρ∗ CutoffpH(R − B/   p)∆

(a) Expected income

(b) Pledgeable income

Figure 5.2 Optimal continuation policy:

(a) Ub + I = r + F(ρ∗)[pHR]−
∫ ρ∗
0 ρf(ρ)dρ;

(b) P(ρ∗) = r + F(ρ∗)[pH(R − B/∆p)]−
∫ ρ∗
0 ρf(ρ)dρ.

debt capacity, and a first-order gain in the efficiency

of ex post refinancing.

(iii) P
(

pH

(

R − B
∆p

))

< I −A.

In this case, funding is not feasible. The value ρ∗

that maximizes the pledgeable income (ρ∗ = pH(R−
B/∆p)) does not suffice to compensate the investors

for their initial outlay.

5.2.2 Term Structure of Cash-Rich Firms

Let us define a cash-rich firm as one that is meant to

disgorge money at the intermediate stage: r > ρ∗ (in

particular, r � pHR suffices to ensure that the firm is

cash rich). The optimal contract can be implemented

through a combination of short-term debt,

d = r − ρ∗,
and long-term debt (to be paid in the case of contin-

uation),7

D = R − B
∆p

.

We thus obtain a simple theory of maturity struc-

ture. Note further that as the strength of the bal-

ance sheet, as measured by the value of A, changes,

only ρ∗ changes. In particular, as A increases, ρ∗

also increases (see region (ii) in Section 5.2.1; it in-

creases only weakly in region (i)), and so d decreases.

Conversely, a weak balance sheet implies a short

maturity structure (d large).

7. Here, long-term debt and equity are equivalent. To obtain three
different claims (short-term debt, long-term debt, equity), one can pro-
ceed as in Chapter 3 and introduce a leftover value in the case of failure
at date 2.

This helps us to understand why highly indebted

firms are more likely to borrow on a short-term basis.

Highly leveraged firms can be viewed as firms with

a weak balance sheet,8 and so must accept shorter

maturities.

Similarly, if we added another margin of conces-

sion in the form of costly collateral pledging (thus

combining this section with the modeling in Sec-

tion 4.3), one would find that firms with weak bal-

ance sheets borrow on a short-term and secured

basis.

Discussion. While we emphasize the short-term

debt interpretation, this payment can actually be in-

terpreted either as a short-term debt as in Jensen

(1986) or as a dividend as in Easterbrook (1984).

Note, though, that the dividend interpretation must

be accompanied by a covenant concerning maximal

dividend distribution.9 Otherwise, investors would

want to pay dividends up to r − ρ0 > d, where

ρ0 = pH(R − B/∆p), in order to prevent the entre-

preneur from reinvesting whenever the liquidity

shock exceeds the date-1 pledgeable income ρ0. With

this interpretation, we see that covenants specifying

maximal amounts of dividends serve to protect the

entrepreneur against excessive liquidation.10

8. Suppose that the firm already owes D0 at date 2. The income in
the case of success is then R − D0. The analysis above shows that in
the constrained region (ii), ρ∗ decreases as D0 increases. And so the
short-term debt d increases.

Things get more complex when the initial debt is short-term debt
(d0). Then the disposable short-term debt revenue becomes r−d0. The
cutoff ρ∗ decreases with d0. Total short-term debt (d0 + d) increases
with d0, but the sign of the impact on new short-term debt d depends
on distributional assumptions.

This analysis presumes, as in Section 3.3, that initial short-term (d0)
or long-term (D0) debts are not renegotiated. The analysis is differ-
ent if initial debtholders can be brought to the bargaining table, but
the general point that their presence weakens the firm’s balance sheet
remains.

9. In practice, dividends may also be limited because managers have
some control over their level (this alternative story is more complex
to analyze than the covenant one because it relies on the drivers’ of
managerial “real authority” (see Chapter 10 for the concept of real
authority)).

10. This insight complements the standard, and important explana-
tion for the existence of such covenants. As discussed in Chapter 2,
they are usually viewed as protecting creditors against expropriation
by the equityholders, who could use dividend distributions and share
repurchases to leave long-term creditors with an “empty shell.” In
this part, we focus on the conflict between the entrepreneur and the
securityholders, and so the introduction of conflicts among security-
holders would serve no purpose.
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This study focuses on the conflict between the

entrepreneur and the investors concerning pay-

ments to investors out of cash-flow, without going

into the details of whether the payment d must be

interpreted as short-term debt or as a (constrained)

dividend. That is, it is general enough to encompass

the theories of Easterbrook and Jensen, but ought to

be refined in order to motivate a diversity of securi-

ties. Note also that by predicting a fixed payment d,

it does not do justice to the rich range of conditional

payments observed in practice, that endow investors

with more or less flexibility in pumping cash out of

the firm: dividend, preferred dividend, putable secu-

rities, renegotiated short-term debt, short-term debt

(we will return to this point in Section 5.6.2).

5.2.3 Credit Lines for Cash-Poor Firms

Suppose in contrast that the investment “takes a

long time” to produce income. At the extreme, there

is no short-term profit: r = 0.

Can the entrepreneur just “wait and see,” that is,

borrow I at date 0 in exchange for shares in the firm

and return to the capital market at date 1 if need

occurs? Let us thus assume that the entrepreneur

does not plan her liquidity in advance and that the

liquidity shock occurs at date 1. To raise cash on the

capital market to pay ρ, the entrepreneur must issue

new shares and thereby dilute historical investors.

Letting ρ0 ≡ pH(R − B/∆p), and to illustrate this

dilution, suppose that the entrepreneur faces a liq-

uidity shock ρ = 1
2ρ0. The value of external shares

held by initial investors is equal to ρ0. Suppose that

the number of shares is doubled.11 That is, as many

shares are sold to new investors as already exist. So

the value of each share is halved. The firm thereby

raises 1
2ρ0 = ρ in cash and can withstand the liquid-

ity shock. Are initial investors willing to let them-

selves be diluted? The value of their shares is, of

course, reduced to 1
2ρ0. But contemplate the alter-

native of liquidating the investment, under which

the initial investors receive nothing! Thus, initial in-

vestors are willing to accept the dilution.12

11. Including for internal shares, so as to keep the entrepreneur’s
stake Rb in success constant and therefore preserve incentive compat-
ibility.

12. Note the analogy with the incentives for debt forgiveness when
there is a debt overhang (see Chapter 3).

Similarly, to meet a liquidity shock equal to 3
4ρ0,

the firm must quadruple the number of shares, and

so on. But there is an upper bound to this process:

investors will never pay more than the firm is worth

to them. Hence, even in a frictionless capital market,

the firm cannot raise more than ρ0. Going back to the

capital market at date 1 then at best allows the firm

to withstand a liquidity shock of magnitude

ρ � ρ0 = pH

(

R − B
∆p

)

.

Because the optimal financing arrangement spec-

ifies13

pH

(

R − B
∆p

)

< ρ∗ � pHR,

the entrepreneur must secure a line of credit or

hoard liquidity in order to face the date-1 liquid-

ity shock.14 We will shortly describe how to do so,

but there are basically two alternatives and combina-

tions thereof: a credit line or liquid assets of magni-

tude ρ∗ with no right to dilute existing claimholders

by issuing new claims at date 1 (so the entrepreneur

borrows I + ρ∗); or a smaller credit line or amount

of liquid assets, equal to [ρ∗−pH(R−B/∆p)] with a

right to dilute claimholders as needed to ensure con-

tinuation. Either way, the entrepreneur must plan

liquidity management.

The optimum can be implemented by a nonrevok-

able line of credit granted by, say, one of the lenders

(a bank) at level ρ∗. It is important that this line of

credit be nonrevokable (in a broad sense: see below).

Otherwise the lender would have an incentive not to

abide by his promise to rescue the firm if ρ > ρ0, that

is, if the liquidity shock exceeds the date-1 pledge-

able income ρ0. In practice, lenders often prefer to

keep discretion over the extension of credit by mak-

ing the line revokable, or delivering promises such

as “comfort or highly confident letters,” which are

legally hard to enforce and are only a moral promise

to provide credit. This discretion potentially has a

cost to the borrower, as, whenever ρ0 < ρ < ρ∗, the

lender would like to renege on his promise to pro-

vide funds to the firm unless he tries to maintain

a reputation for “fairness” by extending credit even

when this is not strictly profitable for him (see Boot

13. Except in the nongeneric case where P(pH(R − B/∆p)) = I −A.

14. Note that if A > 0, the hoarding of liquidity can in part come
from the retention of A (this is a matter of accounting).
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et al. 1987, 1993). In practice, a bank may offer a for-

mally revokable line of credit, but have a reputation

for abiding by its promise unless the borrower has

behaved in an egregious way that yet was not ruled

out by a negative covenant.

We also implicitly assume that there is no concern

over the lender’s ability (as opposed to willingness)

to abide by his commitment. However, the lender

may himself face liquidity and solvency problems in

the future. In practice, only well-capitalized and safe

institutions are able to make a firm promise of this

type (banks and some other financial institutions ob-

viously have a comparative advantage in doing so,

due to the close monitoring of their solvency and liq-

uidity by the regulators as well as, at least for large

ones, an explicit or implicit backing of their on- and

off-balance-sheet liabilities by the state).

Remark (capital market frictions). Note here that

the suboptimality of reinvestment under the wait-

and-see policy is independent of the debt-overhang

phenomenon discussed in Section 3.3. Indeed, the

assumption that liquidity shocks below ρ0 can be

withstood through the dilution of existing claims im-

plies either that lending is concentrated among a few

lenders, or that the initial agreement is structured so

as to facilitate renegotiation,15 or else that the entre-

preneur receives rights to dilute existing claims by

issuing senior claims (as in Hart and Moore (1995)). If

some claims proved difficult to renegotiate, the firm

would be able to raise even less than ρ0 by turning to

the capital market at date 1, and its demand for liq-

uidity would be even higher than that derived here.

Remark (renegotiation). Could this line of credit be

renegotiated to the parties’ mutual advantage once

the fraction ρ is realized? First, note that if ρ � ρ∗,

then a fortiori ρ < pHR and therefore it is ex post

efficient to continue; so there is no scope for a rene-

gotiation in which the lender would compensate the

borrower for not using the credit line, as this rene-

gotiation would reduce total surplus and therefore

at least one of the parties would be strictly better

off not renegotiating. Second, could the two parties

both benefit from an increase in the line of credit

15. See Section 5.5.3 for a discussion of factors hindering and facil-
itating renegotiation of claims.

to ρ when ρ∗ < ρ � pHR? Even though this in-

crease would yield the ex post efficient reinvestment

policy, there is no way for the borrower to compen-

sate the lender, again because the borrower’s stake

is incompressible. One can show that the lender will

turn down any request for an increase in the credit

line.16 So will any alternative lender (other lenders

may have even less incentives to refinance, because

unlike the initial lender they do not have a vested

stake to lose).

Remark (role played by uncertainty about liquidity

needs). We can now explain why ex ante uncertainty

about the liquidity need is a key ingredient of the

demand for liquidity. Suppose, in contrast, that ρ
is deterministic. If ρ � ρ0 = pH(R − B/∆p), then

investors do not want to lend at date 0, since they

know that they will have to cover at date 1 a liquidity

shock that exceeds the income that can be pledged

to them in period 2. If ρ < ρ0, then the firm is always

solvent at date 1, in that new claims can be issued at

date 1 (that partially dilute existing ones) in order to

meet the liquidity shock and continue; hence, there

is no need to hoard reserves.

Again, a good way of thinking about this issue is in

terms of insurance. A high liquidity shock is similar

to an illness or an accident, and a low liquidity shock

is similar to the absence of such a mishap. There

is no scope for insurance if it is known in advance

whether there will be an illness or an accident.

5.2.4 A Reinterpretation: Growth Prospects

In the basic model, the firm is liquidated if it does

not meet the liquidity shock. In a straightforward

reinterpretation, it continues as is, but cannot take

advantage of a profitable growth opportunity if it

does not come up with enough cash to reinvest.

Suppose that, at date 1, the firm still receives

deterministic income r , but, in the absence of cash

reinjection at date 1, continues and succeeds with

probability p = pH or pL, depending on whether

the entrepreneur behaves or misbehaves at date 1.

At date 1, though, the firm can raise its date-2 ex-

pected profit by reinvesting. One way of formalizing

16. More formally, the lender turns down the request because ρ >
ρ∗ > ρ0.



5.3. The Liquidity–Scale Tradeoff 207

this is to assume that the payoffs in the cases of suc-

cess and failure remain R and 0, respectively, but the

probability of success in the case of reinvestment

becomes p + τ , where τ > 0 and p = pH or p = pL,

depending on whether the entrepreneur behaves or

misbehaves. This separable form is handy as it im-

plies that the entrepreneur’s incentive compatibility

constraint is not affected by the reinvestment:

(pH + τ)Rb � (pL + τ)Rb + B ⇐⇒ (∆p)Rb � B.

The reinvestment cost ρ is drawn at date 1 from

the cumulative distribution function F(ρ) with den-

sity f(ρ) on [0,∞).
It is clearly optimal to reinvest if and only if ρ

is below some cutoff ρ∗. The entrepreneur’s utility,

equal to the NPV, is

Ub(ρ∗) = [r+[pH+F(ρ∗)τ]R]−
[

I+
∫ ρ∗

0
ρf(ρ)dρ

]

.

As earlier, the interesting case arises when the firm

is financially constrained but nonetheless can raise

funds (a situation equivalent to that labeled region

(ii) in Section 5.2.1); the cutoff is then given by the

investors’ breakeven condition:

r+[pH+F(ρ∗)τ]
(

R− B
∆p

)

= [I−A]+
∫ ρ∗

0
ρf(ρ)dρ

and

τ
(

R − B
∆p

)

� ρ∗ < τR.

The latter set of inequalities expresses the fact that

reinvestment is first-best suboptimal (ρ∗ < τR), but

occurs whenever it boosts pledgeable income (ρ∗ �
τ[R − (B/∆p)]).

In this model, growth opportunities are measured

by the parameter τ . Let us look at the impact of

growth opportunities on the maturity structure by

differentiating the investors’ breakeven condition:

d(d)
dτ

= d(r − ρ∗)
dτ

= −F(ρ
∗)

f (ρ∗)
R − B/∆p

ρ∗ − τ(R − B/∆p) < 0.

Thus, firms with better growth opportunities

should go for longer maturities. Relatedly, there is

substantial evidence that firms with growth oppor-

tunities have lower leverage ratios.17

17. See Section 2.5. Recall that equity here can be viewed as debt
with a long maturity.

5.3 The Liquidity–Scale Tradeoff

The fixed-investment model is handy to illustrate

the optimal term structure of debt for cash-rich

firms and credit line for cash-poor ones. But, for

other purposes, it is too simple, in that there is

no other “margin” that the entrepreneur can trade

off against liquidity. When, for example, investment

size is variable, as we now assume, the entrepreneur

faces a choice between a larger investment and more

liquidity.18

This section focuses on cash-poor firms and ex-

tends the model of Section 5.2 to include a variable

investment size in order to identify the liquidity–

scale tradeoff (which also applies to cash-rich firms):

the firm must sacrifice scale in order to benefit from

more liquidity.

5.3.1 The Two-Shock Case

We consider the variable-investment model and add

a liquidity shock at an intermediate stage. This liq-

uidity shock amounts to a cost overrun that is pro-

portional to the initial investment. To develop our

intuition, let us begin with the case in which there are

only two possible values for the (per-unit) liquidity

shock: 0 with probability 1−λ and ρ with probability

λ (see Figure 5.3). We will say that the firm is “intact”

when it does not need to reinvest and “in distress”

when it needs to reinvest ρ per unit of investment.

Except for this random shock, the model is identi-

cal to the variable-investment version of Section 3.4.

Continuation (which is contingent on reinvesting ρI
if the firm is in distress) is subject to moral hazard.

The probability of success is pH if the entrepreneur

behaves and pL if she misbehaves. The private ben-

efit of misbehaving is BI. The project yields RI in

the case of success and 0 in the case of failure. Note

that we focus on policies that rescue either the entire

investment or none of it in the case of distress.19

18. More generally, the entrepreneur would face a tradeoff between
more liquidity and fewer control rights granted to investors (see Chap-
ter 10), and so forth.

19. Quite generally, we could allow partial reinvestments. That is,
a reinvestment ρxI allows the firm to salvage a fraction x ∈ [0,1] of
the investment. In this case, the private benefit of misbehaving, BxI, is
proportional to the salvaged investment xI; and so is the profit RxI in
the case of success. But it turns out that one can focus without loss of
generality on policies that either rescue the entire investment (x = 1)
or rescue none (x = 0) in the case of distress.
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Entrepreneur
has wealth A,
invests I,
borrows I − A.

• • •
Firm is ‘‘intact’’ (no reinvestment needed)
with probability 1 –    , and ‘‘distressed’’
(reinvestment      per salvaged unit)
with probability    .

0
•

1

Moral
hazard.

Success (R per unit) with
probability p and failure (0)
with probability 1 − p, for
the salvaged investment.

λ

2

λ
ρ

Figure 5.3

Let us assume that

ρ0 ≡ pH

(

R − B
∆p

)

< c ≡ min
{

1+ λρ, 1
1− λ

}

< ρ1 ≡ pHR.

This pair of inequalities (which boils down to ρ0 <
1 < ρ1 in the no-liquidity-shock case (λ = 0) of Sec-

tion 3.4) will, as we will see, imply that investing has

a positive NPV, but also that the entrepreneur is con-

strained in her borrowing.

In the case of continuation, the entrepreneur op-

timally receives 0 in the case of failure and Rb in the

case of success, where Rb is large enough so as to

incentivize her:

(∆p)Rb � BI.

As in Section 3.4, making this inequality an equality

maximizes the pledgeable income and thereby the

entrepreneur’s borrowing capacity. This implies that

under continuation, an expected amount ρ0I goes to

investors at date 2.

Let us compare the two policies.

(i) Abandon the project in the case of distress. If

the project is abandoned in the case of distress, in-

vestors receive their expected income ρ0I only when

there is no shock, that is, with probability 1− λ. On

the other hand, there is no reinvestment at date 1.

Thus, when the entrepreneur has initial wealth A,

the investors’ breakeven constraint is

(1− λ)ρ0I = I −A,
yielding investment capacity,

I = A
1− (1− λ)ρ0

(a generalization of formula (3.12) to the case λ � 0).

The entrepreneur’s utility, equal to the NPV, is

U0
b = [(1− λ)ρ1 − 1]I = (1− λ)ρ1 − 1

1− (1− λ)ρ0
A

or

U0
b =

[(

ρ1 − 1
1− λ

)/(

1
1− λ − ρ0

)]

A.

Comparing this formula with that in the absence

of a liquidity shock (λ = 0), the average cost of bring-

ing 1 unit of effective or intact investment to date 2 is

now 1/(1−λ) instead of 1, because the initial invest-

ment bears fruits only if there is no liquidity shock.

(ii) Pursue the project even in the case of distress.

The decision to withstand the liquidity shock at

date 1 has a cost and benefit. The cost is that the

average cost of bringing 1 unit of investment intact

to date 2 is (1+ λρ) (the date-0 cost, 1, plus the ex-

pected date-1 reinvestment cost, λρ). The benefit is

that the project is never abandoned. The borrowing

capacity is given by

(1+ λρ)I −A = ρ0I

or

I = A
(1+ λρ)− ρ0

.

Similarly, the entrepreneur’s utility (the NPV) is

U1
b = [ρ1 − (1+ λρ)]I

or

U1
b =

ρ1 − (1+ λρ)
(1+ λρ)− ρ0

A

(which, again, for λ = 0, boils down to formula

(3.14′) in Section 3.4).

Thus, we find a similar formula as in the alterna-

tive policy, except that the average cost of effective

investment is now (1+ λρ).
The policy of withstanding the liquidity shock is

optimal if and only if U1
b � U0

b , or

1+ λρ � 1
1− λ,

which can be rewritten as

(1− λ)ρ � 1.

In words, it is optimal to withstand the liquidity
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shock if

• it is low (ρ low),

• it is likely (λ high).

The first conclusion is obvious; but the second

may be less so since a high probability of a liquid-

ity shock increases both the benefit and the cost of

withstanding it.

As in the case of a fixed investment size, we can

draw the implications of this analysis for liquidity

management. If the optimal policy is not to rescue

the investment in the case of distress, nothing needs

to be done at date 0 besides signing a contract and

investing I. In contrast, if the optimal policy is to pur-

sue the project even in the case of distress, the entre-

preneur must be able to avail herself of the amount

ρI if a shock occurs.

If ρ > ρ0 (which is not inconsistent with the con-

dition (1 − λ)ρ � 1 obtained earlier), then liquid-

ity necessarily must be planned in advance. Wait-

ing exposes the firm to credit rationing at date 1.

(As the analysis for a continuum of liquidity shock

will demonstrate, this case is in a sense the “generic

case.”) For example, the firm may contract a credit

line to the level of ρI with a bank; alternatively, it

can contract for a credit line corresponding only to

the shortfall (ρ − ρ0)I and also acquire the right to

dilute initial investors (so as to obtain ρ0I). More on

this in Section 5.3.3.

5.3.2 Continuum of Liquidity Shocks

We now generalize the analysis to a continuum of

possible values for the liquidity shock. This con-

tinuous-investment, continuous-shock version will

be used in the rest of the chapter.

After the (endogenous size) investment I is sunk

at date 0 and before the borrower works on the

project, some exogenous shock occurs at date 1 that

determines a per-unit-of-investment level ρ ∈ [0,∞)
of “cost overruns.” That is, a cash infusion equal to

ρI is needed in order for the project to continue. If ρI
is not invested, the project is abandoned altogether

and thus yields no income. As in Section 5.2, the frac-

tion ρ is a priori distributed according to the contin-

uous distribution F(ρ) on [0,∞), with density f(ρ).
(As we already observed, the model of Section 3.4

is therefore a special case, with F being a spike at

ρ = 0.)

Regardless of the required amount of the cash in-

fusion, the project, if pursued, is still a project of

size I, in that the income in the case of success is RI
and the borrower’s private benefit from misbehav-

ing is BI. One cannot increase the size of the project

after the initial stage.

The timing is summarized in Figure 5.4.

We assume that investment has positive NPV. That

is, under a rule that specifies that the project is aban-

doned if and only if ρ � ρ̃ for at least some thresh-

old ρ̃, the expected payoff per unit of investment is

strictly positive. This positive-NPV condition under

liquidity shocks is

max
ρ̃

{

F(ρ̃)pHR − 1−
∫ ρ̃

0
ρf(ρ)dρ

}

> 0. (5.1)

We first look for the optimal loan agreement. The

next subsection will discuss its implementation. It is

easy to show that it is optimal to have a “cutoff rule”

for infusing cash. There exists an optimal threshold

ρ∗ such that one should continue if and only if

ρ � ρ∗. (5.2)

The incentive constraint in the case of continuation

is the same as in the absence of a liquidity shock (see

Section 3.4):

(∆p)Rb � BI. (ICb)

The breakeven condition is slightly altered by the

presence of liquidity shocks:

F(ρ∗)[pH(RI − Rb)] � I −A+
∫ ρ∗

0
ρIf(ρ)dρ. (IRl)

That is, the lenders receive a return only if the

project is pursued, which has probability F(ρ∗). The

left-hand side of (IRl) is the expected pledgeable in-

come. Furthermore, there is a new term, represent-

ing the expected outlay on overruns, on the right-

hand side. From these two constraints, we deduce

the borrowing capacity (or, more precisely, the max-

imum investment that allows the lenders to break

even):

I = k(ρ∗)A,
where

k(ρ∗) = 1

1+
∫ ρ∗
0 ρf(ρ)dρ − F(ρ∗)[pHR − pHB/∆p]

= 1

1+
∫ ρ∗
0 ρf(ρ)dρ − F(ρ∗)ρ0

(5.3)
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No disbursement

Loan
agreement

Moral
hazard

Project is
abandoned

Outcome

Date 0 Date 1 Date 2

• •
ρ

Figure 5.4

involves a straightforward modification relative to

the no-liquidity-shock multiplier k. Reduced prof-

itability implies that the multiplier is smaller than

that in the absence of liquidity shocks: k(ρ∗) <
k = 1/(1 − ρ0). Note that the borrower’s borrow-

ing capacity is maximal when the threshold ρ∗ is

equal to the expected per-unit pledgeable income

ρ0 ≡ pH(R − B/∆p).
Given that the competitive lenders make no prof-

its, the borrower’s net utility is as usual the social

surplus brought about by the project, namely,

Ub =m(ρ∗)I =m(ρ∗)k(ρ∗)A, (5.4)

where

m(ρ∗) ≡ F(ρ∗)pHR − 1−
∫ ρ∗

0
ρf(ρ)dρ

is the margin per unit of investment.

What is the optimal continuation rule? Ideally, one

would want to continue if and only if this is ex post

efficient, that is, if and only if ρ � pHR. Indeed,

ρ∗ = pHR maximizes the margin m(ρ∗). However,

at ρ∗ = pHR, the multiplier k is decreasing in ρ∗.

So one actually ought to choose a lower threshold in

comparison to the ex post efficient one. It is easily

seen from (5.3) and (5.4) that

Ub =
pHR − (1+

∫ ρ∗
0 ρf(ρ)dρ)/F(ρ∗)

(1+
∫ ρ∗
0 ρf(ρ)dρ)/F(ρ∗)− pH(R − B/∆p)

A,

and so the optimal threshold minimizes the ex-

pected unit cost c(ρ∗) of effective investment:

ρ∗ minimizes c(ρ∗) ≡ 1+
∫ ρ∗
0 ρf(ρ)dρ
F(ρ∗)

(5.5)

or
∫ ρ∗

0
F(ρ)dρ = 1. (5.6)

Condition (5.6) can be obtained, for example, by in-

tegrating by parts and rewriting the expected unit

cost of effective investment as

c(ρ∗) = ρ∗ + 1−
∫ ρ∗
0 F(ρ)dρ
F(ρ∗)

.

This expression also shows that at the optimum,20

the threshold liquidity shock is equal to the expected

unit cost of effective investment :21

c(ρ∗) = ρ∗.
This in turn implies that

Ub = ρ1 − ρ∗
ρ∗ − ρ0

A. (5.7)

Next, we observe that this optimal threshold lies

between the expected per-unit-of-investment pledge-

able income and income:

ρ0 = pH

(

R − B
∆p

)

< ρ∗ < ρ1 = pHR. (5.8)

This follows from the fact that the margin m(ρ∗)
and the multiplier k(ρ∗) are both decreasing above

ρ1 and both increasing below ρ0 (see Figure 5.5).22

Condition (5.8) is consistent with (5.7): if ρ∗ were to

exceed ρ1, the project could not be financed prof-

itably. And if ρ∗ were to be lower than ρ0, the bor-

rowing capacity and the borrower’s utility would be

infinite.

Equation (5.8) implies, as in Section 5.2.3, that a

wait-and-see policy, under which the borrower tries

20. It is easy to show that c(·) is quasi-convex (c′′(ρ∗) > 0 if
c′(ρ∗) = 0).

21. Note that ρ∗ is here independent of A. The constant-returns-to-
scale model is a limit case in that the probability of continuation and
all per-unit-of-investment variables are independent of A: all firms are
alike up to a scale factor.

22. Indeed, m(·) is quasi-concave with a maximum at ρ1 and k(·)
is quasi-concave with a maximum at ρ0.
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to raise funds from the lenders on the capital mar-

ket at date 1 in order to cover the liquidity shock, is

suboptimal. Even under perfect coordination among

lenders at date 1 (there is no “debt-overhang” phe-

nomenon), the lenders will provide new credit only

if the pledgeable income exceeds the amount of re-

investment, that is, only if

ρ � ρ0.

Because ρ0 < ρ∗, it is optimal for the borrower to

get more assurance against the firm’s shortage of

funds than is provided by a wait-and-see policy. This

creates a corporate demand for liquidity.

Remark (effect of an increase in risk on liquidity

hoarding). Condition (5.6) has a simple implica-

tion. An increase in the riskiness of the liquidity

shock in the sense of a mean-preserving spread of

F23 raises the left-hand side of (5.6) and thus re-

duces the threshold ρ∗. So, the borrower should

hoard more liquidity when the liquidity shock incurs

a mean-preserving reduction in risk.24

23. See, for example, Rothschild and Stiglitz (1970, 1971). The dis-
tribution G(ρ) (with density g(ρ), say) is a mean-preserving spread
of distribution F(ρ) if (i)

∫∞
0 G(ρ)dρ =

∫∞
0 F(ρ)dρ (�

∫∞
0 ρg(ρ)dρ =

∫∞
0 ρf(ρ)dρ, so the means are the same), and (ii)

∫ ρ∗
0 G(ρ)dρ �

∫ ρ∗
0 F(ρ)dρ for all ρ∗.

24. This, however, does not imply that the firm should hoard a lot
of liquidity when uncertainty disappears: suppose that the distribu-
tion F converges to a spike at ρ > ρ0. Then, the investors’ breakeven
condition cannot be satisfied and there is no borrowing. More gener-
ally, an empirical analysis of the impact of liquidity risk on liquidity
hoarding will confront a selection bias: because continuation is akin to
an option value, a decrease in the uncertainty about ρ affects pledge-
able income and NPV (more on this shortly) and thereby impacts the
investment size or the very existence of investment.

Liquidation value. We have assumed that no

money is recovered if the project is abandoned at

date 1. Let us generalize the model slightly by as-

suming that the assets in place have a salvage value

LI � 0, that is, L per unit of investment if the firm is

liquidated at date 1. The salvage value is a monetary

value that can be transferred to the lenders if the

project is abandoned. We let the reader follow the

steps of the previous analysis and show the follow-

ing: the equity multiplier and the margin become

k(ρ∗) = 1

[1− L+
∫ ρ∗
0 ρf(ρ)dρ]− F(ρ∗)(ρ0 − L)

,

(5.3′)

m(ρ∗) = F(ρ∗)(ρ1 − L)−
[

1− L+
∫ ρ∗

0
ρf(ρ)dρ

]

.

(5.4′)

These modifications can be understood in the fol-

lowing way. First, there is a fictitious reduction of L
in the unit cost of investment. Were the project al-

ways abandoned at date 1, the lenders would collect

L and thus the net unit cost of investment would

be equal to 1 − L. Second, and with this conven-

tion, the decision to continue at date 1 implies a

loss L per unit of investment. This monetary loss

must be subtracted both from the expected payoff

ρ1 = pHR and from the expected pledgeable income

ρ0 = pH(R − B/∆p). This yields (5.3′) and (5.4′).
Next, Ub =m(ρ∗)k(ρ∗)A and so the threshold ρ∗

still minimizes the (modified) expected unit cost of

effective investment:

ρ∗ minimizes c(ρ∗) ≡ 1− L+
∫ ρ∗
0 ρf(ρ)dρ
F(ρ∗)

= ρ∗ + 1− L−
∫ ρ∗
0 F(ρ)dρ

F(ρ∗)
.

(5.5′)

And so, at the optimum,

∫ ρ∗

0
F(ρ)dρ = 1− L, (5.6′)

c(ρ∗) = ρ∗,

and

Ub = (ρ1 − L)− ρ∗
ρ∗ − (ρ0 − L)

A. (5.7′)
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As the margin and the multiplier are both decreasing

above ρ1 − L and increasing below ρ0 − L, we have

ρ0 − L < ρ∗ < ρ1 − L.
We can thus generalize the insight that liquidity has

to be secured in advance. Under a wait-and-see strat-

egy, the lenders (or the capital market more gener-

ally) do not want to reinvest more than the net gain

of continuation, namely, ρ0 − L per unit of invest-

ment. And so the borrower should hoard liquidity at

date 0.

From (5.6′), we also infer that

dρ∗

dL
= − 1

F(ρ∗)
.

That is, a unit increase in the salvage value reduces

the threshold by more than 1 unit. The gap between

the optimal stopping rule and the wait-and-see out-

come narrows as the salvage value increases. This

result will have an interesting implication when we

apply the model to cash-rich firms in Section 5.6.

5.3.3 Application to Liquidity Management

We now pursue in more detail the analysis of Sec-

tion 5.2 concerning whether common institutions

can implement the optimal reinvestment policy.

The optimum can be implemented by a nonrevok-

able line of credit granted by a lender (a bank) at level

ρ∗I. The borrower, who is always better off continu-

ing, will always take advantage of this line of credit

as long as ρ � ρ∗, although she will need only part

of it. (In practice, lines of credit are actually often

unused. Their value is essentially an option value.)

Alternatively, the lenders can grant a smaller line

of credit, namely, (ρ∗ − ρ0)I, and give the borrower

the right to dilute their claims at date 1 in order

to finance the liquidity shock. The value of external

claims in the case of continuation, that is, the date-1

pledgeable income, is equal to ρ0I and therefore the

borrower can raise up to ρ0I in a perfect capital mar-

ket (by issuing new equity or new debt, depending on

the interpretation given to external claims). So, over-

all, the borrower can gather (ρ∗ − ρ0)I + ρ0I = ρ∗I
in order to withstand the liquidity shock.

An alternative to providing a credit line for the

future is for the lenders (especially if they are dis-

persed) to lend more money today, which the bor-

rower will be able to use in the case of a liquidity

shock. That is, the lenders can invest I(1+ρ∗)−A in

the firm at the start. We now observe that the lenders

should not let the borrower allocate resources freely

between liquid and illiquid assets (illiquid assets are

here the investment), but rather should demand that

a liquidity ratio (which we will define as the ratio

of liquid assets over total assets) be kept equal to

ρ∗/(1 + ρ∗) until the liquidity shock accrues. The

borrower then invests I and keeps ρ∗I in safe, liquid

claims (which bear no interest by convention).

Monitoring overinvestment in illiquid assets. Recall

from Chapter 2 that loan agreements do not focus

solely on the borrower’s solvency, that is, on the re-

lationship between the firm’s total indebtedness and

its assets, but also strictly constrain the borrower’s

liquidity. For example, many loan agreements re-

quire that the borrower maintain a minimum level

of working capital. To the extent that liquidity crises

are ultimately solvency problems, it is not a priori

clear why this is so. Let us bring one answer to this

puzzle, and show that it may be optimal for lend-

ers to simultaneously impose gearing (leverage) and

liquidity ratios.

In the absence of a liquidity requirement, the bor-

rower may want to invest more than I initially into

illiquid assets. To develop our intuition for this, sup-

pose that the borrower invests the full I(1+ρ∗) ≡ I∗
in illiquid assets; despite the lack of cash left for re-

investment, the project will often be continued, as

the lenders, facing the fait accompli of an overinvest-

ment in illiquid assets, have an incentive to rescue

the firm as long as it is profitable for them to do so

at date 1: ρ � ρ0.

An interesting issue relates to whether the in-

vestors should renegotiate the borrower’s compen-

sation scheme so as to account for the unexpectedly

high scale of operations. The answer to this ques-

tion depends on the way the managerial compensa-

tion contract was initially drawn, namely, on whether

the entrepreneur was granted a share of the final

profit or a fixed bonus in the case of success (the two

specifications are equivalent when the investment

size is fixed, but no longer are so when investment,

and therefore profit, can be scaled up or down). If

the borrower owns a share in the firm’s final profit,

then managerial compensation scales up with in-

vestment, and the initial incentive scheme remains
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incentive compatible as investment increases and

is not renegotiated by lenders to account for the

altered firm size.

Alternatively, the entrepreneur may have been

granted in the initial agreement a fixed reward for

“success”; because the private benefit scales up with

investment, the initial incentive scheme is then no

longer incentive compatible. Lenders then offer to

increase the borrower’s reward in the case of “suc-

cess” and so they raise the borrower’s payoff in the

case of success to BI∗/∆p in order to make sure the

borrower behaves.25

The lenders might, of course, want to claim ini-

tially that they will not put any more money into the

venture, but this is not a credible commitment. An-

ticipating this soft budget constraint, the borrower

may overinvest. Indeed, the borrower, who, regard-

less of the design of her initial compensation con-

tract, receives expected rent pHB/(∆p) per unit of

illiquid assets, prefers investing I∗ rather than I if

F(ρ∗)pH

(

B
∆p

I
)

< F(ρ0)pH

(

B
∆p

I∗
)

or

F(ρ∗) < F(ρ0)(1+ ρ∗). (5.9)

Condition (5.9) is satisfied as long as B lies below

some threshold: ρ0 is decreasing in B, and, for ρ0

just below ρ∗, (5.9) is necessarily satisfied, and it

is optimal for the borrower to deviate from invest-

ment I. Because the borrower is then strictly better

off overinvesting, the lender should rationally antic-

ipate to lose money overall.26 Hence, the rationale

for a liquidity requirement.

Monitoring overhoarding of liquid assets. As men-

tioned earlier, lenders may also need to verify that

the borrower does not underinvest in illiquid assets

in order to overinsure against liquidity shocks. The

25. As long as

pH

(

R − B
∆p

)

I∗ � pLRI∗ − pL
B
∆p

I

⇐⇒ (∆p)
(

R − B
∆p

)

� pL
B
∆p

ρ∗

1+ ρ∗ ,

which holds at least if pL is small. (We here assume that the reward
is not canceled when the firm succeeds and the profit is higher than
what it would have been in the case of success.)

26. That the lender loses money results from the facts that the bor-
rower deviates from investment I to obtain more than Ub, and that Ub

is the maximum utility for the borrower consistent with a nonnegative
profit for the lender.

analysis is contingent on several assumptions and

we select a specific set of assumptions for the sole

purpose of illustrating a possible incentive to un-

derinvest in illiquid assets. Suppose (i) that the bor-

rower can use the excess liquidity in order to with-

stand the liquidity shock, (ii) that the borrower and

investors receive shares of the date-2 profit with

share (B/∆p)/R = (ρ1 − ρ0)/ρ1 held by the bor-

rower and share (R − B/∆p)/R = ρ0/ρ1 held by the

investors (all-equity firm), and (iii) that unused liq-

uidity is returned to investors. Suppose further that

the borrower invests I′ � I in illiquid assets and thus

hoards liquidity equal to ρ∗I+ [I− I′]. She can then

withstand liquidity shocks ρ such that

ρI′ � ρ∗I + [I − I′].

Letting ε ≡ (I − I′)/I′, and using the all-equity-firm

assumption, the borrower prefers to underinvest if

and only if

F(ρ∗ + (1+ ρ∗)ε)I′ > F(ρ∗)I
or

F(ρ∗ + (1+ ρ∗)ε) > F(ρ∗)(1+ ε).

For small underinvestments, this condition is satis-

fied if and only if

(1+ ρ∗)f (ρ∗)
F(ρ∗)

> 1.

Roughly, if liquidity shocks around the threshold ρ∗

are quite likely, hoarding a bit more liquidity than

allowed is privately profitable for the borrower.

The borrower would always prefer underinvesting

to investing I if she had a fixed claim (namely, BI/∆p
in the case of success).

5.4 Corporate Risk Management

Risk management is ranked by financial executives,

CEOs, and investors as one of their most impor-

tant concerns (see, for example, Rawls and Smithson

1990; Froot 1995). Firms can hedge against risk in a

variety of ways. They can trade in forward/futures

markets or enter swap agreements (which are over-

the-counter deals that oblige two parties to exchange

well-defined cash flows at specified dates) in order to

cover their exposure to price variations: multination-

als and financial institutions routinely obtain such
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insurance against currency or interest rate fluctua-

tions, and producers or buyers of raw material or

agricultural products similarly insure against price

fluctuations by trading in commodity futures. Other

hedging instruments include securitization, in which

the issuer sells part of her portfolio of loans, as-

sets, or intellectual property (or at least reduces the

risk borne on the corresponding assets if she keeps

some liability), and straight insurance against spe-

cific risks (theft, fire, death of key employee, guar-

antee of a financial institution against default on a

claim such as a receivable, and so forth).

Corporate risk management is not driven by the

desire to provide claimholders with insurance. There

are two ways to see this: first, claimholders can

obtain this insurance by diversifying their own

portfolio; second, and relatedly, an insurance con-

tract transfers risk from one party to another and

therefore does not affect the aggregate uncertainty,

which, according to standard asset pricing the-

ory (the consumption-based capital asset pricing

model), is the key driver of asset prices. By contrast,

corporate risk management can be rationalized by

agency-based (credit-rationing) considerations. We

have seen that, even in a world of universal risk neu-

trality, firms ought to obtain some insurance against

liquidity shocks as long as capital market imperfec-

tions prevent them from pledging the entire value

of their activity to new investors. Following Froot,

Scharfstein, and Stein (1993), we therefore derive an

elementary explanation of corporate hedging from

agency-based considerations.27

Froot et al. study risk management and financial

structure in a sequential contracting context. In a

first stage, an entrepreneur who has not yet issued

securities to investors faces an uncertain short-term

income. This short-term income serves, in the ab-

sence of hedging, as cash on hand for the second-

stage investment; the second-stage investment is

27. Other explanations have been offered in the literature. Stulz
(1984) argues that corporate hedging allows managers to obtain some
insurance for their risky portfolio (stock options, etc.) against shocks
that they have no control over. While this point is well-taken, Froot
et al. (1993) note that managers could obtain such diversification by
going to the corresponding markets themselves, and so Stulz’s argu-
ment relies on a transaction cost differential. Tax reasons have also
been discussed in the literature. See Mason (1995) for a more com-
plete discussion.

financed by resorting to borrowing from investors

but, as in Chapter 3, agency costs may expose the

entrepreneur to credit rationing. The entrepreneur

in the first stage can choose to stabilize her short-

term income, and therefore her net worth in the sub-

sequent borrowing stage.

As Froot et al. point out, the absence of financial

design in a sequential contracting context makes it

difficult to make general predictions as to whether

the entrepreneur should hedge. Exercise 3.21, in part

adapted from Froot et al., indeed presented a num-

ber of situations in which the entrepreneur preferred

either to hedge against an exogenous risk or to use

this risk to gamble. For example, if the agency cost

is linear in investment, hedging is optimal when

the production function is strictly concave, while

gambling is optimal if there are indivisibilities in

investment (as is the case in the fixed-investment

model of Section 3.2) and hedging does not allow

the entrepreneur to reach the funding threshold of

cash on hand. In the variable-investment model of

Section 3.4, the entrepreneur is indifferent between

hedging and gambling, and would prefer hedging

(gambling) if the private benefit were convex (con-

cave) instead of linear in investment.

When risk management is not integrated with a

choice of financial structure (the entrepreneur is still

residual claimant when choosing whether to hedge),

risk management is a “jack of all trades and a mas-

ter of none”: because the level of liquidity cannot

be separately controlled, the choice of its riskiness

must also make up for the missing optimization of

the financial structure. Indeed, hedging is always op-

timal in the environments presented in Exercise 3.21

under simultaneous liquidity and risk management.

The following treatment therefore builds on Froot et

al.’s seminal work by integrating liquidity and risk

management.

5.4.1 The Rationale for Hedging

Let us assume that some shock exogenous to the

firm affects the firm’s date-1 net revenue, which we

here normalize to 0. Let ε denote this income shock,

where

E(ε | ρ) = 0.

For example, I might stand for a foreign investment,

and ε might represent a foreign exchange risk. Let
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us furthermore assume that the firm can costlessly

obtain insurance against this exogenous shock. As

was the case for liquidity management, we envision

an ex ante contract between borrower and investors

and thereby obtain an unambiguous answer to the

question: “Should the firm neutralize the cash flow

variability by entering hedging arrangements?”28

Intuitively, a random liquidity garbles the re-

investment policy. Suppose, for example, that the

shock can take values ε and −ε with equal proba-

bilities; the firm’s need for a given ρ becomes ρ + ε
and ρ − ε, respectively. Relative to the determinis-

tic reinvestment policy obtained by eliminating the

shock (i.e., reinvest if and only if ρ � ρ∗), the firm

reinvests too little in the case of an adverse shock

and too much in the case of a favorable one (see Fig-

ure 5.6). For example, the firm has enough cash to

continue when ρ = ρ′′ and the income shock is fa-

vorable and not enough when ρ = ρ′ < ρ′′ and the

income shock is adverse.

This reasoning is, however, too simplistic as the

cutoff ρ∗ itself depends on the risk management

policy. Let us now provide a more rigorous proof.

This proof is the same for a fixed and a vari-

able investment. Let us, for instance, consider the

variable-investment model and assume that the in-

come shock (an earnings shortfall if it is positive,

a gain if negative) is εI, proportional to investment

and distributed according to an arbitrary continuous

distribution.

If the firm hedges, then for a given amount of liq-

uidity hoarding the threshold under which the firm

can continue, ρ∗, is deterministic and the analysis

28. “Ex post,” that is, once financing has been secured, borrower and
investors do not have perfectly congruent views on risk management,
and therefore the notion of “optimal risk management” at that point
in time depends on whose standpoint one takes. Similarly, different
classes of investors (e.g., debtholders and shareholders), if any, have
conflicting objectives regarding risk management.

of Section 5.3.2 shows that the borrower’s utility is

Ub = ρ1 − c(ρ∗)
c(ρ∗)− ρ0

A

for an arbitrary threshold ρ∗.

In the absence of corporate hedging, the threshold

is now random: if the firm hoards just enough liq-

uidity to withstand liquidity shocks below some ρ∗

when ε = 0, then for an arbitrary realization ε the

firm can withstand liquidity shocks ρ such that29

ρ + ε � ρ∗,

and so the state-contingent threshold is ρ∗−ε. Writ-

ing (IRl) and (5.4) as expectations with respect to the

random variable ε, the reader will check that the bor-

rower’s utility in the absence of corporate hedging is

Ûb ≡ ρ1 − ĉ(ρ∗)
ĉ(ρ∗)− ρ0

,

where ρ∗ denotes the threshold when ε = 0,

ĉ(ρ∗) ≡ 1+ Eε[
∫ ρ∗−ε
0 ρf(ρ)dρ]

Eε[F(ρ∗ − ε)]
,

and Eε denotes an expectation with respect to ε.
Using the Arrow–Pratt Theorem (see Arrow 1965;

Pratt 1964),30 it is easy to see that, for each ρ∗, there

29. We here ignore the possibility of renegotiation (see Section 5.5),
which arises for large ε: if ρ ∈ (ρ∗ − ε, ρ0), then the liquidity shock is
smaller than the pledgeable income and investors are willing to bring
in new cash (see the treatment of the soft budget constraint). Simi-
larly, when ρ ∈ (ρ1, ρ∗ − ε), continuation is inefficient and investors
optimally offer a bribe to the borrower for not continuing.

Two remarks are in order here. First, our analysis can be amended
to reflect the possibility of renegotiation. Second, renegotiation is ir-
relevant if the exogenous shock ε remains small.

30. Let H(x) ≡ 1+
∫ x
0 ρf(ρ)dρ. Let us first show that H is “more

convex than F ,” in the sense that H is a convex transform of F , that
is, H ◦ F−1 is convex. A straightforward computation shows that (H ◦
F−1(y))′ = F−1(y), and so (H ◦ F−1(y))′′ > 0, where y ≡ F(x).

Second, for a given threshold ρ∗, define ρ̄ such that

F(ρ̄) = Eε[F(ρ∗ − ε)].
That is, ρ̄ is the certainty equivalent of the random variable ρ∗ − ε for
function F . BecauseH is more convex than F , the Arrow–Pratt Theorem
(which states that the risk premium is smaller for the more convex
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exists a ρ̄ such that

c(ρ̄) � ĉ(ρ∗),

which implies that

Ub � Ûb.

In words, corporate risk management lowers the ex-

pected unit cost of effective investment and adds

value.31

Remark (substitutes to corporate hedging: alternative

risk transfer). Note that insurance could be provided

by means other than hedging on a market. In partic-

ular, a bank could offer a conditional credit line, such

that the maximal amount varies one-to-one (and pos-

itively) with ε.32 Namely, the maximal commitment

is equal to (ρ∗ + ε)I, and so the firm can withstand

liquidity shocks ρI � (ρ∗+ε)I−εI = ρ∗I. In the ab-

sence of transaction costs, conditional credit lines

and corporate hedging are perfect substitutes. Such

contingent credit lines do exist,33 but they are less

pervasive than corporate hedging. Contingent credit

lines may substitute for corporate hedging when ei-

ther the insurance contract must be tailored to the

borrower’s specific needs (and so there is no market

for the corresponding claims) or when it is difficult

to write formal hedging contracts because the under-

lying shock cannot be well-described ex ante or ob-

jectively measured ex post. The contingent credit line

function) implies that H(ρ̄) � Eε[H(ρ∗ − ε)], and so c(ρ̄) � c(ρ∗), as
announced.

31. As is the case for the allocation of the initial credit between
liquid and illiquid assets (see Section 5.3.3), the borrower’s compli-
ance with corporate hedging must be monitored. We invite the reader
to check that it may not be in the borrower’s best interest to indeed
purchase the associated insurance policy once she has obtained the
financing for the investment and secured the associated amount of
liquidity.

32. Alternatively, the firm could issue debt with interest payments
indexed on the shock ε. For example, an oil producer could issue debt
whose interest payment increases with the market price of oil.

33. Standby loan commitments are informal arrangements, gener-
ally backing the issue of commercial paper by large firms. Under a
standby loan agreement, the bank promises to refinance the firm dur-
ing disruptions in the commercial paper market (Veitch 1992). Inciden-
tally, it is interesting to note that the usage rate on standby commit-
ments is low relative to other categories of loan commitments (Veitch
1992).

In the area of international finance, a number of authors have pro-
posed that reimbursement of sovereign debt be made contingent on
observable shocks, such as GDP or exchange rate fluctuations, or (bet-
ter as this does not give rise to government moral hazard) to world
prices of raw materials and other competitive exports of the country.

must in the latter circumstances rest on the bank’s

reputation for abiding by its implicit promises.

In circumstances in which the risk can be insured

against in deep markets, corporate hedging is likely

to be a lower-transaction-cost alternative; for, and

as we will see in future chapters, the credit line is

only one of several variables that must be indexed to

exogenous shocks such as macroeconomic shocks.

(For example, managerial compensation should not

depend on shocks over which managers have no con-

trol. Hence, bonuses and stock options should be in-

dexed on currency and interest rate fluctuations and

on several other exogenous risks. Similarly, the allo-

cation of control rights among claimholders should

be indexed on such variables.)

While it may be simpler to have the firm engage

in corporate hedging rather than index many con-

tracts and covenants, further study is needed before

drawing such a conclusion. As a matter of fact, fi-

nancing arrangements known under the heading of

alternative risk transfer (ART) have developed over

the years although they have still much scope for

growth. Such products blend elements of corporate

finance and insurance. A case in point is catastro-

phe bonds (cat bonds) such as the ones issued by

Vivendi Universal to cover its movie studios in Los

Angeles against earthquakes, or the bonds that are

contingent on the occurrence of a hurricane.34

5.4.2 When Is Incomplete Hedging Optimal?
Another Look at the Sensitivity of
Investment to Cash Flow

We just obtained a stark result of full hedging: any

exogenous income fluctuation perturbs optimal liq-

uidity management by making the firm sometimes

reinvest when the reinvestment cost is high while

it sometimes is unable to reinvest for low reinvest-

ment costs. Even leaving aside the transaction costs

involved in entering hedging contracts (including

those associated with the monitoring of the coun-

terparty’s solvency), there are several reasons why

firms, or countries for that matter, should not, and

actually do not in practice, fully hedge.

34. As another example, a few years ago Michelin secured a bank
credit line and an insurance facility for five years, contingent on a
simultaneous fall in GDP in its various markets and in tyre sales.
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(a) Market power. Consider the producer of a

raw material (copper, oil, etc.) with market power.

The market price then depends not only on uncer-

tainty that is exogenous to the firm (e.g., demand

shifts), but also on the firm’s supply decisions.

Thus, suppose for illustrative purposes that there

are two dates, 0 and 1 (these two dates are meant to

correspond to the risk-management-choice and the

risk-income dates of the model). And suppose for

simplicity that the firm is a monopolist in the mar-

ket for the raw material. The monopolist at date 0

sells f units forward at predetermined price pf. This

amounts to writing an insurance contract that pays

the firm at date 1 f times the (positive or nega-

tive) difference between pf and the date-1 spot price.

Once the monopolist has sold these f units, though,

they are no longer hers, and therefore the monop-

olist has at date 1 decreased incentives to restrain

output to keep the spot price up. From the point

of view of the monopolist at date 1, output with-

holding raises the price on her extra production only

(her inframarginal units do not include the forward

sales). Forward sales overall result in an output that

exceeds the monopoly output and therefore reduce

revenue.35

Example. Suppose that the date-1 spot price is ã−q,

where ã is an exogenous demand shock realized at

date 1 and q is output, and that the marginal cost

is 0. In the absence of forward sales, the monopolist

chooses q at date 1 so as to maximize q(ã−q), yield-

ing q = 1
2 ã and a revenue that is random at date 0:

r = 1
4 ã

2. The expected profit is thus 1
4E[ã

2], where

E[·] denotes an expectation with respect to ã.

Suppose now that the monopolist sells f units

at price pf at date 0. At date 1, the monopolist

chooses an extra output q (to be added to the f units

that she committed to deliver) so as to maximize

q[ã−(q+f)], and so q = 1
2 (ã− f).36 Under rational

expectations, the forward price must be equal to the

35. This reasoning is reminiscent of that underlying the “Coase con-
jecture,” which states that a durable-good monopolist tends to create
its own competition and to “flood the market” (see, for example, Tirole
1988, Chapter 1), although the setting is slightly different (the good is
here nondurable).

36. We assume that the price is always positive. Otherwise,

q = max{ 1
2 (ã− f),0};

but the gist of the analysis remains the same.

expected spot price:

pf = E[ã− (q + f)] = E[ 1
2 (ã− f)].

Total (date-0 plus date-1) profit,

1
4 (E[ã

2]− f 2),

decreases with f .

More generally, forward sales reduce monopoly

power, and so, in the absence of date-1 reinvest-

ment need, it is strictly optimal not to hedge at all

(f = 0).37 When one combines the corporate risk

management motive of this chapter with the exer-

cise of market power, the optimal degree of hedging

is partial hedging.

(b) Serial correlation of profits. An important

assumption behind the full-hedging result of Sec-

tion 5.4.1 is that the date-1 profit realization con-

veys no information about the firm’s prospects: it is

a transitory shock. Suppose in contrast that a high

date-1 profit is good news about date-2 profitability.

For example, the price of a crop may reflect perma-

nent shocks such as the reduction of trade barriers,

the entry of competing offers, or a change in con-

sumer preferences.

With positive serial correlation of profits, a high

current profit is associated with attractive reinvest-

ment opportunities. This suggests that the liquidity

available to the borrower at date 1 should covary

with the date-1 profit (so, for example, the farmer’s

debt contract should not be fully indexed to the

price of the crop). Things are, however, more com-

plex than this first argument suggests, because bet-

ter prospects also make it easier for the borrower

to return to the capital market at the intermedi-

ate stage. The attractive-reinvestment-opportunities

37. This basic insight must be amended a bit in the case of oligopoly.
A large literature, starting with Allaz and Vila (1993), has shown that
firms that compete à la Cournot (in quantities) partially hedge despite
the absence of reinvestment need. The intuition is that forward mar-
kets induce each oligopolist to try to act as a “Stackelberg leader” and
to thereby force its rivals to cut output on the spot market (see, for ex-
ample, Chao et al. (2005), Creti and Manca (2005), and Willems (2005)
for recent contributions to this literature). As usual, this conclusion is
reversed if firms compete in prices rather than quantities (see Mahenc
and Salanié 2004); under price competition, oligopolists would like to
“commit” to set high prices so as to induce others to also set high
prices. Buying (i.e., gambling) on the forward market is a commitment
for suppliers to set high prices in the spot market.
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effect, however, in general dominates the easier-

refinancing effect, and so the firm should not be fully

insured against exogenous profit shocks, as we now

illustrate.

Let us consider the fixed-investment model of Sec-

tion 5.2, but with two twists:

• The short-term income, r , is random, with mean

r̄ .

• The probability of success in the case of contin-

uation is an increasing function of r ,

p + τ(r), with τ′ > 0,

where p = pH or pL depending on the entre-

preneur’s date-1 behavior. (The separable form

of the probability-of-success function as usual

guarantees that the incentive constraint is invari-

ant.) We assume that the realizations of r and ρ
are independent.

These twists are depicted in bold in Figure 5.7.

Let us follow the steps of Section 5.2 and deter-

mine the optimal state-contingent cutoff ρ∗(r) (so

continuation occurs if and only if ρ � ρ∗(r)). Let-

ting E[·] denote expectations with respect to r , the

NPV is

Ub = r̄ + E[F(ρ∗(r))[pH + τ(r)]R]− I

− E
[∫ ρ∗(r)

0
ρf(ρ)dρ

]

.

The investors’ breakeven constraint similarly is

r̄ + E
[

F(ρ∗(r))[pH + τ(r)]
[

R − B
∆p

]]

� I −A+ E
[∫ ρ∗(r)

0
ρf(ρ)dρ

]

.

Letting µ denote the shadow price of the breakeven

constraint (we assume that the constraint is binding,

i.e., µ > 0), the first-order condition with respect to

ρ∗(r) yields, for each r ,

ρ∗(r) = [pH + τ(r)][R + µ(R − B/∆p)]
1+ µ .

Let us now investigate the implementation of the

optimal contract. A fully indexed debt can be defined

as a date-1 liability d(r) such that

d(r) = d0 + r ,
for some constant d0. That is, in the absence of refi-

nancing in the capital market, a fully indexed debt in-

sulates the firm’s retained earnings against its cash-

flow risk. We, however, want to allow the firm to

return to the capital market: insulation of retained

earnings against the cash-flow risk does not imply

insulation of the reinvestment policy. The amount it

can raise in the capital market at date 1,

[pH + τ(r)]
(

R − B
∆p

)

,

is increasing with the date-1 profit as τ′ > 0 (this

was referred to earlier as the “easier-refinancing ef-

fect”). The optimal policy is implemented when the

cutoff is equal to the cash cushion plus the refinanc-

ing capacity:

ρ∗(r) = [r − d∗(r)]+ [pH + τ(r)]
(

R − B
∆p

)

,

or

d∗(r) = r − pH + τ(r)
1+ µ

(

B
∆p

)

.

In the presence of an agency cost (B > 0), the debt

is not fully indexed. The easier-refinancing effect is

at play, but the existence of a managerial rent puts

a limit on what can be achieved by returning to the

capital market. Put differently, the firm should keep

some of its cash flow as retained earnings.

The source of this cash-flow sensitivity of debt

is the monotonicity of managerial rents38 with the

38. Here, this rent is [pH + τ(r)](B/∆p).
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resolution of uncertainty. Thus, the credit ration-

ing problem at the seasoned offering stage is more

severe, the more favorable the resolution of uncer-

tainty. While this monotonicity is often a reasonable

assumption, one can, of course, envision cases where

it does not hold. To check our intuition, Exercise 5.11

considers the case of a permanent price shock P : the

date-1 income is Pr (where r is now known and P is

a random variable realized at date 1) and the date-2

income in the case of success is PR. The manage-

rial rent in the case of continuation39 is then insen-

sitive to the state of nature. While the date-1 cash

flow affects reinvestment through its informational

content, there should not be any cash-flow sensitiv-

ity of retained earnings; put differently, debt due

at date 1 is perfectly indexed to the output price

(d(P) = Pr − �0 for some positive �0).

When, in contrast, a high profit today announces

low profits tomorrow (negative serial correlation,

τ′ < 0), the conclusions are reversed. Suppose,

for example, that an industry is subject to cycles

and furthermore that investments made at the peak

(trough) mature at the trough (peak); one possible

story is that the other firms in the industry are sub-

ject to poor governance and that they invest when

they have large cash flows rather than when invest-

ments are profitable. How should a (well-governed)

firm behave in such an industry? By analogy with

the formula above, it should retain less money in

net terms when its profit grows.40

(c) Aggregate risk. Hedging markets often in-

volve economic variables, such as interest rates

or exchange rates, that respond to macroeconomic

shocks. As is well-known and reflected, for instance,

in the capital asset pricing model (CAPM), aggre-

gate risk must be borne by and is optimally shared

among economic agents; insuring against it there-

fore involves a risk premium. Put differently, eco-

nomic agents cannot insulate themselves from such

risks at a “fair price.”

We invite the reader to return to the analysis of

Section 5.4.1, focusing for simplicity on linear insur-

ance schemes and assuming that eliminating a frac-

tion θ of the income shock (which therefore becomes

39. Equal to pH(B/∆p).
40. This policy may be difficult to implement, especially if the firm

can hide profits (see Chapter 7).

(1−θ)ε in net terms) costs σθ (proportional to θ). It

is easy to see41 that it is suboptimal to fully hedge;

that is, the optimal θ is less than 1. Intuitively, a

small risk (θ close to, but smaller than 1) induces

only small deviations from the optimal risk man-

agement and reinvestment policy, and therefore a

second-order NPV loss; in contrast, the cost of this

insurance is first order and proportional to θ.

We thus conclude that firms should hedge less

against shocks involving larger macroeconomic risk

premia.

(d) Asymmetric information. Asymmetric infor-

mation may limit the development of hedging mar-

kets. Consider, for example, the potential market

for five-year hedges against variations in the over-

all power prices and in zonal price differences in the

U.S. electricity Midwest market. The value of such

derivatives depends on very complex predictions of

the evolution of supply and demand as well as of

likely changes in incentive regulation for both gen-

erators and transmission grid owners.

Generators, load-serving entities, and transmis-

sion owners, who are keen on hedging their po-

sitions, may find few counterparts who have the

necessary expertise. And even if some employees

of financial institutions do have this expertise, their

bosses probably do not and will be reluctant to let

them gamble large amounts of money on such long-

term derivative markets.

(e) Incentives. Finally, borrowers may need to be

made somewhat accountable for fluctuations in an

exogenous variable, because the quality of their in-

vestments depends on how well they predict the fu-

ture value of this variable. For example, the oil man-

ager of a small oil company has no impact on the

oil price; however, the choice of how much to invest

in oil rather than in other activities depends on her

forecast of the future price of oil. In this case, insu-

lating the borrower from fluctuations in the oil price

provides poor incentives for accurate prediction and

therefore for efficient investment.

Forecasting future exogenous variables can be

modeled in the basic framework as a date-0 moral

hazard. The next section studies the implications for

liquidity management of such ex ante moral hazard.

41. See Holmström and Tirole (2000) for a more rigorous proof.
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There, it will be shown that borrowers should not

be rewarded for good short-term performance solely

through monetary compensation and that liquidity

should be sensitive to cash flow. This implies, in par-

ticular, that the liquidity of an oil company should

not be fully insulated from fluctuations in the stock

price even if the company has no market power.

5.5 Endogenous Liquidity Needs, the
Sensitivity of Investment to Cash
Flow, and the Soft Budget Constraint

5.5.1 Endogenous Liquidity Shocks

Starting with Dewatripont and Maskin (1995), the

economics literature has stressed the perverse in-

centive effects of bailouts and other insurance de-

vices: a state-owned enterprise that knows that it will

be bailed out by the government if it loses money has

little incentive to reduce its costs or generate rev-

enue.42 A project manager who knows that the com-

pany will be keen on completing the project once

large fixed costs have been sunk may “goldplate”

the project or spend time on other activities. Hard-

ening the budget constraint may therefore improve

incentives.43

In the context of corporate financing, liquidity

hoarding and credit line commitments become less

attractive when liquidity shocks are endogenous,

that is, when they depend on the borrower’s actions.

For incentive purposes, it is not optimal to commit

to rescue the borrower often. The borrower has sub-

optimal incentives to avoid adverse shocks if she

knows that she can easily raise cash to cover such

shocks. In such circumstances the borrower must be

kept “on a short leash.” We will discuss how this can

be done.

To illustrate in a stark way the point that one may

want to commit to a “hard budget constraint,” sup-

pose that, after the loan agreement is signed but be-

fore the reinvestment need parameter ρ is realized,

the borrower can by incurring private effort cost c

42. See Kornai (1980) for a study of the soft budget constraint in
centrally planned economies and its macroeconomic consequences.

43. Hardening the budget constraint may, however, induce short-
termism, that is, a managerial focus on immediate performance, to the
detriment of long-term goals, as was demonstrated by von Thadden
(1995). See Chapter 7 for a study of short-termism.

prevent any cost overrun: ρ = 0 with probability 1

(as in Section 3.4). On the other hand, ρ is drawn

from distribution F(ρ) (as in this section) if the bor-

rower does not incur this cost. Suppose further that

c is small enough that it is optimal to induce the

borrower to incur the cost.

Assuming for example that the firm has no date-1

income (and so is cash-poor), the optimal policy then

obviously consists in letting the borrower invest I
and promising never to plow back any money into

the firm. In this case the borrower knows that if she

does not spend c, the project will be discontinued

with probability 1 (provided that the cumulative dis-

tribution F has no atom at 0). This threat obviously

keeps her on her toes.

The crux of the matter is then, How can we make

this hard budget constraint credible? For, we have

seen that, in the case of “reasonable” overrun (ρ �
ρ0), the lenders have an ex post incentive to renege

on their promise not to rescue the firm. Anticipating

this, the borrower may not bother to incur cost c to

prevent overruns.

5.5.1.1 A Broader Perspective

When is the firm’s budget constraint likely to be

soft? The basic idea of long-term financing is, as we

have seen in Sections 5.2 and 5.3, that the intermedi-

ate stage (date-1) exhibits rationing of credit for re-

investment and so it is optimal for the firm to secure

ex ante (at date 0) more liquidity than it will obtain

by going to the capital market at the intermediate

stage. Thus the problem is not that the capital mar-

ket is too soft but rather that it is too tough at the in-

termediate stage. Hence, the soft-budget-constraint

problem does not arise.

This need not be so, however, when information

accrues at date 1 that sheds light on some activity

subject to earlier (date-0) moral hazard.44 It is then

optimal to commit at date 0 to punish the entrepre-

neur if the information “signals” that the borrower

has not acted in the lenders’ interest.

44. Or to adverse selection for that matter. For example, if infor-
mation accrues at date 1 that the entrepreneur is likely to be a bad
borrower, notwithstanding claims to the contrary at the contracting
stage, it is in general optimal to commit at date 0 to punish the firm
for such bad news at date 1, in order to screen borrowers more effi-
ciently. See Chapter 6 for a treatment of adverse selection.
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The key to the soft-budget-constraint phenome-

non is that monetary punishments may be limited

because they are costly. In our model, the entrepre-

neur’s incompressible stake implies that monetary

punishments are limited in the case of continuation.

So, liquidation may be the only feasible punishment

for the entrepreneur when bad signals about her ac-

tivity accrue at date 1. In contrast with monetary

punishments, which are simple transfers from the

entrepreneur to the lenders, nonmonetary punish-

ments may be ex post Pareto-inefficient. The soft

budget constraint arises from the fact that while

the punishment serves a purpose at date 0 (it de-

ters bad date-0 behavior), it may no longer serve a

purpose at date 1. And so it is likely to be rene-

gotiated away if it is ex post Pareto-inefficient.45

In the present case, a Pareto-inefficient liquidation,

namely, one that occurs for liquidity shocks below

the pledgeable income, is not credible.

Two types of news about date-0 moral hazard

can accrue at date 1. The first involves “bygones,”

namely, variables that, in the absence of considera-

tions relative to punishing or rewarding past behav-

ior, should have no impact on decision making be-

cause they no longer affect payoffs. Such a variable

is date-1 income.46 It does not impact the optimal

date-1 policy in the absence of considerations of re-

ward or punishment.

Variables in the second set both convey infor-

mation about managerial performance and impact

date-1 decision making. The level of date-1 liquid-

ity shock, news about the prospects for date 2 in the

case of continuation (say, news about the probability

of success or about income in the case of success),

45. The literature on mutually advantageous renegotiation is based
on the same principle: an ex ante contract between a principal and an
agent creates distortions in order to provide the agent with incentives
to act in the principal’s interest. Once the agent has acted, the distor-
tion no longer serves a purpose and tends to be renegotiated away,
thus reducing the agent’s ex ante incentives. For example, in the stan-
dard moral-hazard model, the agent receives suboptimal insurance,
which is then partly renegotiated away (see Fudenberg and Tirole 1990;
Ma 1991). There is also a large literature, initiated by Dewatripont
(1989), on renegotiation when the initial contract is plagued by ad-
verse selection (see, for example, Hart and Tirole 1988; Laffont and
Tirole 1990; Rey and Salanié 1996).

46. An almost equivalent example is a separable date-2 revenue that
will accrue independently of date-1 decisions (such as liquidation ver-
sus continuation) and is publicly learned at date 1. Indeed, if the cor-
responding claim is securitized, it becomes a date-1 revenue for the
firm.

and the level of the date-1 salvage value of the assets

in the case of liquidation all belong to this second

category.

In the next section, we focus on the case of an

endogenous intermediate revenue in order to iden-

tify the punishment aspect and the soft budget con-

straint in the simplest manner. It is straightforward,

though, to extend the analysis to the second set

of variables (see Exercises 5.3 and 5.4). These exer-

cises show that the results obtained in Section 5.5.2

carry over to news about date-2 prospects and about

the salvage value. In particular, the soft-budget-

constraint problem always arises when news is bad,

that is, when performance is poor.

5.5.2 Endogenous Intermediate Income

Let us generalize the model of Section 5.3.2 by

introducing an endogenous short-term revenue.47

The investment of variable size I generates a non-

negative date-1 revenue rI. This (verifiable) date-1

income is subject to date-0 moral hazard. The distri-

bution of the per-unit income r on an interval [0, r+]
is G(r) with density g(r) if the entrepreneur works

at date 0, and G̃(r) with density g̃(r) if the entre-

preneur shirks at date 0. Let

�(r) ≡ g(r)− g̃(r)
g(r)

denote the likelihood ratio.48 As usual, we assume

that a high date-1 revenue signals that the entrepre-

neur is likely to have worked at date 0.

Monotone likelihood ratio property : �(r) weakly in-

creases with r .

This property implies, in particular, that the distri-

bution of the date-1 income improves, in the sense of

first-order stochastic dominance, if the entrepreneur

works:G(r) � G̃(r) for all r . To avoid technical diffi-

culties, we will further assume that the likelihood ra-

tio is constant past some level of r lower than r+.49

47. The analysis in this section is modeled after that in Section 3
of Rochet and Tirole (1996). This article has quite a different pur-
pose. It studies systemic risk generated by interbank exposures. Inter-
bank lending is motivated by the benefits from peer monitoring among
banks. The date-1 income of this section corresponds to (minus) the
loss in the interbank market in Rochet and Tirole.

48. There are, of course, several equivalent ways of defining this
ratio. Another common one is g(r)/g̃(r).

49. In the absence of this assumption and given risk neutrality, it
may be optimal to give the entrepreneur an extra rent beyond her
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This is a purely technical assumption, which has no

serious consequence for the analysis.

The entrepreneur enjoys private benefit B0I at

date 0 if she shirks, and 0 if she works. The mod-

ified timing is summarized in Figure 5.8.

As earlier, we let

ρ1 = pHR and ρ0 = pH

(

R − B
∆p

)

denote the per-unit expected income and pledgeable

income, respectively. (Recall that ρ0 embodies the

date-1 moral hazard, and so there is no need for in-

cluding the corresponding incentive constraint (ICb)

in the program below.)

Let us, in a first step, ignore the credibility issue.

Letting “NSBC” stand for “no soft budget constraint,”

we maximize the project’s NPV subject to the con-

straints that lenders break even and that the entre-

preneur has an incentive to work at date 0. A contract

specifies a state-contingent threshold ρ∗(r) and a

per-unit “extra rent” ∆(r).
A word of explanation is called for here. This per-

unit extra rent is equal to the entrepreneur’s ex-

pected rent per unit of investment when the state of

nature is r , minus either the minimal per-unit rent,

pHB/∆p that is necessary to induce good behavior

in the case of continuation, or 0 in the case of liqui-

dation. So, if the entrepreneur receives Rb � B/∆p
in the case of success at date 2, then

∆(r) = pH

(

Rb − B
∆p

)

.

And, in the case of liquidation, ∆(r) � 0 repre-

sents the cash payment made to the entrepreneur

at date 1.

incentive-compatible stake, entirely at the highest possible income r+,
in the form of a “spike” at r+.

Section 3.4 showed that in the absence of date-0

moral hazard, it is optimal to set this extra rent∆(r)
equal to 0, so as to pledge as much income as is fea-

sible to the lenders and thus to boost debt capacity.

As we will see, this no longer needs to be the case

in the presence of date-0 moral hazard. The flip side

of punishing the entrepreneur for bad performance,

that is, for a low date-1 income, by liquidating the

firm even for low liquidity shocks, is that it is optimal

to reward her for high date-1 income with continua-

tion even for high liquidity shocks. But, for ρ > ρ1,

continuation is inefficient and it is optimal, as we will

see, to convert the reward into monetary rewards

and thus into extra rents ∆(r) > 0.

Ignoring for simplicity the choice of investment

size I, we can now write the program when there is

no credibility issue.

Program NSBC:

max
{ρ∗(·),∆(·)�0}

{∫ r+

0

[

r + F(ρ∗(r))ρ1

−
∫ ρ∗(r)

0
ρf(ρ)dρ − 1

]

g(r)dr
}

I

s.t.
{∫ r+

0

[

r + F(ρ∗(r))ρ0 −∆(r)

−
∫ ρ∗(r)

0
ρf(ρ)dρ

]

g(r)dr
}

I � I −A
(IRl)

and
{∫ r+

0
[F(ρ∗(r))(ρ1 − ρ0)+∆(r)]

×[g(r)− g̃(r)]dr
}

I � B0I,

(IC′b)

recalling that B0I is the date-0 private benefit of

misbehaving.
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Note that (IC′b) can be rewritten by highlighting

the role of the likelihood ratio:
∫ r+

0
[F(ρ∗(r))(ρ1 − ρ0)+∆(r)]�(r)g(r)dr � B0.

(IC′b)

Letting µ and ν denote the (nonnegative) multipli-

ers of constraints (IRl) and (IC′b), the necessary (and

sufficient) conditions for program NSBC yield

ρ∗(r) = ρ1 + µρ0 + ν(ρ1 − ρ0)�(r)
1+ µ

and

∆(r) = 0 ⇒ ν�(r) � µ ⇒ ρ∗(r) � ρ1,

∆(r) > 0 ⇒ ν�(r) = µ ⇒ ρ∗(r) = ρ1.

Note that the latter inequalities imply that there is

never a negative-NPV continuation (ρ > ρ1). And, as

we suggested earlier, there is no extra rent as long as

ρ∗(r) < ρ1. The explanation is that for ρ < ρ1, con-

tinuation maximizes net payoff and thus it is better

to reward the entrepreneur with continuation than

with (nonincentive-based) cash. In contrast, for ρ >
ρ1, continuation is inefficient and so, if ρ∗(r) > ρ1,

one can improve the welfare of all parties by liqui-

dating the firm and providing the entrepreneur with

more cash.

Next, we analyze the optimal continuation rule.

Because likelihood ratios are equal to 0 in expecta-

tion, one has

E[ρ∗(r)] = ρ1 + µρ0

1+ µ ,

where E[·] denotes the expectation operator (with

respect to density g). And so, “on average,” the

threshold is a convex combination of ρ1 and ρ0, as

in the absence of date-0 moral hazard. The state-

contingent threshold can be rewritten as

ρ∗(r)− E[ρ∗(r)] = λ�(r),

where

λ ≡ ν(ρ1 − ρ0)
1+ µ .

Because the likelihood ratio is increasing, the con-

tinuation rule is more lenient, the higher the date-1

income.

Figure 5.9 summarizes the analysis. The coeffi-

cient λ is small when date-0 moral hazard is rela-

tively unimportant. This arises either if the date-0

r

ρ1

ρ0

ρ*

0

ρ1

ρ0

(r)

ρ*(r)

r+

(a)

rr+

(b)

0

NSBC

SBC

Figure 5.9 (a) λ small; (b) λ large.

per-unit-of-investment private benefit B0 is small or

if the date-1 income is mainly determined by exter-

nal demand and cost shocks that lie beyond the con-

trol of the entrepreneur (and so �(·) remains close

to 0: see part (a) of the figure).50 When date-0 moral

hazard is more substantial (λ large), two new phe-

nomena can arise. First, the “constraint” ρ∗(r) � ρ1

may become binding for r large. Second, ρ∗(r) may

fall below the pledgeable income ρ0 for r low. The

solution, ignoring renegotiation, is depicted in bold.

We are now set for a discussion of the soft bud-

get constraint. If the entrepreneur can renegoti-

ate Pareto-suboptimal liquidation, then the relevant

program becomes

Program SBC = Program NSBC with added

constraint ρ∗(r) � ρ0 for all r .

50. In the latter case, though, it may become optimal to let the entre-
preneur take her private benefit B0 at date 0.
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If date-0 moral hazard is small enough (λ small) so

that ρ∗(0) � ρ0, the soft-budget-constraint prob-

lem does not arise. If date-0 moral hazard is sub-

stantial (λ large), then ρ∗(r) < ρ0 for r < r0 (see

Figure 5.9(b)).

We leave it to the reader to check that, for any

level of investment I, the solution to Program SBC is

depicted by the dashed curve in Figure 5.9(b).

Lastly, note that—and this is obviously a general

property—the borrower’s ex ante welfare is always

(weakly) lower when renegotiation is feasible, since

the soft-budget-constraint problem adds an extra

constraint to the optimization program.

5.5.3 Keeping Commitment Credible

Several devices that might allow lenders to commit

not to plow back money into the firm have been

considered in the literature (in contexts that differ

from the one studied here, but which have in com-

mon the need for such a commitment). Following the

debt overhang literature (see Section 3.3), Hart and

Moore (1995) assume that the initial lenders are dis-

persed and cannot participate in a claim restructur-

ing;51 and, to prevent refinancing by new investors,

Hart and Moore restrict the availability of new capital

by putting limits on the dilution of the claims of ini-

tial lenders. In particular, making initial lenders se-

nior and new lenders junior strongly reduces the in-

centive of new lenders to provide refinancing (in the

absence of renegotiation, the senior lenders’ stake is

another incompressible stake on top of the entrepre-

neur’s. So there is hardly any pledgeable income).52

Another possibility is to create a diversity of

claims with different control rights, and to give, in

states of financial trouble, control to “tough” claim-

holders who have a strong incentive to impose aban-

donment of the project or risk reduction in such

states. In Dewatripont and Tirole (1994), those tough

claimholders are debtholders rendered conservative

51. This assumption is commonly made for public debt in partic-
ular. For example, building on Bulow and Shoven (1978) and White
(1980), Gertner and Scharfstein (1991) emphasize the difficulty of
rescheduling debt when there are many creditors.

52. As Hart and Moore show, it may be optimal to allow some dilu-
tion of existing claims because new profitable investment opportuni-
ties may arrive and need to be financed (in our model small overruns
may occur even if the entrepreneur incurs cost B0, so that it is worth
allowing some reinvestment on the equilibrium path).

by their concave return stream, (outside) equity-

holders being softer. Berglöf and von Thadden

(1994) argue that the short-term debtholders can be

used to play the role of the “tough guy,” with the

long-term debtholders being softer. In Burkart et al.

(1995), a bank receives senior, secured claims in or-

der to have a strong incentive to liquidate the firm

in case of trouble (see also Gorton and Kahn 2000).

The use of a tough claimholder with control rights

in the case of financial straits can provide a hard

budget constraint only if one of the following two

conditions holds:

(i) either the tough claimholder is unable to renego-

tiate with other claimholders and the entrepre-

neur;

(ii) or renegotiation is feasible, but some concession

can be extracted from the entrepreneur in the

bargaining process through the threat of tough

intervention in the case of disagreement.

It is important to note that this second possibility

could not be a motivation for the diversity of claims

in the model of this section. While the claimholders

can obtain a concession from the entrepreneur in the

form of a lower stake through the threat of abandon-

ing the project, this concession destroys the entre-

preneur’s incentives sufficiently that it actually does

not benefit the claimholders. The concession story

can only be valid in a situation where the entrepre-

neur is able to make concessions that do not sub-

stantially impair her incentives.

To sum up, there is no surefire way of imposing

a hard budget constraint; at this stage we mainly

have at our disposal methods that in specific cir-

cumstances should, but need not, harden the budget

constraint.

5.5.4 Sensitivity of Investment to Cash Flow

As discussed in Section 2.5.2, the empirical finding

that firms’ investments are sensitive to their cash

flow can be either rationalized by optimal contract-

ing considerations or viewed as evidence that man-

agers take advantage of poor governance in order to

engage in wasteful investments when they have the

ability to do so. While both explanations seem rele-

vant, we pursue the first one here.
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Recall also the debate between Fazzari et al. (1988)

and Kaplan and Zingales (1997) as to whether firms

with a weak balance sheet exhibit a higher sensitiv-

ity of investment to cash flow. We took a first look at

this prediction in Section 3.2.7 by interpreting “cash

flow” as “net worth” and observed that the theory

makes no clear prediction in this regard. In that sec-

tion, though, we argued that this first look has draw-

backs and that firms are better viewed as ongoing

entities.

The relationship

ρ∗(r)− E[ρ∗(r)] = λ�(r)

indicates that (re)investment should indeed be sen-

sitive to cash flow: continuation or investment (in

the reinterpretation in which retentions are used to

finance growth prospects) are part of an optimal

carrot-and-stick scheme designed to encourage the

production of cash flow.53

The issue of whether the sensitivity of investment

to cash flow increases with the intensity of finan-

cial constraints is more complex. In the case of small

date-0 moral hazard (implying ∆(r) ≡ 0), and letting

ρ̂ ≡ E[ρ∗(r)], the constraint (IC′b) can be rewritten

as

Er [F(ρ̂ + λ�(r))�(r)] = B0

ρ1 − ρ0
.

For a uniform distribution (F(ρ) = f · ρ) and using

the fact that the expectation of the likelihood ratio

is equal to 0, we obtain

λEr [�2(r)] = B0

f(ρ1 − ρ0)
= constant.

The financial constraint impacts only the average liq-

uidity in that, as earlier, a tighter financial constraint

in general results in a shorter maturity structure:54

ρ∗(r | A) = ρ̂(A)+ λ�(r).

53. As discussed in Chapter 2, ρ∗(r) alternatively should increase
with r even in the absence of date-0 moral hazard, if the first- and
second-period revenues are correlated. A simple way to introduce this
learning effect in our model would be to assume that the date-2 prob-
ability of success is p+τ(r), where (i) p = pL or pH depends, as usual,
on the entrepreneur’s date-1 behavior, and (ii) τ is increasing in r (see
(b) in Section 5.4.2).

54. (IRl), in the case of a uniform distribution and normalizing
f = 1, can be rewritten as

ρ̂ρ0 − 1
2 ρ̂

2 − λ2E[ 1
2 �

2(r)] = I −A− r̄ .
Because λ is independent of A and ρ̂ > ρ0, ρ̂ increases with A.

Thus, for a uniform distribution, the sensitivity of in-

vestment to cash flow is independent of the financial

constraint.55 More generally, with nonuniform distri-

butions, the sensitivity parameter λmay increase or

decrease with A. We thus conclude that no strong

prediction emerges as to the relationship between

financial constraint and sensitivity of investment to

cash flow.

5.6 Free Cash Flow

As we discussed in the introduction to this chap-

ter, the free-cash-flow problem faced by firms with

excess liquidity is the mirror image of the liquidity

shortage problem faced by cash-poor ones. While the

latter must contract on the provision of liquidity be-

yond the level provided ex post by the capital mar-

ket, the former must design a mechanism that forces

them to pay out excess cash in the future.

We first review the relationship between the liq-

uidity shortage and the free-cash-flow problems.

The problem of preventing inefficient liquidation of

cash-poor firms becomes one of preventing ineffi-

cient continuation of the cash-rich firm. This results

in a theory of claim maturity. The optimal contract

takes the form of a mandatory payment to claim-

holders at date 1. As in Section 5.2.2, this payment,

which can be interpreted either as a dividend as

in Easterbrook (1984)56 or as short-term debt as in

Jensen (1986), forces the borrower to pay out the ex-

cess cash and prevents her from wasting it on sub-

optimal reinvestments.

Section 5.6.2 goes beyond this reinterpretation of

the liquidity shortage model by considering more

complex settings in which a fixed payment is not

optimal. As has been emphasized in the literature,

rough instruments such as short-term debt then si-

multaneously allow some undesirable reinvestments

and prevent some desirable ones. As we explain, op-

timal contracting requires the firm to use market in-

formation more fully in order to properly manage

the firm’s liquidity.

55. The constant-returns-to-scale model, as usual, is not appropri-
ate to study the impact of the intensity of financial constraints on the
sensitivity of investment to cash flow, since all firms are scaled-up or
scaled-down versions of each other (Program NSBC depends only on
A/I). But suppose that I is fixed in Program NSBC (more generally,
returns could be decreasing).

56. An early paper on dividends with a similar idea is Rozeff (1982).
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5.6.1 Optimal Claim Maturity

Let us return to the continuous-investment, contin-

uous-shock version of Section 5.3.2, but with a short-

term income (the analysis is not really new and

is therefore only sketched): see Figure 5.10. Be-

cause the short-term income rI is fully pledgeable

to the lenders, everything is as if the unit invest-

ment cost were equal to 1 − r instead of 1. The

lenders’ breakeven condition, that is, the equality

between expected revenue and expected investment

cost, becomes

rI + F(ρ∗)ρ0I = I −A+
[∫ ρ∗

0
ρf(ρ)dρ

]

I

and so

k(ρ∗) = 1

1+
∫ ρ∗
0 ρf(ρ)dρ − [r + F(ρ∗)ρ0]

. (5.3′′)

The margin (expected profit of the firm per unit of

investment) becomes

m(ρ∗) = [r+F(ρ∗)ρ1]−
[

1+
∫ ρ∗

0
ρf(ρ)dρ

]

. (5.4′′)

And thus the borrower’s (gross) utility becomes

Ub =m(ρ∗)k(ρ∗)A = ρ1 − c(ρ∗)
c(ρ∗)− ρ0

A,

where the expected unit cost of effective investment,

c(ρ∗), is given by

c(ρ∗) = 1− r +
∫ ρ∗
0 ρf(ρ)dρ
F(ρ∗)

. (5.5′′)

So the optimal threshold is given by
∫ ρ∗

0
F(ρ)dρ = 1− r (5.6′′)

and the borrower’s utility by

Ub = ρ1 − ρ∗
ρ∗ − ρ0

A. (5.7′′)

It is important to note that the short-term income,

even though it is deterministic and fully pledgeable,

is not equivalent to an increase in the borrower’s cash

on hand A. Such an increase in equity would result

in a larger investment (as is the case here), but not in

a modification of the continuation rule. By contrast,

condition (5.6′′) shows that the larger the short-term

profit, the lower the optimal threshold ρ∗. To un-

derstand this point, recall the tradeoff between in-

creasing borrowing capacity (by choosing ρ∗ close

to ρ0) and increasing the probability of continuation

(by choosing ρ∗ close to ρ1). The short-term revenue

(like a salvage value) makes it worth sacrificing con-

tinuation more in order to boost borrowing capac-

ity. Lastly, note that the distinction between a short-

term revenue and a salvage value is that the salvage

value is obtained only if the investment is liquidated

at date 1. And so the net expected date-2 profit and

date-1 pledgeable income are ρ1 − L and ρ0 − L in

the case of a salvage value, and ρ1 and ρ0 in the case

of a short-term income. This explains the difference

between, say, (5.7′) and (5.7′′).

(a) Liquidity management. Let us now turn to

the implementation of the optimum and thus to the

claim maturity. To this purpose we make the follow-

ing assumption.57

Free-cash-flow assumption: r > ρ∗. Under the

free-cash-flow assumption, and given that the entre-

preneur cannot steal the intermediate income, the

entrepreneur would reinvest excessively if she were

not asked to pay out money to investors at date 1.

Namely, she would reinvest as long as ρ � r .

To obtain the optimal amount of reinvestment, an

amount P1 ≡ (r − ρ∗)I must be pumped out of the

firm, and the entrepreneur must be denied the right

to dilute initial investors.

57. Of course, it must also be the case that ρ∗ > ρ0 (otherwise,
the borrower’s borrowing capacity and utility would be infinite in this
constant-returns-to-scale model). Because dρ∗/dr < −1, we must thus
also assume that r is not “too large.”
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Remark (salvage value). The analysis is again ex-

tended straightforwardly to allow for a salvage value

LI for the assets if the project is discontinued at

date 1. The threshold ρ∗ is then given by
∫ ρ∗

0
F(ρ)dρ = 1− r − L.

We thus conclude that the short-term payment P1 =
(r − ρ∗)I grows faster than the salvage value.

5.6.2 Liquidity Management in
More General Settings

The previous section considered a somewhat spe-

cial setting, in which short-term debt suffices to

fine-tune the firm’s cash at date 1. As one might

imagine, a fixed payment at date 1 in general is un-

likely to be quite the right way to manage a cash-

rich firm’s liquidity (neither is a fixed credit line

for a cash-poor firm). More instruments are needed

in order to obtain the optimal state-contingent re-

investment policy. A sizeable literature has devel-

oped that shows that with rough instruments such

as short-term debt there is in general a tradeoff be-

tween allowing more undesirable reinvestments and

preventing more desirable ones (see, for example,

Harris and Raviv 1990; Hart and Moore 1995; Stulz

1991).58 The literature has not yet, to the best of my

knowledge, come to grips with a general theory of

liquidity management. Although we will not provide

such a theory, we can make a number of observa-

tions relative to it.

Investors’ date-1 control of liquidity is unlikely to be

optimal. One might think that date-1 control by in-

vestors provides the flexibility required when a fixed

payment (or a fixed credit line) does not properly ad-

just the firm’s liquidity. We have seen, however, that

investors tend to liquidate excessively (to reinvest

too little), and so investors’ control is unlikely to be

optimal.

58. In Harris and Raviv and Stulz, short-term debt reduces free cash
flow. Hart and Moore allow a more complex management of liquidity
(they allow the amount of cash used at date 1 to be contingent on the
date-2 revenue, which is deterministic at date 1 in their model). They
do not, however, allow the firm’s liquidity to be fully contingent on the
market’s information about variables that are realized at date 1 and
which could be obtained from the value of securities or the money
raised in a security issuance.

Make full use of market information. Consider a

general environment in which a number of variables

besides the liquidity shock are random and are real-

ized and publicly observed at date 1: the first-period

income r , the salvage value L, the second-period ex-

pected payoff in the case of continuation ρ1 and the

date-1 pledgeable income in the case of continua-

tion ρ0. Suppose in a first step that these variables

are verifiable by a court of law. Then the optimal

contract should specify a state-contingent thresh-

old ρ∗(r , L, ρ1, ρ0) beyond which reinvestment does

not take place. This state-contingent threshold is

straightforwardly computed by generalizing the pre-

vious analysis to random payoff values (see below

for an example of such a computation).

At date 1, though, only the first-period income r
is directly verifiable. The implementation of the opti-

mal state-contingent rule requires extracting the val-

ues of L, ρ1, and ρ0 from the capital market. The

date-1 values of the securities provide such infor-

mation; in this respect, we should note that a diver-

sity of tradable securities creates more market valu-

ations and may be able to “span” a larger state space.

But reading from market valuations is not the only

way to extract information about the state of nature.

For example, the acceptance of an exchange offer by

a secured creditor with unpaid short-term debt (that

is, an offer of securities or cash in exchange for debt

forgiveness) reveals information about the salvage

value L of the assets that are collateralized. Simi-

larly, the renegotiation of existing claims embodies

available information at date 1.59

Again, our aim here is not to develop a general

theory of liquidity management, but rather to point

out that optimal liquidity management should make

use of the wealth of information held by the capital

market about current and future asset values. We

now illustrate this point through an example.

5.6.2.1 An Illustration: Ex Ante Uncertainty about

the Second-Period Income

Let us assume that there is ex ante uncertainty not

only about the liquidity shock ρ but also about the

59. David (2001), for example, argues that the renegotiation of
putable securities enables the payment to their holders to be contin-
gent on the state of nature.
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second-period income in the case of success (see

Exercise 5.8 for a different illustration of the use of

market valuations for liquidity management). More

precisely, suppose that the second-period income is

equal to RI with probability α
¯

and to (R+∆R)I (with

∆R > 0) with probability ᾱ = 1−α
¯

. (All of our results

generalize to a continuum of possible values for the

income in the case of success.) The second-period in-

come in the case of failure is always equal to 0. So, in

terms of our general modeling, there is uncertainty

of magnitude pH∆R with regards to both ρ0 and ρ1.

For notational simplicity, we set L = 0 (no salvage

value).

One can show that if all variables were verifiable

at date 1, the optimal liquidity management would

specify two thresholds, ρ
¯
∗ when the second-period

income is RI and ρ̄∗ when the second-period income

is (R +∆R)I, where60

ρ̄∗ = ρ
¯

∗ + pH∆R.

As one would expect, the optimal threshold moves

one-to-one with the realized increment in expected

second-period income and pledgeable income.

It is clear that short-term debt is no longer sophis-

ticated enough to provide the firm with the appropri-

ate amount of liquidity. Assuming away any right for

the entrepreneur to dilute initial investors, a fixed

payment P1 defines a threshold,

ρ∗ ≡ r − P1,

that is independent of the news about date-2 income.

It is also easy to illustrate in this model a tradeoff

that has been highlighted repeatedly in the litera-

ture. Suppose one constrains oneself to the use of

short-term debt and that the firm is not allowed to

conduct a seasoned offering at date 1. The optimal

level of short-term debt defines a threshold equal to

60. We leave it to the reader to check that

k(ρ
¯

∗, ρ̄∗) = 1

(1− r)−α
¯
[F(ρ

¯
∗)ρ0 −

∫ ρ
¯
∗

0 ρf(ρ)dρ]

−ᾱ[F(ρ̄∗)(ρ0 + pH∆R)−
∫ ρ̄∗
0 ρf(ρ)dρ]

and

m(ρ
¯

∗, ρ̄∗) = α
¯

[

F(ρ
¯

∗)ρ1 −
∫ ρ

¯
∗

0
ρf(ρ)dρ

]

+ ᾱ
[

F(ρ̄∗)(ρ1 + pH∆R)−
∫ ρ̄∗

0
ρf(ρ)dρ

]

− (1− r).

the value given in (5.6′′),61 and satisfying

ρ̄∗ > ρ∗ > ρ
¯

∗.

So, under the restriction to liquidity management

through short-term debt, the contract must trade

off insufficient reinvestment in the state in which

prospects are good and excessive reinvestment in

the state in which the prospects are mediocre. And,

indeed, at the constrained optimum, there is ex-

cessive reinvestment when ρ ∈ (ρ
¯
∗, ρ∗] and the

second-period per-unit income in the case of success

isR and insufficient reinvestment when ρ ∈ (ρ∗, ρ̄∗]
and the second-period per-unit income in the case of

success is (R +∆R).
A similar point can, of course, be made for a ran-

dom date-1 income, as a fixed P1 does not pump the

proper amount of money out of the firm as long as

either r or ρ∗ is random. This tradeoff thus suggests

why (nonindexed) debt is a more appropriate instru-

ment for firms with safe cash flows (regulated public

utilities, banks, firms in mature industries).62

To let the reinvestment policy respond to future

prospects, it is necessary to use market information

about these prospects. There are several ways of do-

ing so. Here is a simple way of relying efficiently on

market information in the context of an unknown

payoff in the case of success: force the entrepreneur

to pay out

P1 = [r − (ρ
¯

∗ − ρ0)]I

(if P1 is positive; otherwise contract at date 0 for

a credit line at level −P1); and give the entrepre-

neur the right to dilute at date 1 existing secu-

rities in order to withstand a liquidity shock. Be-

cause the pledgeable income is equal to ρ0I in the

mediocre state and (ρ0 + pH∆R)I in the good state,

61. The reader will check that

Ub = (ρ1 + ᾱpH∆R)− ρ∗
ρ∗ − (ρ0 + ᾱpH∆R)

A,

where ρ∗ is given by (5.6′′).
62. Jensen and Meckling (1976) argue on different grounds that

firms with safe cash flows should have more debt. They are interested
in the conflict of interests between shareholders and debtholders, and
observe that high debt levels may induce shareholders to pursue highly
risky strategies if the riskiness of income can be easily manipulated.
Note that the definitions of “safe cash flows” are not quite the same in
both arguments. We use “safe” in the sense of “nonrisky” while Jensen
and Meckling emphasize the absence of moral hazard in the choice of
riskiness.



5.7. Exercises 229

the entrepreneur is able to withstand shocks up to

rI − [r − (ρ
¯

∗ − ρ0)]I + ρ0I = ρ
¯

∗I

in the mediocre state and

rI − [r − (ρ
¯

∗ − ρ0)]I + (ρ0 + pH∆R)I = ρ̄∗I
in the good state. We have thus verified that the use

of market information about date-2 income allows

the implementation of the optimal state-contingent

reinvestment policy.

It is clear that more sophisticated mechanisms are

required to fine-tune the firm’s liquidity when there

is also uncertainty about the first-period income,63

the salvage value, and the entrepreneur’s minimum

stake (which defines ρ1 − ρ0). But the general mes-

sage is clear: market mechanisms can supply the in-

formation that is required to implement an optimal

liquidity management policy.

5.7 Exercises

Exercise 5.1 (long-term contract and loan commit-

ment). Consider the two-project, two-period version

of the fixed-investment model of Section 3.2 and a

unit discount factor. Assume, say, that the borrower

initially has no equity (A = 0). Show the following.

(i) IfpH(pHR−I)+(pHR−I−pHB/∆p) � 0, then the

optimal long-term contract specifies a loan commit-

ment in which the second-period project is financed

at least if the first-period project is successful. Show

that if pH(pHR − I) + (pHR − I − pHB/∆p) > 0,

then the optimal long-term contract specifies that

the second-period project is implemented with prob-

ability 1 in the case of first-period success, and with

probability ξ ∈ (0,1) in the case of failure.

(ii) In question (i), look at how ξ varies with various

parameters.

(iii) Is the contract “renegotiation proof,” that is,

given the first-period outcome, would the parties

63. If this first-period income rI is random but exogenous (that is,
not affected by moral-hazard or adverse-selection considerations), it
suffices to distribute it, so as not to create a spurious dependence
of the reinvestment policy on the particular realization of date-1 in-
come. The optimal policy is clearly more complex if moral-hazard or
adverse-selection considerations imply that the entrepreneur should
be rewarded for high date-1 income by receiving more liquidity.

want to modify the contract to their mutual

advantage?

(iv) Investigate whether the long-term contract

outcome can be implemented through a sequence of

short-term contracts where the first-period contract

specifies that the borrower receives A = I − pH(R −
B/∆p) with probability 1 in the case of success and

with probability ξ in the case of failure.

Exercise 5.2 (credit rationing, predation, and liq-

uidity shocks). (i) Consider the fixed-investment

model. An entrepreneur has cash A and can invest

I1 > A in a project. The project’s payoff is R1 in the

case of success and 0 otherwise. The entrepreneur

can work, in which case her private benefit is 0 and

the probability of success is pH, or shirk, in which

case her private benefit is B1 and the probability of

success pL. The project has positive NPV (pHR1 > I1),

but will not be financed if the contract induces the

entrepreneur to shirk. The (expected) rate of return

demanded by investors is 0.

What is the threshold value of A such that the

project is financed?

In the following, let

ρ1
0 ≡ pH

(

R1 − B1

∆p

)

.

The next three questions add a prior period,

period 0, in which the entrepreneur’s equity A is

determined. The discount factor between dates 0

and 1 is equal to 1.

(ii) In this question, the entrepreneur’s date-1 (en-

tire) equity is determined by her date-0 profit. This

profit can take one of two values, a or A, such that

a < I1 − ρ1
0 < A.

At date 0, the entrepreneur faces a competitor in

the product market. The competitor can “prey” or

“not prey.” The entrepreneur’s date-0 profit is a in

the case of predation and A in the absence of pre-

dation. Preying reduces the competitor’s profit at

date 0, but by an amount smaller than the com-

petitor’s date-1 gain from the entrepreneur’s date-1

project not being funded.

• What happens if the entrepreneur waits until

date 1 to go to the capital market?

• Can the entrepreneur avoid this outcome? You

may want to think about a credit line from a
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bank. Would such a credit line be credible, that

is, would it be renegotiated to the mutual advan-

tage of the entrepreneur and his investors at the

end of date 0?

(iii) Forget about the competitor, but keep the as-

sumption that the entrepreneur’s date-0 profit can

take the same two values, a and A. We now intro-

duce a date-0 moral-hazard problem on the entre-

preneur’s side.

Assume that the entrepreneur’s date-0 production

involves an investment cost I0 and that the entre-

preneur initially has no cash. The entrepreneur can

work or shirk at date 0. Working yields no private

benefit and probability of profit A equal to qH (and

probability 1 − qH of obtaining profit a). Shirking

yields private benefit B0 to the entrepreneur, but re-

duces the probability of profit A to qL = qH − ∆q
(0 < qL < qH < 1). Assume that

I1 + I0 − (qLA+ (1− qL)a) > ρ1
0 .

• Interpret this condition.

Consider the following class of long-term con-

tracts between the entrepreneur and investors. “The

date-1 project is financed with probability 1 if the

date-0 profit is A and with probability x < 1 if this

profit is a. The entrepreneur receives Rb = B1/∆p
if the date-1 project is financed and succeeds, and

0 otherwise.” Assume that such contracts are not

renegotiated.

• What is the optimal probability x∗? (Assume

that (∆q)pHB1 � (∆p)B0.)

• Assuming that ρ1
0 > I1, is the previous contract

robust to (a mutually advantageous) renegotia-

tion?

(iv) Show that the entrepreneur cannot raise suf-

ficient funds at date 0 if renegotiation at the end of

date 0 cannot be prevented, if ρ1
0 > I1, and if

I0 + I1 − (qHA+ (1− qH)a) > ρ1
0 −

(

qHB0

∆q

)

.

Exercise 5.3 (asset maintenance and the soft bud-

get constraint). Consider the variable-investment

framework of Section 5.3.2, except that the date-0

moral hazard affects the per-unit salvage value L.

Date-1 income is now equal to a constant (0, say).

Assets are resold at price LI in the case of date-1

liquidation. The distribution of L on [0, L̄] is G(L),
with density g(L), if the borrower works at date 0,

and G̃(L), with density g̃(L), if the borrower shirks

at date 0. We assume the monotone likelihood ratio

property:
g(L)
g̃(L)

is increasing in L.

The borrower enjoys date-0 private benefit B0I if she

shirks, and 0 if she shirks. The timing is summarized

in Figure 5.11.

As usual, let ρ1 ≡ pHR and ρ0 = pH(R − B/∆p).
And let

�(L) ≡ g(L)− g̃(L)
g(L)

.

(i) Determine the optimal contract {ρ∗(L),∆(L)}
(where ρ∗(L) and ∆(L) are the state-contingent

threshold and extra rent (see Section 5.5.2)) in the

absence of the soft budget constraint (that is, the

commitment to the contract is credible). Show that

• ρ∗(L) = −L+(ρ1+µρ0+ν(ρ1−ρ0)�(L))/(1+µ)
for some positive µ and ν ;

• ∆(L) = 0 as long as ρ∗(L) � ρ1 − L;

• conclude as to when rewards take the form of an

increased likelihood of continuation or cash (or

both).
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(ii) When would the investors want to rescue the

firm at date 1 if it has insufficient liquidity? Draw

ρ∗(L) and use a diagram to provide a heuristic

description of the soft-budget-constraint problem.

Show that the soft budget constraint arises for L �
L0 for some L0 � 0.

Exercise 5.4 (long-term prospects and the soft

budget constraint). Perform the same analysis as

in Exercise 5.3, with the difference that the date-0

choice of the entrepreneur does not affect the sal-

vage value, which is always equal to 0. Rather, the

date-0 moral hazard refers to the choice of the dis-

tribution of the second-period income in the case of

continuation. This income is RL � 0 or RH = RL + R,

where R � 0 is a constant. The distribution of RL,

G(RL), or G̃(RL) is determined at date 0. Assume that

g(RL)/g̃(RL) is increasing in RL. As usual, let pH and

pL denote the probabilities of RH when the entre-

preneur works or shirks ex post. And let ρ1 ≡ pHR
and ρ0 = pH(R − B/∆p). Assume that RL is pub-

licly revealed at date 1 before the continuation deci-

sion. Solve for the optimal state-contingent policy in

the absence of the soft-budget-constraint problem.

Show that the soft-budget-constraint problem arises

(if it arises at all) under some threshold value of RL.

Exercise 5.5 (liquidity needs and pricing of liquid

assets). Consider the liquidity-needs model with a

fixed investment and two possible liquidity shocks.

The borrower has cash A and wants to finance a

fixed-size investment I > A at date 0. At date 1, a

cash infusion equal to ρ is needed in order for the

project to continue. If ρ is not invested at date 1, the

project stops and yields nothing. If ρ is invested, the

borrower chooses between working (no private ben-

efit, probability of success pH) and shirking (private

benefit B, probability of success pL = pH −∆p). The

project then yields, at date 2, R in the case of success

and 0 in the case of failure.

The liquidity shock is equal to ρL with probability

(1− λ) and to ρH with probability λ, where

ρL < ρ0 < ρH < ρ1,

where ρ1 ≡ pHR and ρ0 ≡ pH(R − B/∆p). Assume

further that

ρ0 − ρL > I −A. (1)

There is a single liquid asset, Treasury bonds. A

Treasury bond yields 1 unit of income for certain at

date 1 (and none at dates 0 and 2). It is sold at date 0

at price q � 1. (The investors’ rate of time preference

is equal to 0.)

(i) Suppose that the firm has the choice between

buying enough Treasury bonds to withstand the

high liquidity shock and buying none. Show that it

chooses to hoard liquidity if

(q − 1)(ρH − ρ0) � (1− λ)(ρ0 − ρL)

− λ(ρH − ρ0)− I +A (2)

and

(q − 1)(ρH − ρ0) � λ(ρ1 − ρH). (3)

(ii) Suppose that the economy is composed of a

continuum, with mass 1, of identical firms with char-

acteristics as described above. The liquidity shocks

of the firms are perfectly correlated. There are T
Treasury bonds in the economy, with T < ρH − ρ0.

Show that when λ is small, the liquidity premium

(q − 1) commanded by Treasury bonds is propor-

tional to the probability of a high liquidity shock.

(Hint: show that either (2) or (3) must be binding,

and use (1) to conclude that (3) is binding.)

(iii) Suppose that, in the economy considered in

the previous subquestion, the government issues at

date 0 not only the T Treasury bonds, but also a se-

curity that yields at date 1 a payoff equal to 1 in the

good state (the firms experience liquidity shock ρL)

and 0 in the bad state (the firms experience liquidity

shock ρH). What is the equilibrium date-0 price q′ of

this new asset? (Prices of the Treasury bonds and of

this new asset are market clearing prices.)

Exercise 5.6 (continuous entrepreneurial effort;

liquidity needs). (i) An entrepreneur with initial

cash A and protected by limited liability wants to

invest in a fixed-size project with investment cost

I > A. After the investment is made, the entrepre-

neur chooses the probability p of success (0 � p �
1); the disutility of effort is g(p) = 1

2p
2. (The entre-

preneur enjoys no private benefit in this model.) In

question (i) only, the profit isR = 2
√
I −A in the case

of success and 0 in the case of failure. (We assume

that R < 1 to avoid considering probabilities of suc-

cess exceeding 1. R takes an arbitrary value in ques-

tion (ii).) As usual, the uninformed investors demand
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an expected rate of interest equal to 0 and everyone

is risk neutral. Let Rb denote the entrepreneur’s re-

ward in the case of success.

Solve for the optimal contract (Rb). Show that

Rb = 1
2R.

(ii) Now introduce an intermediate liquidity shock

ρ (for a now arbitrary level A of cash on hand). The

cumulative distribution of ρ is F(ρ) on [0,∞) and

the density f(ρ). The effort decision is made after

the value of ρ is realized and, of course, conditional

on the choice of continuing (incurring reinvestment

cost ρ). Suppose that the entrepreneur’s stake in the

case of continuation (Rb) is independent of ρ. Write

the investors’ breakeven condition. Write the opti-

mization program yielding (Rb, ρ∗), where ρ∗ is the

cutoff liquidity shock.

Exercise 5.7 (decreasing returns to scale). Extend

the treatment of Section 5.6.1 to the case of decreas-

ing returns to scale: the payoff in the case of contin-

uation and success is R(I), with R(0) = 0, R′ > 0,

R′′ < 0, R′(0) = ∞, and R′(∞) = 0. The rest is un-

changed (the short-term income is rI, the reinvest-

ment need is ρI, and the private benefit is BI).
(i) What are the first-order conditions yielding the

optimal investment level I and cutoff ρ∗?

(ii) Assuming that r > ρ∗, and that (R(I)/I−R′(I))
is increasing in I (a condition satisfied, for example,

by R(I) quadratic), derive the impact of the strength

of the balance sheet as measured, say, by A on debt

maturity.

Exercise 5.8 (multistage investment with interim

accrual of information about prospects). In this

chapter we have focused mostly on the case of

shocks about the reinvestment need (cost overruns,

say). Consider, instead, the case of news about the

final profitability. In the two-outcome framework,

news can accrue about either the probability of suc-

cess or the payoff in the case of success. We consider

both, in sequence. The investment is a multistage

one: let

I = I0 + I1,
where I0 is the date-0 investment and I1 is the date-1

reinvestment. In contrast with I0, I1 is not incurred

if the firm decides to stop. The timing is as in

Figure 5.12.

As usual, the entrepreneur has initial wealth A,

is risk neutral, and protected by limited liability. In-

vestors are risk neutral. The discount rate is equal to

0. If reinvestment cost I1 is sunk at date 1, then the

firm can continue. Misbehavior reduces the proba-

bility of success by ∆p, but yields private benefit B
to the entrepreneur.

Assume

B < (∆p)R.

As announced, we consider two variants.

(a) News about the probability of success. R is

known at date 0, but the probability of success is

pH + τ in the case of good behavior and pL + τ in

the case of misbehavior, where τ is publicly learned

at the beginning of date 1. The random variable τ
is distributed according to the distribution function

F(τ) with density f(τ) on [τ
¯
, τ̄] = [−pL,1 − pH]

(to keep probabilities in the interval [0,1]). Let τe

denote the expectation of τ .
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(b) News about the payoff in the case of success.

The probabilities of success are known: pH and pL

(normalize: τ = 0). By contrast, the profit R in the

case of success is drawn from distributionG(R)with

density g(R) on (0,∞). (The profit in the case of fail-

ure is always equal to 0.)

(i) For each variant, show that there exist two

thresholds, A0 and A1, A0 < A1, such that the first

best prevails for A � A1 and financing is secured if

and only if A � A0. Show that the continuation rules

take the form of cutoffs, as described in Figure 5.13.

Determine τ∗0 , τ∗1 , R∗0 , R∗1 .

(ii) For each variant, assume that A = A0. Let

y ≡ (pH + τ)R denote the expected income, and

R(y) denote the entrepreneur’s rent in the case of

continuation. Show that (above the threshold y∗)

• 0 <R′(y) < 1 in variant (a);

• R is constant in variant (b).

Exercise 5.9 (the priority game: uncoordinated

lending leads to a short-term bias). This chapter,

like Chapters 3 and 4, has assumed that the firm’s

balance sheet is transparent. In particular, each in-

vestor has perfect knowledge of loans made by other

lenders and of the firm’s obligations to them.

This exercise argues that uncoordinated lending

leads to financing that is too oriented to the short

term. In a nutshell, lenders, by cashing out early,

exert a negative externality on other lenders. Be-

cause this externality is not internalized, the result-

ing financial structure contains too much short-term

debt.

We consider a three-period model: t = 0,1,2. The

entrepreneur has no cash (A = 0), is risk neutral, and

is protected by limited liability. At date 0, a fixed in-

vestment I is made. The project yields a known re-

turn r > 0 at date 1, and an uncertain return (R or

0) at date 2. Because the point is quite general and

does not require credit constraints, we assume away

moral hazard; or, equivalently, the private benefit

from misbehaving is 0. The probability of a date 2

success is

p + τ(I1),
where I1 is the date-1 deepening investment, equal

to r minus the level of short-term debt repaid to

lenders and the date-1 payment to the entrepreneur

(the firm does not return to the capital market at

date 1), and τ is an increasing and concave function

(with τ′(0) = ∞). Assume that τ′(r)R < 1.

We assume that the entrepreneur cannot engage

in “fraud,” that is, cannot fail to honor the short-

term debt and, if the project succeeds at date 2, the

long-term debt. By contrast, obligations to lenders,

and in particular I1, cannot be verified as the firm’s

balance sheet is opaque.

(i) Derive the first-best investment I∗1 . Show how

this allocation can be implemented by a mixture

of short- and long-term debt (note that in this

model without moral hazard the structure of com-

pensation for the entrepreneur exhibits a degree of

indeterminacy).

(ii) Assume that r − I∗1 < I (creditors must hold

long-term debt). Suppose next that financing is not

transparent. Start from the first-best solution, with

a large number (a continuum of mass 1) of lenders,

with the representative lender owning short-term

claim rl and contingent long-term claim Rl on the

firm.

Show that the entrepreneur has an incentive to se-

cretly collude with any lender to increase the latter’s

short-term claim in exchange for a smaller long-term

claim.
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Figure 5.14
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Moral hazard
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failure (profit 0) with
probability 1 −  p.Reinvestment need 

    (drawn from F(.)).ρ

Figure 5.15

Given the constraint that financing is provided by

many lenders and that the latter do not observe each

other’s contracts, is the indeterminacy mentioned in

question (i) resolved?

Exercise 5.10 (liquidity and deepening invest-

ment). (i) Consider the fixed-investment model. The

entrepreneur has cash A and can invest I > A in a

project. The project’s return in the case of success

(respectively, failure) is R (respectively, 0). The prob-

ability of success is pH if the entrepreneur behaves

(she then gets no private benefit) and pL = pH −∆p
if she misbehaves (in which case she gets private

benefit B). In this subquestion and in the subse-

quent extension, one will assume that the project

is viable only if the incentive scheme induces the

entrepreneur to behave. The entrepreneur and the

capital market are risk neutral; the entrepreneur is

protected by limited liability; and the market rate of

interest is equal to 0.

Let

ρ1 ≡ pHR and ρ0 ≡ pH[R − B/∆p],

and assume ρ1 > I > ρ0.

What is the necessary and sufficient condition for

the project to be financed?

(ii) Now add an intermediate stage, in which there

is an option to make a deepening investment. This

investment increases the probability of success to

pH + τ (in the case of good behavior) and pL + τ (in

the case of misbehavior).

If the deepening investment is not made, the prob-

abilities of success remain pH and pL, respectively.

This deepening investment costs ρ, where ρ is un-

known ex ante and distributed according to distri-

bution F(ρ) and density f(ρ) on [0,∞). The timing

is summarized in Figure 5.14.

Let µ ≡ τ/pH, ρ̂1 ≡ µρ1, and ρ̂0 ≡ µρ0.
Write the incentive compatibility constraint and

(for a given cutoff ρ∗) the investors’ breakeven con-

dition.

(iii) What is the optimal cutoff ρ∗? (Hint: consider

three cases, depending on whether

ρ0[1+ µF(ρ̂k)] ≶ I −A+
∫ ρ̂k

0
ρf(ρ)dρ,

with k = 0,1.)
(iv) Should the firm content itself with returning

to the capital market at date 1 in order to finance the

deepening investment (if any)?

Exercise 5.11 (should debt contracts be indexed

to output prices?). This exercise returns to opti-

mal corporate risk management when profits are

positively serially correlated (see Section 5.4.2). The

source of serial correlation is now a permanent shift

in the market price of output, as summarized in Fig-

ure 5.15. The model is the fixed-investment model,

except that the date-1 and date-2 incomes depend

on an exogenous market price P , with mean P̄ , that

is realized at date 1. The realizations of P and ρ are

independent.
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The rest of the model is otherwise the same as in

Section 5.2. Following the steps of Section 5.4.2:

(i) Determine the optimal reinvestment policy

ρ∗(P).
(ii) Show that, accounting for seasoned offerings,

the optimal debt is fully indexed debt :

d(P) = Pr − �0,

where �0 is a positive constant.
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6
Corporate Financing under Asymmetric Information

6.1 Introduction

There is a fair amount of empirical evidence, some

of it reviewed in Chapters 1 and 2, showing that

securities are often issued under unequal access

to information. This chapter investigates the con-

sequences of such informational asymmetries for

financing decisions.

Suppose that a firm wants to raise funds on the

capital market. The standard motivation for issuing

claims, and the one that has been emphasized in pre-

vious chapters, is the financing of projects: initial fi-

nancing, reinvestments, and expansions associated

with new projects. An alternative motivation for is-

suance is risk sharing. For example, a risk-averse

entrepreneur may want to diversify her portfolio by

selling some of her shares in the firm. Third, the is-

suance may be motivated by liquidity reasons: an

entrepreneur or a venture capitalist may want to

cash in to be able to move on to other projects; or

a bank may want to securitize loans in order to in-

crease its loanable funds. In all three cases, the is-

suance is motivated by the existence of gains from

trade between the issuer and potential investors. A

fourth motivation, though, is unrelated to the exis-

tence of gains from trade: the issuer may want to

push overvalued assets to investors.

The firm may use a private placement to a small

group of knowledgeable investors, conduct an ini-

tial public offering, or, if it has already gone pub-

lic, a seasoned offering. When issuing (buying) new

claims, the firm (its investors) should be preoccu-

pied with two types of informational asymmetries:

between the issuer and the investors, and among in-

vestors.

This chapter studies asymmetric information be-

tween insiders and investors and the concomitant

lemons problem. Investors have imperfect know-

ledge of the firm’s prospects, the value of assets

in place, the value of pledged collateral, the is-

suer’s potential private benefit, or any other firm

characteristics that affect the profitability of invest-

ment. Accordingly, investors are concerned that they

might purchase overvalued claims.

A standard theme of information economics is

that gains from trade are often left unexploited in

markets plagued by adverse selection. In a famous

article, Akerlof (1970) showed how markets for used

wares may shrink or even disappear when sellers

are better informed about their quality than buy-

ers. The application of this general idea to credit

markets is that the issuer may raise less funds or

raise funds less often when the capital market has

limited access to information about the firm. Mar-

ket breakdown, the fact that potential issuers may

refrain altogether from going to the capital market

or, less drastically, limit their recourse to that mar-

ket, and cross-subsidization, which, in its most basic

form, refers to good borrowers being forced, by the

suspicion of low-quality borrowing, to issue high-

interest debt or to substantially dilute their equity

stake, are studied in Section 6.2.

While this section focuses on the simple environ-

ment in which good borrowers are unable to sepa-

rate from bad ones (except, when there are assets in

place, by forgoing attractive investment opportuni-

ties), it already delivers a rich set of empirical pre-

dictions, some of which historically motivated the

theory in the first place.

First, adverse selection can account for the nega-

tive stock price reaction associated with equity of-

ferings. This negative stock price reaction is not

an obvious phenomenon. After all, investors may

learn from an announcement of a seasoned secu-

rity offering that the firm enjoys new and attrac-

tive investment opportunities. The negative stock
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price reaction, however, can be rationalized by the

investors’ concern that the issue is motivated by

the desire to depart with overvalued assets. An is-

suer who knows that assets in place are underval-

ued by investors (a “good borrower”) is reluctant to

issue shares under terms that would be too favorable

to investors. The issuer may then prefer to forgo a

profitable investment opportunity (and possibly re-

main private in the process). Share issues are then a

bad signal about firm profitability.1 It can further be

shown that the stock price reaction is less negative

in good times, i.e., during booms.

Second, the analysis provides some foundation

for the pecking-order hypothesis. According to My-

ers’s (1984) and Myers and Majluf’s (1984) pecking-

order hypothesis,2 firms prefer to use “internal fi-

nance” (initial equity, retained earnings) to finance

their investments. If internal finance is an insuffi-

cient source of funds and external finance is re-

quired, firms first issue debt, the safest security,

then hybrid securities such as convertibles, and fi-

nally, as a last resort, equity. The idea is that nei-

ther internal finance nor default-free debt suffers

from the informational asymmetries and the cross-

subsidization traditionally associated with external

finance. If these do not suffice to meet the firm’s fi-

nancing needs, the firm will still strive to issue low-

information-intensity claims, that is, claims whose

valuation is the least affected by the asymmetry of

information.

The pecking-order hypothesis has received sub-

stantial empirical support. The primary source of fi-

nancing for mature firms (see Chapter 2) is reten-

tions; and outside finance is mainly debt finance,

since seasoned equity issues are relatively rare. An-

other stylized fact corroborating the pecking-order

hypothesis is the absence of stock price reaction

upon the announcement of a debt issue, in sharp

contrast with the decline for a seasoned equity issue.

1. A similar reasoning applies to share buybacks (in 2004, compa-
nies announced plans to repurchase $230 billion of their stocks). As
Dobbs and Rehm (2005) note, a share repurchase conveys several sig-
nals: (a) the management’s intention not to engage in a wasteful acqui-
sition or capital expenditure, (b) the management’s confidence that the
company will not need the cash to cover future expenditures, and (c)
the absence of new investment opportunities. Despite the third signal,
financial markets in general applaud firms’ moves to buy shares back.

2. See, for example, Chapter 18 of Brealey and Myers (1988) for a
presentation and Harris and Raviv (1992) for an extensive discussion.

As usual, things are more complicated than is sug-

gested by this interesting hypothesis. First, while

entrepreneurial equity accumulated from previous

projects is indeed free from asymmetric informa-

tion problems, retained earnings are, in practice, en-

dogenous; in particular, the management of a firm

may need to convince its shareholders not to dis-

tribute large dividends and to keep cash for rein-

vestments. Whether shareholders are willing to go

along with the management’s recommendation de-

pends, inter alia, on their belief about the relative

profitability of reinjecting cash into the firm and dis-

gorging it. So, “internal finance” is not free of in-

formational problems. Second, what constitutes low-

information-intensity financing depends on the type

of information that is privy to the issuer, and thus

one cannot always equate low-information-intensity

financing with debt financing. Third, there are other

forces, studied in this book, than asymmetric infor-

mation that may introduce departures from Myers

and Majluf’s pecking-order hypothesis and gener-

ate alternative pecking orders. For example, cash-

poor firms’ viability concerns seriously limit their

demand for debt finance (Chapter 5); and the entre-

preneurs’ and large investors’ exit strategies re-

quire issuing equity or more generally “information-

intensive” claims (Chapters 4 and 9). Indeed, the

empirical evidence is that small, high-growth firms

do not behave at all according to the pecking-order

hypothesis, even though these firms are fraught

with asymmetric information and therefore would

be good candidates for a financing pattern fitting

Myers and Majluf’s pecking order (Frank and Goyal

2003). But Myers and Majluf’s pecking-order hypoth-

esis remains a good starting point for the analysis.

Finally, the analysis of Section 6.2 provides a sim-

ple rationale for market timing—the fact that equity

issues are more frequent after the firm’s stock price

or the stock market rises. The idea is simply that

in such circumstances the concerns about adverse

selection may be dwarfed by the fundamentals, en-

abling issuers to raise equity.

The second theme borrowed from information

economics (Spence 1974; Rothschild and Stiglitz

1976; Wilson 1977) is that the informed side of a

market is likely to introduce or accept distortions

in contracting so as to signal attributes that are
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attractive to the uninformed side of the market.

More concretely, a good borrower will try to demon-

strate attractive prospects to the investors by intro-

ducing distortions that are costly to her, but that

would be even costlier to a bad borrower. Depend-

ing on the setting, this may mean investing too

little or too late, resorting to a private placement

and to the enlisting of a costly monitor, diversify-

ing the issuer’s portfolio insufficiently, underpricing

claims, hoarding insufficient liquidity, distributing

dividends, or resorting excessively to debt.

Section 6.3 thus studies various dissipative sig-

nals that good borrowers use in order to reassure

investors and obtain good financing conditions or

financing at all: costly collateral pledging, underpric-

ing, suboptimal risk sharing, short-term finance, and

hiring of a monitor.

Before proceeding, a brief discussion of the rela-

tionship of this chapter to the literature as well as

some of the missing topics may be useful. (The rest

of the introduction can be skipped in a first reading.)

6.1.1 Methodological Issues

While much progress has been made in the last

twenty years toward the understanding of market

breakdown and costly signaling, most papers in the

literature make assumptions that ought to be re-

laxed in order to confirm the validity of the ar-

guments. One can divide the criticisms into three

categories.

Unconventional goals of the issuer. The literature

has analyzed situations with two parties: the “is-

suer” and the “capital market.” The issuer, who is

better informed than the capital market, stands for

“management” or a “small group of well-informed

insiders.” There is little difficulty in interpreting this

theoretical framework in a situation where the issuer

is an entrepreneur who has not yet issued claims,

privately or publicly.

The interpretation, however, becomes more com-

plex when management already faces existing claim-

holders.3 This raises two issues. First, who is in

3. For instance, a start-up company is partly owned by one or several
venture capitalists; a publicly traded corporation already has debt and
equity when undertaking a seasoned offering. A coherent interpreta-
tion of the theoretical construct then consists in assuming that (i) man-
agement and the existing claimholders are symmetrically informed,
and are better informed than the new investors, and (ii) management

charge of financing decisions? The literature gen-

erally assumes that the management is. This as-

sumption is objectionable on both institutional and

theoretical grounds. In practice, management ordi-

narily does not have formal authority (explicit con-

trol rights) over financing decisions. The venture

capitalist usually controls issuances of the start-

up corporation. The board of directors and share-

holders review decisions such as dividend distribu-

tion, issuance of shares, sale of assets, and so forth.

Neither is it a priori clear, from a theoretical per-

spective, why management, which faces a conflict

of interest, should have control over its financial

structure.

Yet, while the assumption that the management

controls the financing does not a priori hold on

institutional or theoretical grounds, the opposite

assumption, that management has no say in financ-

ing decisions, largely oversimplifies reality. Manage-

ment does, in practice, have a sizeable influence on

financing decisions. Fortunately, the two viewpoints

can be reconciled by introducing a distinction be-

tween formal and real authority on financing deci-

sions. Management may not have the formal right to

pick financing decisions, but, precisely because it is

superiorly informed, it has substantial real control

over such decisions.4

Reflecting this tension between formal rights over

financial decisions conferred upon potentially un-

informed parties and partial control by manage-

ment, many papers, including a number of pioneer-

ing works in the area (e.g., Ross 1977; Bhattacharya

1979; Myers and Majluf 1984; Miller and Rock 1985)

assume that management has the formal right to de-

sign the issuance, but internalizes other considera-

tions besides its own welfare. Namely, it is assumed

that management benefits directly when securities

and existing claimholders can redistribute utility among themselves
through secret deals. (The need for secrecy arises from the fact that
transfers between management and existing claimholders that are ob-
served by new investors convey information about the private infor-
mation held by the coalition.) Management and existing claimholders
may then be viewed as a coalition of well-informed insiders. For this
interpretation to hold, it must also be the case that (iii) existing claim-
holders for some reason (capital requirements faced by intermediaries,
undiversified portfolio, or other) are not able to bring in the new funds
themselves; otherwise, the new investors would infer that the issuance
is overvalued and that they are being ripped off by existing claim-
holders, and so they would not want to purchase the new claims.

4. We will come back to formal and actual control in Chapter 10.
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are highly valued by the market (Ross), or attempts

to maximize the value of old (or possibly all) share-

holders (Myers and Majluf, Bhattacharya), or else

chooses dividends so as to manipulate the current

stock price (Miller and Rock). These attempts at rec-

onciling the facts that management has some real,

but no formal, control over financing decisions are

not arbitrary, although they are reduced forms. In

practice, management does care about the capital

market’s opinion, and tries to some extent to keep

its shareholders happy. Such an internalization of

the opinion and welfare of others is, however, en-

dogenous. Management cares solely about its own

well-being, and it is only to the extent that its in-

centive scheme makes it sensitive to the welfare of

others that such concerns may arise. It is thus de-

sirable to build on the reduced forms considered in

these papers, and to endogenize the management’s

degree of authority over financial decisions and its

internalization of investors’ preferences.

Limitations on the set of issuable securities. Most

of the literature presupposes the type of security

(usually equity) being issued.5 This approach has the

advantage of simplicity as it abstracts from secu-

rity design. It also offers interesting insights into the

information intensity of various securities and the

signaling costs attached to them. It thus supplies a

useful building block, although it cannot address the

issue of how asymmetric information impacts on the

choice of securities.

Two further caveats. The literature describes the

issuance as a signaling game, that is, as a two-stage

game in which, first, the informed issuer designs the

claims and structures their pricing and, second, the

uninformed capital market decides whether to pur-

chase the claims. As is well-known, such games are

usually plagued by a large multiplicity of (perfect

Bayesian) equilibria.6 Contributions usually derive

5. For example, in Stiglitz and Weiss (1985), one of the early papers
on corporate finance under asymmetric information, firms differ in
their riskiness (in the sense of second-order stochastic dominance).
Stiglitz and Weiss assume that lenders can offer only debt contracts,
and show that the repayment probability decreases with the rate of in-
terest offered by lenders, and that the loan market is characterized by
credit rationing. However, the assumptions of the model predict that
investors should instead offer equity contracts, in which case there
would be no adverse selection (all firms have the same mean income)
and no credit rationing (Hart 1985).

6. For studies of signaling games, see, for example, Fudenberg and

their insights from the examination of a specific

equilibrium. The literature also does not usually

make full use of contracting possibilities, even if the

type of security to be issued is exogenous. Techni-

cally, issuance is a “mechanism designed by an in-

formed principal.”7 In the parlance of this theory,

the issuer is the “principal,” namely, the party who

designs the mechanism, and the capital market the

“agent.”8 For the sake of completeness and to obtain

sufficient conditions for uniqueness of equilibrium

in the issuance game, we will describe this approach

in the supplementary section.

6.1.2 Some Limitations of this Chapter

No asymmetric information among investors. This

chapter focuses on informational asymmetries be-

tween issuers and investors. Because this would re-

quire reviewing auction theory, it does not survey

the large literature on asymmetries of information

among investors bidding for financial claims at ini-

tial public offerings or seasoned equity offerings.

A well-known paper by Rock (1986) shows that, in

fixed-price offerings, underpricing is needed to com-

pensate small, uninformed investors for the win-

ner’s curse (the fact that winning at a common

value auction reveals that the other informed bid-

ders were unwilling to pay much for the shares).

Fixed-price offerings are not optimal procedures

in such environments. The subsequent literature

(Benveniste and Spindt 1989; Benveniste and Wil-

helm 1990; Spatt and Srivastava 1991) therefore

Tirole (1991, Sections 8.2 and 11.2), Myerson (1991, Section 6.7), and
Osborne and Rubinstein (1994, Sections 13.3 and 13.4).

7. See Myerson (1983) and Maskin and Tirole (1990, 1992). An al-
ternative strategy for modeling a competitive capital market would
consist in assuming that the competitive lenders make contract offers
to the informed entrepreneur. That is, we could consider a competi-
tive capital market screening the informed borrower rather than the
situation in which the informed borrower signals to the competitive
capital market (see, for example, Rothschild and Stiglitz (1976), Wilson
(1977), and Hellwig (1987) for screening approaches to the description
of insurance markets). The study of competitive screening is, however,
complex and not yet settled.

8. This theory shows that it may be optimal to include later op-
tions for the contract designer into the design that provide the in-
formed principal with choices to be made after the claims have been
purchased. The basic idea of these options is to protect the capital
market against bad surprises by confronting the issuer with an ex post
choice (we will illustrate this rather abstract point later). Such options
drastically reduce the multiplicity of equilibria, to the point that there
exists a unique perfect Bayesian equilibrium of the issuance game over
some range of parameters.



6.2. Implications of the Lemons Problem and of Market Breakdown 241

adopted a mechanism-design approach. Biais et al.

(2002) generalize the optimal-mechanism-design ap-

proach to situations in which there is an agency

problem between the underwriter and the issuer (as

in Baron 1982).9

Investors have no informational advantage over

issuers. While most informational asymmetries re-

late to insiders’ private knowledge about assets in

place and prospects, it is easy to envision situations

in which the asymmetry of information operates in

the reverse direction, namely, in which investors are

better informed on some dimensions. For example,

venture capitalists are usually better able than un-

seasoned entrepreneurs to assess a business model

or prospects of a product. In this chapter we will

simplify the analysis by assuming that insiders are

better informed than investors.10

No signal sent to third parties. This chapter fo-

cuses on the information conveyed by the issuance

to investors. For conciseness, we do not cover an in-

teresting literature that analyzes the informational

impact of financial decisions on third parties, such

as product-market competitors or suppliers (see

Gertner et al. 1988; Poitevin 1989; Bhattacharya and

Chiesa 1995; Yosha 1995). For instance, a firm may

be eager to signal to investors that the demand for its

product is high, as this may allow it to obtain more

financing, but still be reluctant to convey such infor-

mation to potential entrants in that market, whose

entry it wants to deter. In contrast, there is no ten-

sion for the firm when signaling that it has low costs

simultaneously to the capital and product markets

when it wants to deter potential entrants.11

9. Another well-known contribution on competition among asym-
metrically informed investors is Broecker (1990), who assumes that
investors receive private signals about the firm’s profitability (but are
still less well informed than the borrower) and compete in reimburse-
ment rules for the borrower’s business. See also Milgrom and Weber’s
classic paper (1982) on auctions with common values, and the large
subsequent literature.

10. In Inderst and Müller (2005b), a borrower applies to a lender
for a loan. The initial contract is drawn under symmetric information.
The lender then acquires private, soft information about the quality of
the borrower. Because the lender does not internalize the borrower’s
rent from being funded, the lender denies rationally, but inefficiently,
credit for a range of signals. In another recent paper, Inderst and Müller
(2005a) add collateral and show that this improves the efficiency of
the lender’s credit decision by flattening the borrower’s repayment
schedule.

11. There is a separate literature on the disclosure of proprietary
information, arguing that private financing may make it possible to

6.2 Implications of the Lemons Problem
and of Market Breakdown

A number of important insights can be gleaned from

the following barebones model, in which the bor-

rower has private information about the probability

of success.

Privately-known-prospects model. A borrower/

entrepreneur has no funds (A = 0) to finance a

project costing I. The project yields R in the case

of success and 0 in the case of failure. The borrower

and the lenders are risk neutral, and the borrower is

protected by limited liability. The interest rate in the

economy is normalized at 0.

The borrower can be one of two types. A good bor-

rower has a probability of success equal to p. A bad

borrower has a probability of success q. Assume that

p > q and that pR > I (at least the good type is

creditworthy). There are two subcases, which we will

treat separately:

either pR > I > qR
(only the good type is creditworthy),

or pR > qR > I
(both types are creditworthy).

The borrower has private information about her

type. The capital market, which is competitive and

demands an expected rate of return equal to 0, puts

probabilities α and 1 − α on the borrower being a

good or a bad type, respectively. Under asymmet-

ric information, the capital market does not know

whether it faces a “p-borrower” (a good borrower)

or a “q-borrower” (a bad borrower).12 Let

m ≡ αp + (1−α)q
denote the investors’ prior probability of success.

Note that we have left out for the moment moral

hazard in the definition of the privately-known-

prospects model. The coexistence of moral hazard

reveal information to an investor without revealing it to competitors
(see Campbell 1979; Campbell and Kracaw 1980). In Bhattacharya and
Ritter (1983), the firm chooses how much information to reveal; it at-
tempts to reveal its true value to investors and does not reveal all the
information that its competitors would like to learn.

12. Here we present the model in terms of a single borrower whose
quality is unknown. Equivalently, the model represents a situation in
which there are lots of entrepreneurs, a fraction α of which are high-
quality ones, and in which investors are unable to tell borrowers apart
in terms of quality.
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with adverse selection is not necessary for most ap-

plications (for which one can therefore ignore pri-

vate benefits, B = 0 in the notation of the book,

and thereby remove the moral-hazard component)

since adverse selection by itself creates an agency

cost and a concomitant credit rationing, and triggers

a number of interesting institutional responses. Ig-

noring moral hazard therefore simplifies the presen-

tation. (In Application 6, however, we will add ex post

moral hazard in the context of ex ante private infor-

mation about the likelihood of a liquidity shock; in

that application, moral hazard will generate a rent

from continuation, and ex post credit rationing, and

thereby create a cost of financing through short-

maturity liabilities.) Note also that we assume that

the entrepreneur has no cash on hand (A = 0), and

so she cannot signal her trust in the project by in-

vesting her personal wealth into it. Cash on hand will

play a key role in Application 8 below.

6.2.1 Market Breakdown and
Cross-Subsidization

6.2.1.1 Symmetric Information

To set a benchmark, first consider financing when

the investors know the project’s prospects.

The good entrepreneur obtains financing. One op-

timal arrangement13 for her is to secure the highest

level of compensation,RG
b in the case of success, con-

sistent with investors’ breaking even on average:

p(R − RG
b ) = I.

If qR < I, the bad borrower does not want to invest

because, under symmetric information, she would

receive the NPV, qR− I < 0 if she could secure fund-

ing. Besides, she cannot obtain financing anyway be-

cause the pledgeable income, qR, is smaller than the

investors’ outlay, I.

13. Here there is some indeterminacy as to the way the entrepreneur
is compensated: the contract can specify any reward Rb � RG

b in the
case of success, together with, for example, a lump-sum payment (sign-
up fee or advances) T � 0 such that investors break even:

p(R − Rb) = I + T .
Equivalently, the entrepreneur could receive no lump-sum payment up
front and receive cash even in the case of failure.

Our choice of contract, in which the borrower receives nothing in the
case of failure, will facilitate the comparison with the outcome under
asymmetric information.

If qR > I, then the bad borrower receives funding

and secures compensation RB
b in the case of success,

where

q(R − RB
b) = I.

Clearly,

RB
b < R

G
b .

6.2.1.2 Asymmetric Information

The symmetric-information outcome, however, is

not robust to asymmetric information, as the bad

borrower can, by mimicking the good borrower, de-

rive utility qRG
b that is greater than that (either 0 or

qRB
b) she obtains by revealing her type.14

Let us assume that the only feasible financial con-

tracts are contracts that give the borrower a com-

pensation Rb � 0 in the case of success and 0 in

the case of failure. (The validity of this assumption

will be discussed in the remark below on the opti-

mality of contracts.) Such contracts necessarily pool

the two types of borrower as each prefers receiving

financing to not being funded, and conditional on

being funded, prefers contracts with a higher com-

pensation. The investors’ profit for such a contract

is therefore on average:

[αp + (1−α)q](R − Rb)− I =m(R − Rb)− I.
No lending: mR < I. This case can arise only if

the bad borrower is not creditworthy. It then arises

whenever the probability that the borrower is a bad

borrower is large enough, or

α < α∗,

where

α∗(pR − I)+ (1−α∗)(qR − I) = 0.

Because the borrower cannot receive a negative

compensation (Rb � 0), investors lose money if they

choose to finance the project. Accordingly they do

not and the market breaks down.

The good borrower is therefore hurt by the sus-

picion that she might be a bad one. There is under-

investment.

14. The same lack of incentive compatibility holds a fortiori for any
of the contracts that are optimal for the good borrower under symmet-
ric information (see the previous footnote), as the reader will check.
As we will later observe, the bad borrower is least tempted to choose
the good borrower’s contract if the latter rewards the borrower only
for a good outcome.
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Lending: mR � I. This case corresponds either to

the situation in which both types are creditworthy or

to that in which the bad borrower is not creditworthy

but α � α∗.15

The borrower’s compensation Rb is then set so

that investors break even on average:

m(R − Rb) = I.
This implies that, ex post, investors make money

on the good type (p(R − Rb) > I) and lose money

on the bad type (q(R − Rb) < I): there is cross-

subsidization.

Note also that

Rb < RG
b

(and Rb > RB
b if the bad borrower is creditworthy).

The good borrower is still hurt by the presence of

bad ones, although to a lesser extent than when

the market breaks down. The good borrower must

content herself with a lower compensation (i.e., a

higher cost of capital) in the case of success than

under symmetric information. Put differently, and

interpreting the investors’ share as a risky loan with

nominal interest rate r such that R − Rb = (1+ r)I,
then r > rG, where rG is the rate of interest that the

good borrower could obtain under symmetric infor-

mation: R − RG
b = (1+ rG)I.

When the bad borrower is not creditworthy, then

the outcome is overinvestment, as was pointed out

in particular by De Meza and Webb (1987), one of

the early papers in this literature. Adverse selection

(i.e., asymmetric information) reduces the quality of

loans.

Remark (a measure of adverse selection). The condi-

tion

mR � I

can be rewritten as
[

1− (1−α)
(

p − q
p

)]

pR � I.

We can thus define an index of adverse selection:

χ ≡ (1−α)
(

p − q
p

)

.

In the absence of signaling possibility, the good

borrowers’ pledgeable income, pR, is discounted by

15. The former situation can be subsumed in the latter one by set-
ting α∗ = 0.

the presence of bad borrowers. The discount is mea-

sured by the product of the probability of bad types,

1−α, times the likelihood ratio, (p−q)/p.16 This dis-

count is the counterpart of the agency cost that ob-

tains under moral hazard (and is equal to the prod-

uct of the private benefit B divided by the likelihood

ratio (pH − pL)/pH).17

Alternatively, we can measure the cost incurred by

the good borrower due to asymmetric information.

Instead of receiving the NPV,

pR − I,
attached to her type, she receives

pRb = p
(

R − I
m

)

or, after some manipulation,18

pRb = (pR − I)− χ
1− χ I.

Remark (optimality of contracts). Whether the mar-

ket breaks down or not, a good borrower is hurt by

the presence of bad borrowers and therefore would

like to separate from bad borrowers if she could.

Could she do better than demanding some compen-

sation Rb in the case of success and 0 in the case of

failure? Relatedly, could an investor make money by

offering a more sophisticated contract to the entre-

preneur? The answer to these questions (which are

studied in Section 6.5) turns out to be “no” when

both types are creditworthy. Intuitively, lending is

then efficient and so contractual innovations, keep-

ing investor profitability constant, just amount to re-

distributing wealth between the good and bad bor-

rowers. A contract that rewards the borrower only

in the case of success best reflects the good bor-

rower’s comparative advantage, as she is more likely

16. The likelihood ratio can be defined by (p − q)/p, (p − q)/q, or
p/q, indifferently. That (1 − α) enters the measure of adverse selec-
tion comes from the fact that good borrowers cannot be distinguished
from bad ones in this section. As we will see in Section 6.3, the like-
lihood ratio, but not the prior α, plays a role in the characterization
of a separating equilibrium (the prior plays a role, however, in deter-
mining whether the separating equilibrium is unique or dominated by
a pooling outcome).

17. The agency cost in the moral-hazard case was expressed in ab-
solute terms while it is here convenient to write it as a fraction of total
income so as to let the likelihood ratio appear.

18. Note that this expression holds only when financing can be se-
cured, i.e., when (1 − χ)pR � I. Under this restriction one indeed
checks that pRb � 0.
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to succeed than the bad one. It thereby minimizes

the subsidizing of the bad borrower by the good one.

By contrast, when the bad borrower is not credit-

worthy, the pooling allocation implies overinvest-

ment. It would be more efficient to give a lump-sum

payment to bad borrowers to “go away” and accept

not to invest; this policy, however, raises concerns

about its feasibility (see Section 6.5).

6.2.2 Extensions and Applications

Application 1: Market Timing

Firms tend to issue shares when stock19 prices are

high.20 As discussed in Section 2.5, there are several

possible reasons for this. A commonly advanced one

is that adverse selection becomes less relevant dur-

ing booms.

To see this, let us assume that the probability of

success is the sum of the firm’s type (p or q, good

or bad) and a publicly observable shift parameter

τ ≷ 0 that indexes the firm’s, the industry’s, or the

economy’s publicly observable prospects: the prob-

abilities of success are then p + τ and q + τ for the

good and bad borrowers, respectively. The condition

for financing becomes

[α(p + τ)+ (1−α)(q + τ)]R > I

or

(m+ τ)R > I.
Thus the better the market conditions (the larger

τ is), the more likely it is that firms can obtain fi-

nancing. During booms, the intrinsic value of the

project becomes large relative to the lemons prob-

lem.21 The reader will indeed check that the index χ
of adverse selection is smaller when market condi-

tions improve.

19. Note that we have not yet distinguished between risky debt and
equity. See Application 3 below, though.

20. More generally, equity market timing is the practice of issuing
shares at a high price and repurchasing them at a low price. Also,
“market timing” sometimes refers to the attempt by borrowers to sell
equity when it is overvalued. We here mean that borrowers issue equity
during good times.

21. We derived this result in the case of a separable production func-
tion (additive in probabilities). More generally, an increase in the aver-
age probability of success facilitates financing.

Note also that the more general point is that credit rationing is alle-
viated during booms, whether it is due to adverse selection or moral
hazard.

Application 2: Assets in Place, the Negative Stock

Price Reaction, and the Going-Public Decision

Let us next suppose that the entrepreneur already

owns a project that, without further investment, will

succeed with probability p or q, yielding profit R.

As before, the entrepreneur knows the probability

of success while the investors put probability α on

p and (1 − α) on q. Thus, in the absence of fur-

ther information (and so the investors’ expectation

of the probability of success ism), the assets in place

are undervalued (respectively, overvalued) if the true

probability of success is p (respectively, q).

For computational simplicity, we will assume that

the entrepreneur initially owns all shares. But noth-

ing is altered if she owns only a fraction of the

shares. By “stock price reaction upon the announce-

ment of an equity issue,” we mean the difference be-

tween the total value of shares (whoever owns them)

before and after the announcement. This notion cor-

responds to the approach taken by event studies in

empirical work.

An equity offering may be motivated by a prof-

itable “deepening investment” (more generally, the

key feature is that one cannot contract on the cash

flow generated by this investment separately from

that generated by assets in place: the incomes gen-

erated by the two are intertwined or fungible22). At

cost I, the probability of success can be raised by an

amount τ such that

τR > I.

That is, investing is efficient for both types of bor-

rowers. Note that we assume for the moment that

the increase in profitability is uniform across types:

the probability of success becomes p+τ for a good

borrower and q + τ for a bad one.

The entrepreneur, however, has no cash on hand.

Accordingly, the full amount I must be raised from

investors. The entrepreneur must therefore issue

new shares, thereby reducing the fraction of shares

she owns.

A key insight is that relinquishing shares to in-

vestors is relatively less costly to the borrower with

overvalued assets in place (the bad borrower) than to

22. Otherwise, it would be optimal for the good borrower to engage
in project finance so as to avoid having to cross-subsidize the bad one.
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the borrower with undervalued assets in place (the

good borrower). Thus, if the good borrower conducts

an equity offering, so does the bad one.

Let us therefore investigate the possibility of

an (efficient) pooling equilibrium. The entrepreneur

must offer a stake Rl in success to the investors such

that

[α(p + τ)+ (1−α)(q + τ)]Rl = I
⇐⇒ (m+ τ)Rl = I,

where, as earlier, m ≡ αp + (1 − α)q is the prior

mean probability of success. There exists a unique

Rl, 0 < Rl < R, satisfying this condition.

The good borrower, though, can guarantee herself

pR by not diluting her stake.23 Thus, she is willing

to issue new shares only if

(p + τ)(R − Rl) � pR ⇐⇒ τR � p + τ
m+ τ I. (6.1)

After some manipulation, condition (6.1) can be

rewritten to show that the value of investment,

τR − I, must exceed some strictly positive hurdle,

τR − I � χτ
1− χτ

I,

where χτ is the post-investment index of adverse

selection,

χτ = (1−α)[(p + τ)− (q + τ)]
p + τ = (1−α)(p − q)

p + τ
(so χ0 = χ).

Condition (6.1) is always satisfied if there is little

adverse selection (χτ is close to 0) or if the deepening

investment is very profitable (τR/I is large).

We are thus led to consider two situations:

Pooling equilibrium. If condition (6.1) holds, then

both types conduct an equity offering.24 If the

accrual of this deepening investment is antici-

23. That this “reservation utility” depends on the borrower’s type
is the essential difference with the barebones model. Here, in the jar-
gon of incentive theory, “reservation utilities are type-contingent.” See
Jullien (2000) for the state-of-the-art treatment of adverse selection
with type-contingent reservation utilities.

24. This pooling equilibrium is not unique whenever

(p + τ)I/(m+ τ) � τR � (p + τ)I/(q + τ);
indeed, if investors believe that an equity offering comes from a bad
borrower and τR � (p+τ)I/(q+τ), then the good type indeed prefers
not to raise funds. However, the pooling equilibrium is the Pareto-
dominant equilibrium (it is the best equilibrium for both the good and
the bad borrower), and so we will focus on it.

pated,25 the total value of shares before and after

the seasoned equity offering is

(m+ τ)R − I.

There is no stock price reaction to the offering, which

is perfectly anticipated and uninformative.

Separating equilibrium. More interestingly, sup-

pose that condition (6.1) is violated. The good bor-

rower then does not raise funds. The bad borrower

still does, but under market conditions that are not

as favorable as in a pooling equilibrium. Because the

investors know that the equity offering reveals over-

valued assets, they demand a higher stake RB
l > Rl

such that

(q + τ)RB
l = I.

The good borrower does not want to raise funds

because

(p + τ)(R − RB
l ) < pR ⇐⇒ τR <

p + τ
q + τ I, (6.2)

which holds if condition (6.1) is violated.

The announcement of a seasoned equity offering

then leads to a negative stock price reaction. The pre-

announcement total value of shares is26

V0 = α[pR]+ (1−α)[(q + τ)R − I].

After the announcement, it becomes

V1 = (q + τ)R − I.

Hence,

V0 > V1 ⇐⇒ pR > (q + τ)R − I.

But we know that

pR > (p + τ)
(

R − I
q + τ

)

,

and so a fortiori

V0 > V1.

Note also that if condition (6.1) holds, then the bad borrower defi-
nitely prefers to raise funds since the analogous condition for her is

τR � q + τ
m+ τ I,

which is always satisfied.

25. Otherwise, the news of the existence of an investment opportu-
nity by itself raises the value of shares.

26. As in the previous footnote, note that we assume that the in-
vestment opportunity is perfectly anticipated by the capital market.
Otherwise, the issue of new securities could convey good news about
the firm’s opportunity set and the concomitant boost in share price
might dominate the effect unveiled here.
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Combining both cases, we see that the pooling

equilibrium (condition (6.1)) is more likely to obtain

if the project being financed is more valuable (τ in-

creases or I decreases). We therefore conclude that

price reaction on average should be less negative in

booms.

Furthermore, and again combining the two cases,

the negative price reaction is smaller when the vol-

ume of equity offering, as measured by the amount

collected in the offering,27 is large. Actually, in our ex-

ample, the price reaction is 0 when both types issue

shares. More generally, with a continuum of types,

the price reaction is always negative, as long as some

types refrain from issuing equity (see Exercise 6.5).

Remark (correlation between value of assets in place

and profitability of investment). The analysis can be

straightforwardly extended to allow for increases in

the probability of success to be positively or nega-

tively correlated with the value of assets in place.

Let τG and τB denote the increases in the proba-

bility of success for the good and bad types, re-

spectively. Investors know the values τG and τB, but

do not know which obtains (otherwise they would

also know whether the borrower is good or bad if

τG ≠ τB). Assume p + τG > q + τB and so who is

a “good borrower” does not vary with investment.

The average increase τ is equal to ατG + (1− α)τB.

The condition for both types conducting a seasoned

equity offering is now

(p + τG)
(

R − I
m+ τ

)

� pR.

An increase in correlation corresponds to an in-

crease in τG keeping τ constant. Thus, the good bor-

rower is more likely to issue shares, the higher the

correlation, as might have been expected.

Remark (going-public decision). Although too sim-

plistic, this model sheds some light on the going-

public decision. Think about the firm’s resorting

to the capital market as a process through which

an entrepreneur (or more generally an entrepreneur

and a close set of well-informed financiers: venture

capitalist, friends, or family holding an equity-like

stake) decides to tap further financing and dilute

27. This amount is I in the pooling equilibrium and (1 − α)I on
average in the separating one.

her own stake in order to expand. Then the entre-

preneur will tend to remain private when optimistic

about the firm’s prospects. Of course, the model ab-

stracts from many interesting issues (studied later in

the book) associated with the going-public process,

such as the certification by an investment banker,

the acceptance of strong disclosure requirements,

and possibly the loss of control over the firm. But

its basic point—that entrepreneurs who feel that as-

sets in place are undervalued by the market tend to

forgo profitable investment opportunities and to re-

main private—is a robust one (see Chemmanur and

Fulghieri 1999).

Application 3: Pecking-Order Hypothesis

An important theme in corporate finance is that ad-

verse selection calls for the issuance of debt claims.

As we discussed in the introduction, Myers (1984)

and Myers and Majluf (1984) have formulated a

pecking-order hypothesis that places debt as the

preferred source of external financing. Recall that

these authors argue that sources of financing can

be ranked according to their information intensity,

from low to high information intensity: (1) inter-

nal finance (entrepreneur’s cash, retained earnings),

(2) debt, (3) junior debt, convertibles, and (4) equity.

The pecking-order hypothesis is based on the in-

vestors’ concern about the value of the claim they

acquire. It is clear, for example, that default-free

debt creates no concern for investors as to the value

of their claim. We first provide conditions under

which debt is indeed the preferred source of financ-

ing under asymmetric information about the firm’s

prospects,28 and then discuss the robustness of the

pecking-order hypothesis.

As discussed in Chapter 3, there is no distinction

between debt and equity claims when the profit is

either R or 0. Let us therefore add a salvage value

of the assets RF: the profit in the case of failure is

RF > 0 and that in the case of success is RS = RF+R,

where R still denotes the profit increment. Except

for the introduction of a salvage value, the model is

28. We know that under moral hazard and risk neutrality, the entre-
preneur should offer a debt contract to investors so as to mitigate the
moral-hazard problem (see Sections 3.4 and 3.5). We show that the
same point holds under adverse selection, even when there is no moral
hazard.
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otherwise that of Section 6.2.1: there are no assets

in place. The investment cost I must be entirely de-

frayed by the investors. The probability of success is

p for a good borrower (probabilityα) and q for a bad

one (probability 1 − α). The prior mean probability

of success is m ≡ αp + (1−α)q.

Let us assume that

mRS + (1−m)RF > I

and so there is enough pledgeable income to secure

funding even when the bad borrower pools with the

good one.

Let {RS
b, R

F
b} denote the (nonnegative) rewards of

the borrower in the cases of success and failure. As-

suming that the borrower receives funding, the in-

vestors’ breakeven condition is

m(RS − RS
b)+ (1−m)(RF − RF

b) � I.

The good borrower maximizes her expected payoff

pRS
b + (1− p)RF

b

subject to the breakeven constraint. At the optimum,

the investors’ breakeven condition is satisfied with

equality. It can be rewritten as

[p − (1−α)(p − q)](RS − RS
b)

+ [1− p + (1−α)(p − q)](RF − RF
b) = I.

The good borrower’s utility is then equal to

pRS
b + (1− p)RF

b

= [pRS + (1− p)RF − I]
− (1−α)(p − q)[(RS − RS

b)− (RF − RF
b)].

On the right-hand side of this equality, the first term

in brackets represents the NPV of the good borrower,

namely, what she would receive under symmetric in-

formation. The second term as usual refers to the

adverse-selection discount.

The good borrower wants to minimize this dis-

count while satisfying the investors’ breakeven con-

straint.29 Because the discount increases withRF
b and

29. Alternatively, we can use Lagrangian techniques. Let µ denote
the shadow price of the investors’ breakeven constraint, and L the
Lagrangian of the program:

L ≡ pRS
b + (1− p)RF

b + µ[m(RS − RS
b)+ (1−m)(RF − RF

b)− I].
Then

∂L
∂RS

b

= p − µm and
∂L
∂RF

b

= (1− p)− µ(1−m).

decreases with RS
b, the good borrower sets

RF
b = 0.

Then, RS
b is determined by the investors’ breakeven

constraint:

m(RS − RS
b)+ (1−m)RF = I.

To sum up this analysis, the borrower commits the

entire salvage value as safe debt issued to investors.

The borrower further issues risky equity with stake

RS − RS
b in the case of success (and 0 in the case of

failure) so as to make up for the shortfall in pledge-

able income:

m(RS − RS
b) = I − RF.

Thus, the firm first issues safe debt with a debt obli-

gation D given by

D = RF,

and, second, supplements the capital thus raised

through an equity issue entitling shareholders to a

fraction Rl/R of profits in excess of RF, where

mRl = I −D.
Note that the borrower must issue more equity, the

more acute the adverse-selection problem (the lower

m is) or the higher the investment cost.

Intuitively, the borrower starts by issuing the

claim that is least exposed to adverse selection,

here the safe-debt claim. Doing so allows the good

borrower to minimize the cross-subsidization with

Because
p
m
> 1 >

1− p
1−m,

necessarily,
∂L
∂RF

b

� 0 implies that
∂L
∂RS

b

> 0,

and, conversely,

∂L
∂RS

b

� 0 implies that
∂L
∂RF

b

< 0.

Thus we are led to consider two cases (the second is studied only for
the sake of completeness): (i) ∂L/∂RF

b < 0 (the most interesting case).
Then RF

b = 0. (ii) ∂L/∂RF
b � 0. In this case, ∂L/∂RS

b > 0. And so, if there
is no bound on RS

b, RS
b must be increased as much as possible (and RF

b

must decrease accordingly to keep the breakeven constraint satisfied)
until RF

b = 0, in which case we are back to case (i). But it is proba-
bly more reasonable to add the constraint that RS

b � R. Otherwise, the
borrower could in the case of failure borrow R from a third party and
reimburse this third party from the reward, RS

b, received from the ap-
parent “success.” Thus, case (ii) corresponds to the uninteresting case
in which I < RF, that is, the investment is “self-financing.” In this case,
the entrepreneur issues only safe debt. The pecking order still applies,
although in a rather trivial way.
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the bad borrower. The more sensitive the investors’

claim to the borrower’s private information, the

higher the return that the investors demand from

a good borrower to make up for the money they lose

on the bad one. As we will observe in Section 6.3, this

principle of issuing low-information-intensity claims

carries over to situations in which the good borrower

has the means, and not only the incentive, to separate

from the bad one.

How robust is the debt bias to the specifica-

tion of the income space? Section 6.6 considers the

case of a continuum of possible incomes. It builds

on Innes (1990, see Section 3.5) and DeMarzo and

Duffie (1999).30 It derives conditions (basically, the

conditions obtained by Innes in the moral-hazard,

no-adverse-selection setup)31 under which a good

borrower separates from a bad one by offering a

standard debt contract.

Are low-information-intensity claims always debt

claims? The debt bias principle must be qualified in

four important respects:

Insurance. First, forces other than signaling may

alter the nature of the securities issued. This point

is well illustrated by the Leland–Pyle–Rothschild–

Stiglitz model of diversification by a risk-averse

entrepreneur, reviewed in Application 8. We will de-

rive conditions under which the bad borrower ob-

tains full insurance, and even the good borrower is

partially insured. Their contracts cannot therefore

be viewed as insider equity contracts.

Exit strategy. Second, and more interestingly, the

issue may not only serve the “ex post” goal of ob-

taining the best possible terms for the issuer at

the issuing date. The issue may also reflect an “ex

ante” objective of providing the issuer with good in-

centives to create value before the issuing date. As

30. DeMarzo and Duffie consider a “hidden-knowledge” model
rather than an “adverse-selection” one (that is, the issuer learns her
information after the contract is signed) and look at a variable invest-
ment scale. They also make an assumption that is weaker than the
monotone likelihood ratio property assumed in the appendix.

Other papers that argue that debt contracts are a natural response
to adverse selection include Allen and Gale (1992) and Nachman and
Noe (1994), which both use Banks and Sobel’s (1987) “divinity refine-
ment” to select pooling at a debt contract. For more on security design
under adverse selection, see, in particular, Boot and Thakor (1993) and
Demange and Laroque (1995).

31. For readers who have covered Section 3.5, the optimality of a
debt claim for investors depends on the assumption that the investors’
claim is monotonic.

we alluded to in Section 4.4 and will emphasize in

Chapter 9, it may then be optimal for the issuer to

commit to float information-intensive securities be-

cause such securities induce value measurement by

the market and allow insiders to be compensated

for their past performance; that is, the floating of

information-intensive securities enables partial or

full exit strategies.

Nature of informational asymmetry. Third, what

constitutes a low-information-intensity claim de-

pends on the form of informational asymmetry. We

have seen that, when information relates to the prob-

ability of success, signaling tends to result in the

issuance of a standard debt contract.

Suppose that the asymmetry of information is

also related to the riskiness of the distribution, and

that the good borrower has a less risky distribution

than the bad one. Then it is clear that a debt contract

may no longer reflect the good borrower’s compar-

ative advantage; for, the debt contract provides the

bad borrower with a substantial rent when the in-

come is very high.

To illustrate this point in a trivial manner, sup-

pose that there are three possible levels of income:

low, middle, and high. A good type always obtains

the middle income. A bad type obtains either the

low or the high income. The firm’s expected income

is higher for the good type. The good type then sig-

nals herself by issuing a claim that distributes every-

thing to investors when the firm’s income is either

low or high, but less than the firm’s income when the

firm obtains the middle income. Such a claim, which

may not violate the monotonicity of the investors’

claim with the firm’s income, does not resemble a

debt claim because it distributes the firm’s income

to investors when income is high.

A more sophisticated illustration of the principle

that low-information-intensity securities need not be

debt claims is Stein’s (1992) rationalization of con-

vertible bonds as reducing the investors’ exposure to

low-profitability, high-risk borrowers when the for-

mer observe signals about the borrower’s type after

purchasing the securities.

Rent extraction. We have assumed that the entre-

preneur or manager faces a competitive financial

market. Investors cannot then attempt to extract the

good borrower’s rent. The pecking-order hypothesis
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actually states that the good borrower maximizes

this rent by issuing low-information-intensity secu-

rities, thereby minimizing the cross-subsidization of

the bad borrower.

Suppose in contrast that investors have some mar-

ket power. For example, they may have control over

the managerial position; or a venture capitalist or

a large investor might have a smaller informational

handicap vis-à-vis the borrower than other investors.

Then the investors will want to extract some of the

good borrower’s rent. Rent extraction is best per-

formed when the borrower’s stake is least sensi-

tive to her private information—the case of a fixed

compensation32—that is, when the investors’ stake

(which is complementary to that of the borrower) is

derived from high-information-intensity securities!

Of course, providing the borrower with a fixed

stake, namely, a wage that is not contingent on per-

formance is not desirable when the borrower must

exert effort. There is then an incentive-rent extrac-

tion tradeoff (see Laffont and Tirole 1986). Further-

more, there is now scope for separation: confident

borrowers will tend to select high-powered incen-

tive schemes along the lines of the pecking-order hy-

pothesis, while less confident ones will go for safer

compensation (higher fixed wage, lower volume of

stock options). To use an analogy, regulated utilities

that are confident in their ability to reduce cost tend

to choose price caps or sliding-scale plans rather

than low-powered cost-of-service regulation.33

6.3 Dissipative Signals

Section 6.2 focused on environments in which good

borrowers could not separate from bad ones (ex-

cept by forgoing profitable investment opportuni-

ties, when there are assets in place). In practice,

32. Using the notation of Application 3, the borrower’s utility is
θRS

b + (1− θ)RF
b, where θ ∈ {p,q}. The derivative of this utility with

respect to θ is RS
b − RF

b. And so the utility (rent) grows most slowly
(actually not at all) with the borrower’s type when RS

b = RF
b.

33. Yermack (1997) analyzes stock option awards to CEOs of large
U.S. corporations between 1992 and 1994. He finds that the average
cumulative abnormal stock return in the 50 days following the award is
slightly above 2% (the award is not disclosed until several months after
the fiscal year ends, so the market cannot react to the news of a more
incentivized CEO). Yermack’s interpretation is that managers who re-
ceive private information about impending improvements in corpo-
rate performance may influence compensation committees towards
more performance-based compensation. The story is thus a bargaining
analog of the compensation-menu theory just alluded to.

borrowers often try to convey the quality of the

securities they issue through “dissipative signals”;

these dissipative signals are the counterpart in an

adverse-selection context of the “value-decreasing

concessions” in the moral-hazard context. This sec-

tion describes some frequently used dissipative sig-

nals, without any attempt at exhaustivity.

Application 4 considers the reduction in the asym-

metry of information between borrower and lenders

through the costly certification by an informed in-

vestor or other party or through a disclosure policy.

Applications 5–9 then analyze how the good bor-

rower may try to signal her residual private infor-

mation (that is, the information that is still private

after certification and disclosure) through financial

structure choices. The key theme in those applica-

tions is that, in order to separate, the good borrower

must offer contractual terms that do not appeal to a

bad one and allow lenders to break when they know

that they are facing a good borrower. This will lead

us to the general principle that, as in the pecking-

order theory, the response to the lemons problem

is the issuance of low-information-intensity securi-

ties, i.e., securities for which investors are not “too

exposed” to errors in their assessment of the bor-

rower’s type.34

Application 4: Certification

As we have seen, adverse selection in general leads

to cross-subsidization or market breakdown, which

are costly to good borrowers or issuers. Therefore,

good issuers have an incentive to try to mitigate the

investors’ informational disadvantage. The asymme-

try of information can be reduced through disclo-

sure to investors of information about the firm’s

prospects. Another form of disclosure bears on past

repayments (see Exercise 6.7, based on Padilla and

Pagano (1997), on information sharing among lend-

ers). But, while disclosure is not to be neglected, it is

most effective for “hard information,” that is, infor-

mation that can be verified by the investors once dis-

closed by the issuer.35 Disclosure is a less effective

34. This definition of a low-information-intensity security is vague.
The supplementary section gives a general and rigorous definition.
Besides, what constitutes a low-information-intensity security will be-
come clear in specific applications.

35. See Grossman (1980), Grossman and Hart (1980), Milgrom
(1981), and Milgrom and Roberts (1986) for the theory of disclosure.
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means of reducing informational asymmetries if the

information is “soft,” that is, cannot be verified by

the investors.

Lending by an informed party (whether a bank,

a peer, or a trade creditor) is a signal that the in-

formed party is confident about the possibility of re-

payment. Such “informed lending” is therefore likely

to bring along less well-informed investors.36 Mon-

itoring will be studied in depth in a moral-hazard

context in Part III of this book. Let us here men-

tion that similar ideas have been developed in an

adverse-selection context; for example, Ghatak and

Kali (2001) analyze “positive associative matching”

in a world of joint liability (see also Section 4.5 of this

book); when entrepreneurs are made liable for the

loans issued to other entrepreneurs through cross

guarantees, good borrowers have a strong incentive

to associate themselves with a safe partner.

More generally, issuers can reduce informational

asymmetries by borrowing from well-informed in-

vestors or by asking them to certify the quality of

the issue. There is a large variety of certifying agents:

underwriters,37 rating agencies, auditors, venture

A key insight of this literature is that hard information is, under weak
conditions, disclosed if it is known to be held by the issuer. The intu-
ition is that a good issuer benefits from disclosing and thus discloses.
An average issuer must then disclose not to be pooled with bad ones.
And so even a bad issuer can disclose. A limitation on disclosure oc-
curs when the issuer may or may not have the hard information. An
issuer with bad information may then claim not to have any informa-
tion (see, for example, Tirole (1986) and Okuno-Fujiwara et al. (1990)
for models with this feature).

These models assume that information once disclosed is assimi-
lated by investors. Fishman and Hagerty (2003) study an interesting
model of disclosure in which a fraction of investors do assimilate the
disclosed information while the remaining fraction only observe that
there has been disclosure. They show that there may be an equilibrium
with no voluntary disclosure, that investors, but not issuers, should
support mandatory disclosure, and that mandatory disclosure rules
are more likely with regards to information that is difficult to under-
stand.

Finally, Dewatripont and Tirole (2005) study the efficacy of commu-
nication that is neither hard nor soft in that its understanding by the
receiver depends on the sender’s and the receiver’s efforts to com-
municate, which in equilibrium depend on the congruence of their
objectives.

36. See, for example, Rochet and Tirole (1996a,b) for investigations
of this idea in the context of interbank loans.

37. In the United States underwriters are employed in over 80% of
the offerings (Smith 1977). In contrast, according to Marsh (1979), 99%
of the new equity in the United Kingdom in the mid 1970s was raised
through rights offers (in which current shareholders receive a right
from the firm giving them an option to purchase additional shares at
a prespecified price).

capitalists. Of course, it must be the case that the

certifying agent has an incentive to become well-

informed about the firm’s prospects and to take ac-

tions that properly convey their information to the

prospective investors. The “actions” can be a rating,

a report, or a subscription to the issue (or, in the case

of a venture capitalist, the action of keeping a non-

negligible stake in the firm).38 And, in all cases, rep-

utation helps keep the certifier honest (indeed, repu-

tation is the only such incentive for a rating agency,

which does not take a stake in the firm). We refer

to Baron (1982), Raviv (1989), and Chapter 9 for a

discussion of monitors’ incentives. Here we content

ourselves with a simple analysis in which the certifi-

cation is modeled in reduced form as the purchase,

at cost c > 0, of a signal that perfectly reveals the

borrower’s type.

Recall that in the privately-known-prospects

model (without assets in place) and in the absence

of certification, funding, if any, implies an entrepre-

neurial reward Rb in the case of success given by

m(R − Rb) = I,
where m = αp + (1 − α)q is the prior mean prob-

ability of success. Let us assume that mR > I and

so funding is indeed feasible; the good borrower is

then concerned by cross-subsidization.39

Suppose that at cost c, the borrower can have ac-

cess to a reputable certifier who then provides ac-

curate evidence regarding the quality of the project;

that is, other investors will then know whether the

borrower’s probability of success is p or q.40 (Note

that the borrower has no cash to pay the certifier

up front. One can imagine that the borrower gives

the certifier shares in the firm; these shares can fur-

ther ensure that the certifier will incur the monitor-

ing cost (see Chapter 9).)

A bad borrower obviously has no incentive to pay

a cost c to reveal to the capital market that the prob-

ability of success is only q. By resorting to a certifier,

38. There is, for example, a large empirical literature on certifica-
tion in initial public offerings. See, for example, Megginson and Weiss
(1991) and the references therein.

39. What follows holds a fortiori in the “no lending” case. In this
case, the good borrower receives 0 in the absence of certification.
Hence, provided that certification is feasible (i.e., pR � I+c), the good
borrower will be certified.

40. Exercise 6.6 allows for noisy signals about borrower quality.
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a good borrower can obtain compensation R̂G
b in the

case of success given by

p(R − R̂G
b ) = I + c.

The good borrower prefers to resort to a certifier if

and only if41

R̂G
b > Rb ⇐⇒ R − I + c

p
> R − I

m
,

or, after some manipulation,

c
I + c < (1−α)

(

p − q
p

)

.

This latter condition compares the certification cost,

c, expressed as a fraction of the amount of funds to

be raised, I+c, with our measure of adverse selection

χ, which, recall, is equal to the probability of a bad

type, 1−α, times the likelihood ratio, (p − q)/p.

Chemmanur and Fulghieri (1994) argue that the

cost of diversification “c” may be the lack of diversi-

fication of the certifier when the latter, unlike here, is

risk averse. They consider a firm’s decision to raise

external finance either by placing shares privately

with a risk-averse large investor such as a venture

capitalist or selling shares to a wider constituency,

for example, through an IPO, assuming that informa-

tion acquisition is needed to raise funds. The issuer

then trades off the risk premium demanded by the

large investor, and the duplication of information

under decentralized monitoring in a wider capital

market.42

41. To be more precise, multiple equilibria coexist over a range of
parameters, namely,

(1−α)
(

p − q
p

)

� c
I + c � p − q

p
.

Then, “no certification” and “certification of the good borrower only”
are both equilibria (there also exists a third equilibrium, in which the
good borrower randomizes between being certified and not being cer-
tified). The equilibrium is unique only if we focus on Pareto-dominant
equilibria. In the range with multiple equilibria, both types are better
off if the good borrower does not get certified (the “no certification”
equilibrium) as the lack of certification then carries no stigma.

42. Lerner and Tirole (2005) analyze forum shopping, that is, the
choice of congruence between the certifier on the one hand and the
certified agent (here, the issuer) and the buyers (here, the investors)
on the other. In the financial context of investment banking, relation-
ship banking, venture capital, or ratings, the congruence is determined
by the financial stake, if any, of the certifier in the issuer and by the
certifier’s willingness to attract future issuers’ business. In the basic
model, the issuer has no private information about the quality of is-
sued securities; the issuer chooses a level of congruence as well as con-
cessions made to investors (for example, price, collateral pledging, or
control rights) and the certifier studies the quality. Issuers with a priori

Application 5: Costly Collateral Pledging

This section studies the possibility of signaling

by pledging collateral (Besanko and Thakor 1987;

Bester 1985, 1987; Chan and Kanatas 1985).43 It

builds on the idea, already exploited in Chapter 4,

that collateral is valued less highly by the lenders

than by the borrower. It shows how a borrower may

want to pledge collateral, even though she would not

need to do so if information were symmetric. To give

the gist of the argument in the simplest possible

setting, we extend the privately-known-prospects

model as follows: while the borrower still has no

cash on hand (in the notation of previous chapters,

A = 0), she has (a sizeable amount of) assets that can

be pledged to investors. That such assets are more

valuable to the borrower than to the investors (see

Section 4.3 for a fuller discussion), is formalized in

the usual way: a transfer of assets valued C � 0 by

the borrower has value βC , 0 � β < 1, for the in-

vestors.

Assumption 6.1. Under symmetric information

even the bad borrower does not need to pledge col-

lateral to receive funding:

0 < Ṽ ≡ qR − I < V ≡ pR − I.
Symmetric information. If the lenders knew the

borrower’s prospects, the borrower’s utility would

be equal to the project’s NPV, V for the good bor-

rower and Ṽ for the bad one, since the project has

positive NPV and the entire income is pledgeable (see

Section 3.2). To obtain utility V under symmetric in-

formation, the good borrower would demand a re-

ward RG
b in the case of success such that lenders

break even when the probability of success is p:44

p(R − RG
b ) = I.

Indeed, her utility would then be equal to

pRG
b = pR − I = V.

more attractive offerings choose more complacent certifiers and make
fewer concessions. When the issuer has private information (that is
correlated with the certifier’s future assessment), then in a separating
equilibrium, confident issuers (the “good borrowers”) select tougher
(less complacent) certifiers than under symmetric information, and
also tougher ones than less confident issuers.

43. See Coco (2000) for a survey of the use of collateral.

44. Again, this contract is not uniquely optimal. Any compensation
scheme that lets the investors break even and does not give a negative
income to the borrower in any state of nature is optimal.
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Similarly, under symmetric information the bad bor-

rower would demand RB
b such that

q(R − RB
b) = I,

and would obtain utility

qRB
b = qR − I = Ṽ .

Note that

RG
b =

V
p

and RB
b =

Ṽ
q
.

Asymmetric information. As before, when the

lenders do not know the borrower’s type, the good

borrower can no longer obtain her full information

utility: if the good borrower were to get financing

when demanding reward RG
b = V/p, the bad bor-

rower would want to mimic this demand and obtain

utility

qRG
b = qR −

q
p
I > qR − I = Ṽ .

That is, by mimicking the good borrower, the bad

borrower could reduce her payment to investors and

increase her own expected return. The investors,

however, should anticipate this “pooling behavior”

and refuse to lend since

[αp + (1−α)q](R − RG
b ) < I.

Can the good borrower credibly signal her type by

pledging costly collateral C to be seized by the lend-

ers in the case of failure? That is, can she offer con-

tractual terms that do not appeal to a bad borrower

and allow lenders to break even when they know that

they face a good borrower? We look for a “separat-

ing equilibrium” (we will later ask whether there can

be other equilibrium allocations). Consider thus the

problem of choosing a reward Rb and an amount of

collateral C to be pledged by the good borrower in

the case of failure subject to the lenders’ breaking

even when the corresponding probability of success

is p, and to the bad borrower’s not wanting to offer

contractual terms {Rb, C}. Note that we assume that

the good borrower offers no collateral in the case

of success; we will later check that this is indeed the

case. Intuitively, posting collateral in the case of suc-

cess is more costly to a good than to a bad borrower

because the good borrower is more likely to succeed,

and so such a bond is not a good separating device.

A bad borrower, who in equilibrium is recognized

by the lenders, must obtain utility Ṽ : she cannot

obtain more while being funded, and, on the other

hand, she can guarantee herself Ṽ by pledging no

collateral and demanding her full-information re-

ward RB
b in the case of success,

q(R − RB
b) = I.

The lenders then take no risk in lending to the bor-

rower since at worst the borrower is a bad borrower

and the lenders still break even.

So, consider the following program, which maxi-

mizes the good borrower’s utility subject to the con-

straints that the investors break even when recogniz-

ing a good project and that the bad borrower does

not want to mimic the good one:

max
{Rb,C}

{pRb − (1− p)C}

s.t.

p(R − Rb)+ (1− p)βC � I,

qRb − (1− q)C � Ṽ .

Both constraints in this program must be binding.

If the “mimicking constraint” that the bad borrower

does not want to offer contractual terms {Rb, C}
were not binding, the good borrower would choose

Rb = RG
b and C = 0, which, we know, would induce

mimicking. The breakeven constraint must also be

binding.45

The two constraints thus define two equations

with two unknowns, yielding, after some computa-

tions,

R∗b = R −
[

(1− q)− β(1− p)
p(1− q)− βq(1− p)

]

I > RG
b (6.3)

and

C∗ = I
1+ q(1− p)(1− β)/(p − q) > 0. (6.4)

It is also straightforward to show that the good bor-

rower is better off offering these costly contractual

terms and being recognized as a good type than be-

ing thought of as being a bad type:

pR∗b − (1− p)C∗ > pRB
b (6.5)

45. Otherwise C and Rb would go to infinity while

dRb

dC
= 1− q

q
,

but this would violate the breakeven constraint.
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(which we already knew, since contractual terms

{Rb = RB
b , C = 0} satisfy the constraints of the

program).46

Signaling can occur here because it is relatively

more costly for a bad borrower to pledge collateral

than for a good one to. Again, the cost of pledg-

ing collateral is higher for a bad borrower, while

a higher reward Rb in the case of success is val-

ued more by a good borrower than by a bad one

since p > q. (The reader knowledgeable in informa-

tion economics will here recognize that the “Spence–

Mirrlees” or “sorting” condition is satisfied.)

Determinants of collateralization. Condition (6.4)

implies the following.

• The good borrower must pledge more collateral

when collateral pledging becomes cheaper for the

borrower (∂C∗/∂β > 0). That is, for β high, the bor-

rower must pledge substantial amounts of collateral.

(Recall that we have assumed that the borrower has

a “sizeable amount of assets.” If this is not the case,

the good borrower may not be able to signal her type

as well as is described here.)

• The good borrower must pledge more collat-

eral, the stronger the asymmetry of information

(∂C∗/∂q < 0). Here, keeping p constant, consider

the impact of a decrease in q (keeping Assump-

tion 6.1 satisfied, though) on the level of collateral.

Investors are more concerned by the borrower’s type

when q is small; in contrast, C∗ tends to 0 (and R∗b
to RG

b ) when q tends to p, as we would expect.

Note, however, that this positive covariation

between collateralization and informational asym-

metry holds under the assumption that both

types are creditworthy in the absence of collateral

(Assumption 6.1). Suppose in contrast that a bad

borrower never succeeds: q = 0.47 Then the good

borrower does not need to pledge any collateral in

order to signal her type. So, the positive covariation

46. The good type offering {R∗b , C∗} and the bad type offering
{RB

b ,0} is therefore a (perfect Bayesian) equilibrium. To complete the
description of this separating equilibrium, specify, for example, that
any “off-the-equilibrium-path” contract, that is, any contract that dif-
fers from these two contracts, is perceived by the capital market as
emanating from the bad borrower.

47. q = 0 is admittedly an extreme case because the bad borrower
does not strictly gain from pooling with the good borrower even in the
absence of collateral pledging. But the reasoning holds more generally
for q small.

between collateralization and informational asym-

metry, which is a nice testable implication of the

theory, does not hold in general. Its testing requires

some conditioning, whose validity may be difficult

to assess empirically.

Lastly, let us note another testable implication of

the theory: good borrowers pledge more collateral

than bad ones (here, the bad borrower pledges no

collateral at all). This testable implication is fragile

as well, since we know from Section 4.4 that, under

symmetric information and moral hazard, it may be

the case that only a bad borrower pledges collat-

eral; for, a borrower may need to make up for his

lack of pledgeable income by offering some costly

collateral. So, the positive covariation between the

project’s NPV and the degree of costly collateraliza-

tion is contingent on the source of the agency cost

(adverse selection rather than moral hazard). The

empirical evidence (Berger and Udell 1990; Booth

1992) tends to support the view that good borrowers

post less collateral.

Full analysis. The analysis above is incomplete in

two respects.

First, we implicitly assumed that the only way for

a good borrower to separate from a bad one is to

offer some costly collateral in the case of failure.

Could the borrower signal her type in other ways?

Other departures from the symmetric-information

contract are (i) a random probability of financing of

the investment, (ii) a positive amount of collateral

in the case of success, and (iii) a positive reward for

the borrower in the case of failure. Intuitively, the

borrower’s offering to receive a reward in the case

of failure should make the investors suspect that

the borrower has a high probability of failure and

thus should not be a good signaling device. Neither

should a random probability of financing be, since a

good borrower values undertaking the project more

than a bad one. Finally, and as we have already ar-

gued, a positive collateral in the case of success is

less costly to a bad type than to a good type and

is thus not a good signaling device. Section 6.7 al-

lows for the possibility of separating via means other

than collateral pledging. It shows that it is indeed ef-

ficient for the good borrower to pledge collateral in
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the case of failure, if she wants to separate from the

bad one.48

Second, we have not yet investigated uniqueness.

There might exist other separating, pooling, or hy-

brid equilibria. Section 6.7 shows that the allocation

{R∗b , C∗} for the good type and {RB
b ,0} for the bad

type is the unique (perfect Bayesian) outcome when

the capital market’s prior belief that the borrower

is good is lower than some threshold, that is, if and

only if49

α � α∗ for some α∗, 0 < α∗ < 1.

Remark (signaling through weak entrenchment). As

was shown in Section 4.3.6, “posting one’s job as

collateral” is formally akin to posting more familiar

forms of collateral. Assume that the manager has

private information about her quality rather than

about the quality of the current project. A good man-

ager would like to convey her information to in-

vestors. Because a good manager is more likely than

a bad one to deliver a high performance and see

her appointment renewed, she can use a low degree

of entrenchment, in the sense of a low protection

against managerial turnover, to signal her quality.

In practice, the composition of the board of direc-

tors and the design of takeover defenses affect the

ease with which shareholders can remove existing

48. Technically, the separating allocation {R∗b , C∗} for the good type
and {RB

b ,0} for the bad type is the “low-information-intensity opti-
mum,” that is, the allocation that maximizes the good borrower’s util-
ity subject to the investors’ breakeven condition (or, more generally,
subject to the capital market not losing money on any type) and to the
bad borrower not receiving a rent.

49. Intuitively, the only way for the good type to obtain a higher
utility than that of the separating allocation is to relax the mimicking
constraint by letting the bad borrower obtain more than Ṽ when mim-
icking. This implies, however, that the investors lose money on the bad
borrower (and thus the bad borrower must pool with the good one).
The cross-subsidization is, however, costly to the good borrower, as
the profit made by investors on the good borrower must offset their
loss on the bad borrower times the ratio (1 − α)/α of bad to good
borrowers.

Note furthermore that the good borrower can guarantee herself the
separating payoff pR∗b . (The following reasoning paraphrases that in
the supplementary section for the reader who will have skipped that
section.) It suffices that she offers a pair of options {R∗b , C∗} and
{RB

b ,0}, from which she will choose after the investors agree to finance
the project. The investors are guaranteed to break even regardless of
the borrower’s type, since the good borrower will choose {R∗b , C∗}
from (6.5), and the bad borrower will choose {RB

b ,0} from the program
above. On the other hand, if α is high, it becomes optimal for the good
borrower to pool with the bad one: see Section 6.7 for a description as
well as for a computation of the best equilibrium for the good type.

management. Furthermore, managerial turnover is

(both theoretically and empirically) associated with

bad news about firm performance. In this context, a

good manager, who is less likely to fail, bears a lower

cost from jeopardizing her job in the case of failure

than a bad one. Thus, weak protection against man-

agerial turnover is an effective signaling device.

The previous analysis of collateral pledging

showed that a good borrower both demands a higher

reward Rb in the case of success and posts a higher

level of collateral in the case of failure. Relabeling

the variables, the analysis thus also predicts a nega-

tive covariation between managerial equity and job

protection: a confident manager will opt both for low

job protection, as we just argued, and high-powered

incentives (i.e., high sensitivity of compensation to

performance).50 This prediction seems to be sup-

ported empirically; in particular, Subramanian et al.

(2002) find that managers with the steeper incen-

tives are also more likely to be fired after a poor

performance.

Application 6: Short-Term Maturities

Chapter 5 showed that firms that generate too little

cash flow to meet their liquidity needs do not want

to adopt a wait-and-see attitude but rather should

secure resources early on in order not to face credit

rationing at intermediate stages. This section shows

that in a situation of asymmetric information about

the firm’s prospects, a firm may want to signal its

creditworthiness by securing less resources (liquid-

ity) for the future than would be efficient under

symmetric information. In essence, a good borrower

can convey that she is confident about the firm’s

prospects and that she is not afraid of going back

to the capital market at an intermediate stage.

Let us consider the following variant of the model

of debt maturities set up in Section 5.2. At date 0

the entrepreneur has a project of fixed size I, has

wealth A, and must borrow I − A. At date 1, the in-

vestment yields a deterministic and verifiable short-

term (date-1) profit r > 0. With probability λ, contin-

uation requires reinvesting ρ (the liquidation value

50. This assumes that the manager does not have so much cash
on hand that her number of shares allows her to control the board
of directors. If this were the case (e.g., as in family firms), then high
stakes would also be associated with strong entrenchment.
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is equal to 0); with probability 1 − λ, continuation

requires no reinvestment.51

In the case of continuation, the firm at date 2

yields R in the case of success and 0 in the case of

failure. The probability of success ispH in the case of

good behavior andpL = pH−∆p in the case of misbe-

havior (which yields private benefit B). Moral hazard

is introduced in order to create an entrepreneurial

rent from continuation, or, equivalently, a cost for

the entrepreneur associated with early termination.

Put differently, moral hazard introduces a friction in

the date-1 refinancing market. Let

ρ1 ≡ pHR and ρ0 ≡ pH

(

R − B
∆p

)

denote the continuation NPV and pledgeable income,

respectively.

Assume that

min{ρ1, r} > ρ > ρ0.

The left inequality states that, viewed at date 1,

continuation is always a positive-NPV proposition

(ρ1 > ρ) and that the short-term income suffices to

meet the liquidity shock (r > ρ). The right inequality

implies that in the absence of retentions (date-1 in-

come that is not redistributed to investors) or credit

line, the borrower cannot meet the liquidity shock

by returning to the capital market (ρ > ρ0). Finally,

assume that the project cannot be financed in the

absence of a positive probability of continuation,

I > A+ r ,
and that the project has a positive NPV,

r + ρ1 − λρ > I.
Figure 6.1 summarizes the timing.

Symmetric information. We will consider an asym-

metry of information about the probability λ of a

liquidity shock. But suppose, first, that the entrepre-

neur and the investors are symmetrically informed,

and that

I −A � r + ρ0 − λρ,
which implies that investors are willing to finance

the project even with certain continuation.

51. As usual, the entrepreneur is risk neutral and protected by lim-
ited liability; and the investors are risk neutral and demand a 0 rate of
return.

Entrepreneur
has wealth A
and fixed-size
investment
project I − A.

• ••
Moral
hazard
( p = pH
or pL).

Short-run
income r.

•
Outcome:
success (R)
or failure (0).

If reinvestment

Reinvest-
ment need
(prob.    ) or 0
(prob.  1 −    ).

ρ
λ

λ

10

Figure 6.1

Let us show that, under symmetric information,

the contract between the investors and the entre-

preneur allows the latter to always bring the project

to completion, and that this optimum can be imple-

mented by a level of short-term debt

d � r − (ρ − ρ0),

a reinvestment of remaining earnings, if any, in

bonds (yielding a zero rate of interest at date 2), a re-

ward Rb for the entrepreneur in the case of success,

and the remaining income going to the investors at

date 2.

Letting x denote the probability of continuation

in the case of a shock, the NPV is

Ub = r + [1− λ+ λx]ρ1 − λxρ − I.
Hence, x = 1 is optimal. The condition

d � r − (ρ − ρ0)

allows continuation even in the case of a liquidity

shock: the borrower can use retentions (r − d) to-

gether with what can be raised in the capital market

(ρ0) to meet shock ρ.

Asymmetric information. Assume now that the in-

vestors are imperfectly informed about the probabil-

ity of shock. This probability is

λ with probability α,

λ̃ > λ with probability 1−α.
The entrepreneur knows which obtains. Assume that

even the bad borrower (whose probability of a shock

is λ̃) can continue with probability 1 under symmet-

ric information:

I −A � r + ρ0 − λ̃ρ.
Thus the good borrower is concerned solely by cross-

subsidies to the bad one.
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We focus (without loss of generality) on contracts

specifying a short-term debt d ∈ [0, r ] at date 1, a

reward R+b � B/∆p in the case of no shock and suc-

cess, and a reward R−b = B/∆p in the case of a shock,

continuation, and success (R+b and R−b are the only

incomes received by the entrepreneur, who receives

nothing in the case of failure or early termination).

Intuitively, large rewards R−b (i.e., in excess of the in-

centive payment B/∆p) in the case of a shock, con-

tinuation, and success are relatively more attractive

to the bad borrower and so will not be used by the

good borrower, who has a relative preference for be-

ing rewarded more in the absence of shock. The ra-

tionale for focusing on such contracts as well as the

equilibrium analysis are provided in Section 6.8. The

main predictions of the model are as follows:

(i) In a separating equilibrium the bad borrower

gets her symmetric-information allocation and

therefore continues with probability x = 1. By

contrast, the good borrower uses a suboptimally

low probability of continuation in order to sep-

arate from the bad borrower: x < 1. Liquidation

is as costly to her as to a bad borrower when a

shock occurs but is relatively less costly overall,

as the shock occurs less often.

(ii) The good borrower grants herself a higher

reward R+b in the absence of a shock and in the

case of success than under symmetric informa-

tion: because she reduces her liquidity hoard-

ing relative to the symmetric-information case,

investors are willing to increase her compensa-

tion. But, as usual, the good borrower is worse

off than under symmetric information; she sac-

rifices continuation, which is a more efficient

“currency,” that is, a more efficient form of “pay-

ment” to the entrepreneur than monetary com-

pensation (as long as ρ < ρ1 and R+b � B/∆p).

(iii) There exists a threshold α∗ such that the sepa-

rating equilibrium described above is the unique

equilibrium whenever α � α∗. Other equilibria

exist when α > α∗; they involve some pooling

and are preferred by both types to the separat-

ing equilibrium.

Returning to the first implication, the discrete-

shock model has a slightly awkward feature: the

random probability of continuation in the case of

a shock. This can be implemented either through a

“random credit line” or, equivalently, through a “ran-

dom debt”: d � r − (ρ − ρ0) with probability 1 − x
(precluding reinvestment in the case of a shock since

ρ+d > r +ρ0) and d < r − (ρ−ρ0) with probability

x. In this sense, the debt is larger than under sym-

metric information (for which x = 1). The particular

conclusion of a stochastic debt is rather unrealis-

tic, but it is an artefact of the discrete-shock ver-

sion: with a continuum of shocks (a continuous dis-

tribution F(ρ) as in Chapter 5), the short-term debt

d for the good borrower is deterministic and larger

than under symmetric information (we leave it to the

reader to demonstrate this property).

Relationship to the literature. The idea that short-

term debt can be used as a signal of high-quality bor-

rowing, which was first explored in a different con-

text by Diamond (1991, 1993),52 relates to a more

general theme in the economics of adverse selec-

tion. Namely, (costly) short-term contracting may be

a way of signaling that one is confident about the

future and that one does not fear having to recon-

tract at later stages. In Aghion and Bolton (1987), a

supplier has superior information about the proba-

bility of entry of a competitor and would like to sig-

nal that this probability of entry is low in order to

obtain better terms of trade when contracting today

with buyers. Aghion and Bolton show that the sup-

plier can signal to buyers that entry is unlikely by

offering a contract specifying no penalty for breach

if the buyer later switches to a different supplier;

this is, in essence, a short-term contract. The point

is that imposing no penalty for breach is less costly

to the supplier when the probability of entry by a

rival is small and so the “sorting condition” is satis-

fied. Hermalin (2002) considers a labor relationship

in which a long-term contract between an employer

and an employee specifying a penalty for breach in-

duces the employer to provide general purpose on-

the-job training to the employee. Hermalin shows

that a worker with private information about her tal-

ent may want to signal a high talent by offering no

52. Ross (1977) also modeled debt as a signal of quality. Ross’s
model was not concerned with the maturity structure, but rather with
the cost imposed on managers by bankruptcy. Under costly bank-
ruptcy, issuing debt is relatively less costly for a borrower who knows
that the probability of low profit is small.
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penalty for breach in order to prove that she is not

afraid of going back to the labor market, even though

such a short-term contract deprives her of on-the-

job training. In Diamond (1991), a borrower enters

into a short-term borrowing contract in order to sig-

nal her creditworthiness. Diamond’s model, unlike

the one considered here, assumes that cash flows

are not verifiable (but they are observable). Diamond

shows that borrowers with high (respectively, inter-

mediate, low) ratings use short- (respectively, long-,

short-) term debt, where the rating refers to the ex

ante probability of a good type.53

Finally, we have assumed, as elsewhere in this

book, that entrepreneurs are rational. Landier and

Thesmar (2004) study a competitive credit mar-

ket in which optimistic and realistic entrepreneurs

coexist. To some extent, optimistic entrepreneurs

are akin to the confident borrowers (p-borrowers)

of our adverse-selection model. Indeed, optimistic

borrowers in Landier and Thesmar opt for shorter

debt maturities than realistic entrepreneurs, as they

(mistakenly) believe that they are unlikely to face dif-

ficult circumstances; relatedly, they are more will-

ing to transfer control in such circumstances (for

contingent transfers of control, see Chapter 10).

Some features are different in a behavioral world,

though. First, investors obviously pay the optimistic

entrepreneurs “with dreams,” yielding abnormally

low returns to entrepreneurship (investors, however,

do not benefit from the entrepreneurs’ irrationality,

since competition in the financial market drives in-

vestor profits to 0). Second, contracts may end up be-

ing contingent on variables that the borrower has no

control over, violating a standard principle of agency

theory.54 Landier and Thesmar test their model on

French entrepreneurship data and find a positive

53. Similar ideas have also been expressed in a screening setup, i.e.,
a setup in which the uninformed parties make the offers. In particu-
lar, in Michelacci and Suarez (2004), firms post employment contracts
and learn the workers’ abilities only after the workers have taken the
job. Fixing the wage in advance has the benefit of eliminating holdup
problems associated with bargaining after relationship-specific invest-
ments have been sunk by the parties. Alternatively, the firms can
leave scope for recontracting or bargaining; this helps them address
the adverse-selection problem, as high-ability workers, whose wage is
higher under ex post bargaining than that of low-ability workers, may
find such open-ended contracts more attractive than a fixed-wage con-
tract. As a result, contracts tend to be too open-ended, which reduces
aggregate income.

54. Namely, the sufficient statistic theorem (see Chapter 3).

correlation between optimistic expectation errors

(that they measure by comparing reported entrepre-

neurial expectations on future business growth and

actual performance) and the use of short-term debt.

Application 7: Payout Policy

Large and well-established firms distribute a sub-

stantial fraction of their earnings in payouts (divi-

dends and stock repurchases). For example, in 1999,

U.S. corporations paid $350 billion in dividends and

repurchases, plus an extra $400 billion on liquida-

tion dividends associated with mergers and acquisi-

tions. Indeed, most firms pay dividends while also

raising debt or equity.

Payout behavior exhibits well-known patterns.55

A key pattern for this chapter is that payout an-

nouncements affect stock prices and convey infor-

mation beyond that contained in earnings announce-

ments. The firm’s stock price substantially increases

(respectively, decreases) upon the announcement of

an increase (respectively, decrease) in payout. This

reaction is particularly strong for low-capitalization

firms. All this suggests that dividends convey infor-

mation held by the firm’s insiders, but not by the

stock market. This application focuses on this pat-

tern and more generally on the level of payout; it

thereby neglects interesting questions related to the

choice of payout structure between dividends and

share repurchases.56

Financial economists have repeatedly argued that

dividends are used by a firm’s insiders as signals.

In particular, Bernheim and Wantz (1995) provide

evidence that dividends are often motivated by sig-

naling concerns rather than a disposal of free cash

55. See, for example, Allen and Michaely (1995, 2004) for exhaus-
tive overviews and Karpoff and Thorley (1992) for a brief survey of the
main facts. A large literature has been preoccupied with the firms’ mo-
tivation to pay dividends, whether for signaling or for other reasons.
Papers in this strand of research include Allen et al. (2000), Araujo
et al. (2004), Benartzi et al. (1997), Bernheim (1991), and Healy and
Palepu (1988).

56. A well-known puzzle is why corporations have traditionally fa-
vored dividends even in countries where the latter are taxed at the
ordinary tax rate while share repurchases are taxed on a capital gain
basis, which, combined with the ability to postpone the realization of
capital gains, results in a lower effective tax rate (share repurchases
caught up with dividends in the late 1990s).

Another interesting fact is that dividends are smoother (vary less
over time) than share repurchases. Theories of why firms may opt for
dissipative dividends include Ofer and Thakor (1987) and Hausch and
Seward (1993).
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Contract.

• ••
Deterministic short-
term earnings r accrue.
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τ
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Figure 6.2

flows. While interesting, the theoretical literature

on dividends as signals is not without conceptual

difficulties, though (accordingly, payout theory is

still a little unsettled even though useful insights

have already been gleaned): most papers, including

the seminal ones (e.g., Bhattacharya 1979; John and

Williams 1985; Miller and Rock 1985), assume that

(a) managers select dividends and (b) their choice

aims at maximizing some weighted average of the

firm’s current value and its true value. In practice,

dividends are announced by the board of directors;

and, especially, managers react to the incentives that

have been designed for them, and so one cannot ad-

dress the determination of the payout policy with-

out also investigating that of managerial incentive

schemes (Dybvig and Zender 1991).

Consider the tradeoff facing a manager when she

proposes to shareholders a level of payouts (let us

call these from now on “dividends”). Managers’ mon-

etary compensation is directly affected by the pay-

out; how much so depends on how frontloaded or

backloaded the managerial compensation scheme is

(that is, how aligned it is with the welfare of current

versus future shareholders); for example, incentives

that would be based on the long-term value of the

shares would discourage managers from proposing

dividends. Of course, and as was already noted, this

front- or backloading is endogenous, and therefore

the direct effect can be controlled through the design

of the managerial compensation scheme.

Besides this direct effect, dividend distribution

also has an indirect impact on managerial welfare to

the extent that it conveys information about man-

agerial performance or about the state of the firm.

The distribution of dividends may be costly for sev-

eral reasons (even ignoring tax considerations). First,

dividends drain cash out of the firm and therefore

reduce the amount that is reinvested or else used

as cushion for the future (which, as we know from

Chapter 5 or the previous application, are useful

when there is a cost of outside finance). Second,

it may be costly to gather the cash: for example,

illiquid assets with value initially known only by

the managers may need to be sold, securitized, or

certified creating a dissipative cost. Despite these

costs, managers may be under pressure to propose

dividends. First, and in a logic similar to that of

Application 6, managers may want to signal that

they are confident that they will not need a large

financial cushion in the future, making the share-

holders more prone today to permit the continua-

tion of operations or even to reinvest in the firm.

Second, and as we will see in Chapter 7, managers

may be keen to use dividends to demonstrate the

existence/reality of cash (or valuable assets) when

their job is at stake; that is, we would expect firms

to disgorge more cash when there is a threat of CEO

employment termination.

We will content ourselves with an analysis of divi-

dend payments in a situation described in Figure 6.2,

in which the entrepreneur learns information about

the marginal benefit of investment and therefore of

retained earnings. (A very similar analysis can be

performed for the case in which the manager pri-

vately observes earnings.)

The model is the standard fixed-investment one.

There is no asymmetry of information at the con-

tracting date, date 0. The date-1 earnings r can be

used to pay a dividend d or to reinvest J in the

firm: r = d + J. Reinvestment increases the prob-

ability of success by τi(J), where i ∈ {G,B} is pri-

vately learned at date 1 by the entrepreneur: i = G
with probability α and i = B with probability 1− α.

A higher reinvestment increases the probability of
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success:

τ′i > 0.

That i = G corresponds to good news about prof-

itability can be expressed as

τG(J) > τB(J) for all J.

For simplicity, we assume that, due to indivisibil-

ities in the reinvestment function,

J ∈ {0, r}.

That is, it is optimal to reinvest all or none of the

earnings. Let us first assume that reinvestment is

useful only if i = B:

[τB(r)− τB(0)]R > r > [τG(r)− τG(0)]R.

Moral hazard is described as usual: the entrepre-

neur chooses between pH (no private benefit) and pL

(private benefit B).

We look at the case in which the contract involves

reinvestment when i = B and none when i = G. This

will be the case if α is not too large or if the benefits

from reinvestment when i = B are substantial.57

The NPV is then given by

NPV = α[r + [pH+τG(0)]R]+ (1−α)[pH+τB(r)]R.

Let us first obtain the pledgeable income, as-

suming as usual that inducing effort is optimal.

Let Rr
b � B/∆p and R0

b � B/∆p denote the entrepre-

neur’s rewards in the case of success when the entre-

preneur distributes dividend d = r and does not dis-

tribute any dividend, respectively (the rewards in the

case of failure can without loss of generality be set

equal to 0). For the entrepreneur to distribute short-

term profit r when i = G, she must be rewarded with

a short-term payment r r
b when she offers to pay div-

idend d = r . Incentive compatibility relative to divi-

dend payment when i = G requires that

r r
b + [pH + τG(0)]Rr

b � [pH + τG(r)]R0
b .

Conversely, the entrepreneur must choose to re-

invest when i = B:

[pH + τB(r)]R0
b � r r

b + [pH + τB(0)]Rr
b.

57. Otherwise, the optimal (deterministic) policy would be a manda-
tory dividend policy (d = r ), which is equivalent to the existence of
short-term debt.

This latter incentive constraint will later be shown to

be nonbinding for the determination of the pledge-

able income. The investors’ expected gross return is

α[(r − r r
b)+ [pH + τG(0)](R − Rr

b)]

+ (1−α)[pH + τB(r)](R − R0
b).

Using the incentive constraint relative to dividend

payment when i = G as well as the minimum stake

B/∆p for the rewards, the pledgeable income, that is,

the highest expected income that can be pledged to

investors while satisfying the various incentive con-

straints, is

P∗ ≡ α
[

r + [pH + τG(0)]R − [pH + τG(r)]
B
∆p

]

+ (1−α)[pH + τB(r)]
(

R − B
∆p

)

.

Let us now show that a simple incentive scheme

specifying managerial equity shares s1 and s2 in pe-

riods 1 and 2, respectively, induces management to

propose the proper state-contingent dividend.

At date 2, the entrepreneur must hold a fraction,

s2 � B/∆p
R

,

of the shares in order to exert effort. Because r r
b =

s1r , the dividend is paid in state i = G if

s1r + s2[pH + τG(0)]R � s2[pH + τG(r)]R

⇐⇒ s1r � s2[τG(r)− τG(0)]R.

Thus, s1/s2 must exceed some threshold θ∗ in order

to induce dividend payments:

s1

s2
� θ∗ ≡ [τG(r)− τG(0)]R

r
.

This threshold θ∗ is lower than 1 since r >
[τG(r) − τG(0)]R. Conversely, s1/s2 should not ex-

ceed some other threshold θ∗∗ > 1, otherwise there

would be a dividend payment even when i = B:

s1

s2
� θ∗∗ ≡ [τB(r)− τB(0)]R

r
.

Incentives must be properly balanced.58

Let us now return to the computation of the

pledgeable income. This upper bound on what can

58. We cannot in general conclude whether s1 should be larger or
smaller than s2. However, in the case in which pledgeable income is
very scarce, i.e., when P∗ is only slightly above I −A, then s1 < s2.
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be promised to investors while preserving the entre-

preneur’s incentive to exert effort and to distribute

dividends efficiently holds only if the ignored con-

straint (that relative to the absence of dividend pay-

ment when i = B) is satisfied. To show that P∗ can

be obtained, let

s2 = B/∆p
R

and s1 = θ∗s2.

Then the investors’ expected gross return is indeed

P∗ and because s1/s2 < θ∗∗, the ignored constraint

is indeed satisfied.

Finally, we can illustrate the positive stock price

reaction to a dividend announcement despite the fact

that a dividend signals poor reinvestment prospects,

and not only a high value of assets in place. The ex

ante value of a share is

V0 = α[r + [pH + τG(0)]R]+ (1−α)[pH + τB(r)]R.

Upon announcement of a dividend, the value jumps

to

V1 = r + [pH + τG(0)]R.

Thus

V1 − V0 = (1−α)[r − [τB(r)− τG(0)]R],

and so

V1 > V0 ⇐⇒ r > [τB(r)− τG(0)]R.

But

τB(r) < τG(r) and r > [τG(r)− τG(0)]R

by assumption. Thus, V1 indeed exceeds V0 (and con-

versely upon an announcement of no dividend).

In the case in which reinvestment is profitable

only if i = G, the stock price reaction to a divi-

dend announcement is a fortiori positive, because

the dividend then signals both a high value of as-

sets in place and a profitable reinvestment. One can

also construct cases, though, in which a dividend an-

nouncement is accompanied with a negative stock

price reaction. If the capital market is not uncertain

about the value of assets in place, and, provided that

finding new investment opportunities is not subject

to managerial moral hazard and that proper man-

agerial incentives have been designed, then a divi-

dend is a signal that the manager was unable to find

an attractive reinvestment opportunity.

Application 8: Diversification and

Incomplete Insurance

Leland and Pyle (1977), in one of the pioneering pa-

pers in the signaling literature, consider a situation

in which a risk-averse entrepreneur has a substantial

stake (perhaps the entire stake) in her firm and wants

to diversify her portfolio. The issuance of claims is

thus not necessarily motivated by the desire to un-

dertake a new project or to expand an existing one.

Rather, gains from trade result from risk sharing

with investors who are less exposed to the firm’s

specific risk or have a higher risk tolerance.

Diversification may, however, be costly due to ad-

verse selection. To illustrate this, suppose that in-

vestors are risk neutral with respect to the firm’s

risk, say, because the firm’s risk is idiosyncratic (i.e.,

is specific to the firm and not governed by economy-

wide fluctuations) and can be diversified away. Un-

der symmetric information about the firm’s charac-

teristics and in the absence of moral hazard, the

entrepreneur optimally obtains full insurance and

the risk attached to the firm’s income is fully borne

by the investors. This is, in general, not so under

asymmetric information, since investors are con-

cerned that they might be purchasing a “lemon.” In

a nutshell, a good borrower is willing to bear risk in

order to “demonstrate” that she is confident about

the firm’s prospects. Although imperfect diversifica-

tion has a cost, it allows a good borrower to obtain

a better price for the claims she issues.

We develop the Leland–Pyle model in an opti-

mal contracting framework similar to that of Stiglitz

(1977) and Rothschild and Stiglitz (1976). We use the

privately-known-prospects model (see Section 6.2),

in which the entrepreneur has no initial cash (A = 0)

and the following twists are added:

• there is no need for financing (I = 0), that is, the

entrepreneur’s resorting to investors is solely

motivated by diversification or insurance con-

cerns;

• while the investors are risk neutral, the entre-

preneur is risk averse (this is the only time we

invoke risk aversion in this chapter); the entre-

preneur has increasing and strictly concave util-

ity function U(w), where w is her final wealth.
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As in the rest of this chapter, the entrepreneur

initially owns the firm entirely and issues claims to

investors.

Symmetric information. Under symmetric infor-

mation about her type, the good borrower would of-

fer to receive income RS
b in the case of success and

RF
b in the case of failure so as to maximize her utility

subject to the investors’ breakeven constraint:

max
{RS

b,R
F
b}
{pU(RS

b)+ (1− p)U(RF
b)}

s.t.

p(R − RS
b)+ (1− p)(−RF

b) � 0.

As is well-known, the solution to this program pro-

vides the entrepreneur with full insurance:

RS
b = RF

b = RG
b ,

where

RG
b = pR.

That is, the good entrepreneur receives a constant

income equal to the firm’s expected income pR.

Similarly, under symmetric information, the bad

borrower contracts for a constant income RB
b given

by

RB
b = qR < RG

b .

To summarize the symmetric-information case, the

entrepreneur sells out her entire stake in the firm

at a price equal to the firm’s expected income, pR
for the good type and qR for the bad type.59 The

symmetric-information solution is represented by

points G and B on the 45◦ line in Figure 6.3. This dia-

gram depicts allocations in the space of borrower

incomes {RS
b, R

F
b}. The no-contract outcome is the

point R = (R,0) and is the same for both types.

Asymmetric information. The good borrower

can no longer obtain a constant income equal to

RG
b under asymmetric information. If this were so,

the bad borrower could guarantee herself a rent

equal to RG
b − RB

b = (p − q)R over her symmetric-

information utility by mimicking the good borrower.

Investors would lose (1−α)(RG
b − RB

b) on bad bor-

rowers, which they would need to recoup on good

ones.

59. Needless to say, the entrepreneur would not sell her entire stake
if we reintroduced moral hazard. We ignore moral hazard for exposi-
tional simplicity, but the conclusions are robust to its presence.

Bad borrower’s
indifference curve

•

•

•

•
Good borrower’s

indifference curves

G

B
S

R

Zero-profit line 
for the good type 
( pRb + (1 − p)Rb
                = pR)

Zero-profit line 
for the bad type 
(qRb + (1 − q)Rb
               = qR)

S F

Rb
F

S F

Rb
S

Figure 6.3

Consider now the problem of maximizing the

good borrower’s utility subject to the investors’

breaking even on that borrower, and to the good

borrower’s allocation not being preferred by the

bad borrower to her symmetric-information alloca-

tion (that is, to the constraint that the bad bor-

rower obtains no rent over his symmetric-informa-

tion payoff):

max
{RS

b,R
F
b}
pU(RS

b)+ (1− p)U(RF
b)

s.t.

p(R − RS
b)+ (1− p)(−RF

b) � 0,

qU(RS
b)+ (1− q)U(RF

b) � U(RB
b).

That both constraints in this program must be

binding can be inferred from Figure 6.3. The allo-

cation {RS
b, R

F
b} must be below the bad borrower’s

indifference curve passing through point B, and be-

low the zero-profit line corresponding to the good

borrower. A key property is that the good borrower’s

indifference curves have higher absolute slopes than

the bad borrower’s indifference curves at any given

point.60 That is, the good borrower requires a higher

60. At an arbitrary point {RS
b, R

F
b}, the slope is equal (in absolute

value) to
p

1− p
U ′(RS

b)
U ′(RF

b)

for the good borrower and

q
1− q

U ′(RS
b)

U ′(RF
b)

for the bad borrower.
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increase in her income in the case of failure for a

given decrease in her income in the case of success

to keep her utility constant, compared with the bad

borrower. In other words, the good borrower is less

eager to obtain insurance because she has a higher

probability of success than a bad borrower.

The solution of the program is therefore obtained

by taking the intersection of the two constraints and

is depicted by point S in Figure 6.3, where “S” stands

for “separating” equilibrium. It is indeed an equilib-

rium for the bad borrower to sell out at price RB
b and

obtain full insurance (that is, choose point B) and for

the good borrower to limit her portfolio diversifica-

tion to point S.61

The properties of the separating allocation ana-

lyzed above fit with the general theme that a good

borrower tries to signal good prospects by increas-

ing the sensitivity of her own returns to the firm’s

profit. She concomitantly reduces the sensitivity of

the investors’ return to the firm’s profit relative to

the symmetric-information optimum.

Determinants of diversification. Keeping p con-

stant, when the bad borrower’s probability of suc-

cess q decreases, point B in Figure 6.3 moves down

along the diagonal, and so point S moves away from

the full insurance point G and closer to the no-

insurance point R = (R,0) on the investors’ zero-

profit line for the good borrower, and so the good

borrower diversifies less.

Note also that a limited diversification is good

news about the firm’s prospects since only good bor-

rowers are willing to bear the associated risk. Thus,

in a more general model in which the entrepreneur

initially owns a fraction of, but not the entire, equity,

the news that the entrepreneur sells her entire stake

in the firm generates a negative stock price reaction.

Put differently, a limited equity offering creates a

positive stock price reaction.

Full analysis. A direct application of the results

obtained in the supplementary section shows that

the allocation {S,B}, that is, S for the good borrower

and B for the bad one, is “interim efficient” if and

only if the proportion of good borrowers lies below

61. To avoid the possibility that either type prefers to offer an al-
location outside {B, S}, it suffices to specify that such an allocation
would generate the belief that the borrower is a bad borrower.

some threshold α∗, where

0 < α∗ < 1.

Thus, the separating allocation {S,B} with sub-

optimal diversification for the good borrower is the

unique (perfect Bayesian) equilibrium for α � α∗.

Application 9: Underpricing

There is substantial evidence of underpricing in IPOs

and SEOs.62 There are multiple interpretations for

this underpricing (see Ritter (2003) for an overview).

The most common one, mentioned in the introduc-

tion to this chapter and in Section 2.4.2, refers to

a specific design for selling the securities combined

with asymmetric information among investors, giv-

ing rise to a concern about the “winner’s curse.” An-

other theory suggests that underpricing stems from

collusion between the investment bank underwrit-

ing (and thereby certifying) the issue and institu-

tional investors against naive entrepreneurs.63 This

section develops a signaling explanation.

Underpricing is a most primitive signaling device,

used only when a good borrower does not have

cheaper means of setting herself apart from a bad

one.

We illustrate the possibility of underpricing in

a model in which only good borrowers are credit-

worthy under symmetric information. The model is

the privately-known-prospects model, except that

we assume that the borrower initially has cash A
(A > 0 will play an important role in the signaling

behavior, as we will see), and the following.

62. See, for example, Ibbotson (1975), Ibbotson and Jaffe (1975), Rit-
ter (1984), and Smith (1977), who provide evidence of underpricing for
both unseasoned and seasoned issues. For unseasoned issues, Ibbot-
son found an average discount relative to the aftermarket price of
11.4%; Ibbotson and Jaffe estimate the average discount at 16.8%.

63. There is also a potential for collusion against more naive in-
vestors; for instance, in a hot market, stakes are high and investment
banks’ reputational constraints are less effective.

There is a large literature as well as an empirical controversy as
to whether issuers and investment bankers underprice as an insur-
ance against the threat of litigation risk. For example, Titnic (1988)
indeed found that underpricing increased following the enactment of
the 1933 Securities Act, which increased litigation risk. In contrast, Zhu
(2004) finds an increase in IPO underpricing following the 1995 enact-
ment of the Private Securities Litigation Reform Act, which made liti-
gation harder. See, for example, Zhu (2004) and Lowry and Shu (2002)
for a discussion of the econometric issues in measuring the impact of
the litigation threat.



6.3. Dissipative Signals 263

Assumption 6.2. Only the good borrower is credit-

worthy:

qR < I −A < pR.
That is, the pledgeable income exceeds the fund-

ing need, I −A, only for the good borrower.

If investors knew the borrower’s type, the good

type, who would be the only one to be financed,

would offer to keep RG
b in the case of success, where

RG
b is such that the issue is sold at par:64

p(R − RG
b ) = I −A.

Assumption 6.3. A < qRG
b .

Assumption 6.3 can be interpreted in the fol-

lowing way. The condition A < qRG
b states that the

bad borrower would be willing to commit her en-

tire wealth in order to have access to the contractual

terms obtained by the good borrower under sym-

metric information. This condition means that the

bad type is eager to pool with the good type and

will imply that the good type’s utility is reduced by

the asymmetry of information, or, in other words,

that the good type would be strictly better off if she

could disclose credible information about the qual-

ity of borrowing.

We proceed heuristically. Formal results are

stated below and proved in Section 6.9. Can a good

borrower get funded by offering contractual terms

that are both unappealing to a bad type, who would

then prefer not to be funded, and allow lenders

to break even? As we have seen, such separation

requires that the good borrower be less greedy

than under symmetric information and thus offer

Rb < RG
b . The highest reward that is unappealing to

a bad borrower, R∗b , is given by

qR∗b = A. (6.6)

Note that (6.6) assumes that the borrower commits

her entire wealthA. The intuition as to why this must

be so is that the good borrower wants to pledge as

much as possible as a signal that she is confident

about future returns.

Are investors willing to finance the project when

the borrower offers to bring in her entire wealth

64. Again, this contract is not uniquely optimal: any contract speci-
fying nonnegative rewards for the manager and letting investors break
even will do.

and demands a reward equal to R∗b (or slightly less)?

“Knowing” that this offer can only emanate from a

good borrower, the investors’ expected profit is

p(R − R∗b )− (I −A) = p(RG
b − R∗b ) > 0. (6.7)

So, the issue is not only subscribed. It is also under-

priced, i.e., investors more than break even. This

means that there must be rationing at the issuance.65

In a sense, the good borrower “burns money” (here

in the sense of leaving money on the table) in or-

der to signal to investors that they are buying into a

high-quality loan.

Determinants of underpricing. In the range of pa-

rameters satisfying Assumptions 6.2 and 6.3, under-

pricing is equal to p(RG
b − R∗b ) in absolute terms and

to

p(RG
b − R∗b )

p(R − RG
b )

= p(RG
b − R∗b )
I −A

= pR − I − ((p − q)/q)A
I −A

in relative terms.

Relative underpricing decreases with the extent of

adverse selection, as measured by the likelihood ra-

tio, (p−q)/q. When the two types become more sim-

ilar, i.e., q increases keeping p fixed (still under As-

sumption 6.2), the good borrower must underprice

more in order to make the issue unappealing to a

bad borrower.

Full analysis. The analysis above is incomplete in

two respects.

First, we implicitly assumed that the good bor-

rower separates from a bad one by demanding a

lower share of the pie in the case of success. Could

the good borrower distort her contractual terms

in other ways so as to reduce the cost of signal-

ing her type? The other possible departures from

the symmetric-information contract are (i) a ran-

dom probability of financing, (ii) providing the bor-

rower with an ex post choice between funding and a

65. The good borrower could equivalently publicly “burn” an
amount of money equal to the left-hand side of (6.7), and then the
investors would break even. Underpricing seems a more robust sig-
naling device, though. For example, if the investors supply any non-
contractible input, however tiny, that increases the probability of suc-
cess, raising the investors’ stake rather than purely burning money is
a more efficient signaling device. Furthermore, as Allen and Faulhaber
(1989) argue, underpricing reduces the probability of a lawsuit when
the outcome turns out to be adverse.
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lump-sum transfer without funding, and (iii) an in-

complete commitment of the borrower’s wealth. In-

tuitively, the last departure should not signal that

the borrower is a good one. As for the first depar-

ture, the borrower could pay an application fee in

exchange for a random chance of getting funded.

But this is a less efficient signaling method than tak-

ing a lower share in the case of success and being

funded with probability 1. Section 6.9 shows that

the separating allocation defined by (6.7) is indeed

the low-information-intensity optimum, that is, the

allocation that maximizes the good borrower’s util-

ity subject to the bad borrower not receiving a rent

(or more generally subject to the capital market not

losing money on any type). By contrast, the second

departure introduces new, pooling equilibria, as we

discuss below.

Second, we have not yet investigated uniqueness.

There might exist other separating, pooling or hy-

brid equilibria. Section 6.9 shows that the separating

allocation is not the unique equilibrium outcome for

any α (that is, α∗ = 0). Indeed, there exist pooling

equilibria in which both types are better off than in

the separating equilibrium. These pooling equilibria

involve the borrower choosing after contracting with

the investors between (a) investment and no lump-

sum payment (the borrower is rewarded only in the

case of success) and (b) no investment and a pos-

itive lump-sum payment. In a sense, the bad type

(who chooses option (b)) is bribed to “go away” and

not invest. The pooling equilibrium is sustained by

the investors’ belief that this option-contract offer

is selected by both types, and so their posterior be-

lief just after the contract is offered (but before the

option is exercised) is the same as the prior belief.

As the probability of a good type converges to 0,

so does the lump-sum payment and thus the pooling

equilibrium converges to the separating one. Note,

furthermore, that the pooling equilibrium involves

no underpricing (the investors make money on the

good type, but lose as much in expectation on the

bad one).66

66. Namely, both types of borrower offer a contract in which they
bring inA and which gives them, if investors accept, an option between
(i) going ahead with the investment and receiving R̂b ∈ (R∗b , RG

b ) in the
case of success, and (ii) refraining from investing and receiving cash
payment qR̂b(> A). The good borrower exercises the first option and
the bad borrower the second. The investors offset their loss (which

Intermediate signals. Good borrowers are willing

to use a low IPO price in order to signal the quality of

their project in Allen and Faulhaber (1989) as well.

The specifics of modeling are slightly different from

those described here in that (a) the entrepreneur

need only finance an amount I of investment initially

and will later need to finance the complementary

amount J to implement the project, and (b) a pub-

lic signal correlated with the entrepreneur’s initial

information about the quality of the project is pub-

licly learned before the firm conducts the seasoned

offering allowing to defray J.67

We therefore conclude that underpricing as a sig-

nal is a possibility, not a necessity.

Supplementary Section

6.4 Contract Design by an Informed Party:
An Introduction

We noted that the proper modeling of the situation

in which an informed party issues claims in a com-

petitive capital market is one of contract design by

an informed principal. The purpose of this section

is to give an introduction to the relevant techniques

and results, developed in Maskin and Tirole (1992).

While the section is mathematically straightforward,

it is more abstract and formal than the rest of the

chapter and of the book. We focus on two potential

types for the borrower, a “good type” and a “bad

type”; the results derived in this section hold for an

arbitrary number of types.

A borrower who attempts to raise funds from

lenders has private information about some char-

acteristic (private benefit, value of assets in place,

prospects of the firm, value of collateral) that affects

the lenders’ payoff. The borrower may have type b
or b̃. While the borrower knows her type, the lenders

only know that this type is b with probability α and

b̃ with probability 1−α.

would be equal to 0 if R̂b = R∗b ) on the bad borrowers by a profit on
the good borrowers (which would be strictly positive if R̂b = R∗b ):

α[p(R − R̂b)− (I −A)]− (1−α)(qR̂b −A) = 0.

67. Other related models of IPO underpricing include Grinblatt and
Hwang (1989) and Welch (1989).
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••
Borrower offers
a contract.

Borrower picks
action(s).

•
Investors
accept/refuse.

Figure 6.4

Let us, abstractly, denote the contractual terms

faced by the borrower by c. Let Ub(c) and Ũb(c) de-

note the two types’ net utilities for arbitrary con-

tractual terms c.68 Let Ul(c) and Ũl(c) denote the in-

vestors’ expected profit when contractual terms are

c and the borrower turns out to have type b and b̃,

respectively.

Example (privately-known-prospects). In Section 6.2,

the borrower had possible types b = p and b̃ = q.

The contractual terms c were just the borrower’s re-

ward RS
b in the case of success. More generally, they

also contain the probability of investment, x, her re-

ward in the case of failure, RF
b, and in the absence of

investment,R0
b, even though the latter in equilibrium

can be taken to be equal to 1, 0, and 0, respectively

(see Section 6.5). We have

Ub(c) = x[pRS
b + (1− p)RF

b]+ (1− x)R0
b ,

Ũb(c) = x[qRS
b + (1− q)RF

b]+ (1− x)R0
b ,

Ul(c) = x[p(R − RS
b)− (1− p)RF

b]− (1− x)R0
b ,

Ũl(c) = x[q(R − RS
b)− (1− q)RF

b]− (1− x)R0
b .

In other applications, contractual terms also include

the amount of collateralized assets, the levels of liq-

uidity hoarded at date 0, or of the short-term debt

repayment, etc. For more generality, c and c̃ can also

be taken to be random.

Figure 6.4 describes the timing of the issuance

game. As earlier, we assume that the borrower de-

signs the issue and offers the associated claims to a

competitive capital market. Investors purchase the

claims if and only if they expect a nonnegative profit.

Lastly, the borrower chooses some action(s).

A few clarifications are in order. First, we allow for

post-contracting actions by the borrower in order to

accommodate situations in which the borrower can

waste resources (as in Chapters 3–5).69 Second, we

68. So, for example, if the borrower has initial cashA, and has quasi-
linear preferences, the net utility is equal to the gross utility minus A.

69. We could also allow for ex post actions by active investors as in
Parts III and IV.

said that investors subscribe “if and only if they ex-

pect a nonnegative profit.” The expectation should

be taken relative to the updated beliefs, that is, the

investors’ beliefs after they observe the contract of-

fer and thus possibly learn something about the bor-

rower. Third, we will analyze the perfect Bayesian

equilibrium (or equilibria) of the issuance game.70

Fourth, a “contract” can in principle be anything

that the borrower sees fit to design. However, for

the purpose of the analysis, it can be shown that

there is no loss of generality in assuming that the

borrower offers an “option contract” (c, c̃), that is, as

many contractual terms as there are possible types.

The terminology “option contract” comes from the

fact that, if the investors subscribe (accept the con-

tract), the borrower must then exercise her built-in

option and choose between c and c̃. The choice of

contractual terms is then included in the “actions”

to be taken ex post by the borrower. It can further be

shown that there is no loss of generality in assum-

ing that the option contract is “incentive compati-

ble,” that is, that type b prefers contractual terms c
to c̃ and type b̃ prefers c̃ to c (the reader knowledge-

able in information economics will here recognize a

version of the “revelation principle”).

The reader may at this stage wonder why a bor-

rower might want to offer contractual terms not only

for her own type, but also for the other type, a type

that she actually does not have, when she will end

up choosing the contractual terms that are fitted to

her own type anyway. While the reason will become

clear both in the abstract treatment below and in the

applications, it is worth sketching it now: while op-

tion contracts do not augment the set of equilibrium

allocations relative to “simple contracts,” in which

the borrower offers a single contractual term (that

is, the equilibrium allocations are also equilibrium

70. Very roughly speaking, a perfect Bayesian equilibrium of a game
is a set of strategies and beliefs such that at any stage of the game
players act optimally given their beliefs at that stage (the equilibrium
is “perfect”) and beliefs are updated by the players according to Bayes’
rule using equilibrium strategies and observed actions (the updating
is Bayesian). See, for example, Fudenberg and Tirole (1991, Chapter 8)
for a formal definition.

Here investors are assumed to update their beliefs about the bor-
rower’s type using the borrower’s equilibrium type-contingent con-
tract offer and the actual contract offer. The previous condition, that
they subscribe if and only if they expect a nonnegative profit given
their updated beliefs, is an optimization requirement.
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allocations when one focuses on simple contracts),

option contracts help eliminate “bad expectations.”

For example, the good borrower b may not be able

to obtain contractual terms c by offering the sim-

ple contract c because investors may be convinced

that such an offer stems from a bad borrower and

that they will lose money (Ũl(c) < 0). However, if the

good borrower appends to c another option, namely,

contractual terms c̃, that a bad borrower prefers to

c (Ũb(c̃) > Ũb(c)) and yet allows investors to break

even (Ũl(c̃) � 0), then the good borrower “guaran-

tees” that investors will not lose money regardless

of their expectations, and can thus safely enjoy con-

tractual terms c. We will come back to this idea later.

The characterization of the equilibrium (or equi-

libria) of the issuance game requires defining a cou-

ple of intuitive notions. Let an allocation be a pair

of (possibly identical) type-contingent contractual

terms (c, c̃). That is, it defines contractual terms c
for type b and c̃ for type b̃. (Note that an option con-

tract defines an allocation.)

Definition.An allocation (c, c̃) is incentive compatible

if type b prefers c to c̃ and type b̃ prefers c̃ to c:

Ub(c) � Ub(c̃) and Ũb(c̃) � Ũb(c).

Because the borrower’s type is not observed, a

given type can always mimic what the other type

does, and so equilibrium allocations must be incen-

tive compatible.

Definition. An incentive-compatible allocation (c, c̃)
is profitable type-by-type if

Ul(c) � 0 and Ũl(c̃) � 0.

Definition. An incentive-compatible allocation (c, c̃)
is profitable in expectation (relative to the prior

beliefs) if

αUl(c)+ (1−α)Ũl(c̃) � 0.

An incentive-compatible allocation (c, c̃) that is

profitable in expectation is interim efficient if it

is Pareto-optimal for the two types of borrower

in the set of incentive-compatible, profitable-in-

expectation allocations.

We now ask, what can a borrower guarantee her-

self given that the lenders may have arbitrary ex-

pectations about her type (what she can guarantee

herself evidently depends on her actual type)? The

answer relies on the following definition.71

Definition. Utility Ub(c0) for borrower type b is the

low-information-intensity optimum for that type if c0

maximizes type b’s utility in the set of incentive-

compatible, profitable-type-by-type allocations. That

is, it is (part of) the solution to the following pro-

gram.

Program I (type b):

max
{c,c̃}

Ub(c)

s.t.

Ub(c) � Ub(c̃),

Ũb(c̃) � Ũb(c),

Ul(c) � 0,

Ũl(c̃) � 0.

The low-information-intensity optimum c̃0 for

type b̃ is defined similarly (Program I (type b̃)).

The payoff pair (Ub(c0),Ub(c̃0)) is called the low-

information-intensity optimum. (By abuse of termi-

nology, we will sometimes call the allocation (c0, c̃0)
itself the low-information-intensity optimum.)

The allocation (c0, c̃0), even though it is derived

from two independent programs, is itself incen-

tive compatible. (Suppose, for example, that type b̃
strictly prefers c0 to c̃0. Then the solution (c0, c̃)
of Program I (type b) defining c0 satisfies the con-

straints of Program I (type b̃) defining c̃0 (they are

the same), and furthermore

Ũb(c̃) � Ũb(c0) > Ũb(c̃0).

Thus, c̃0 cannot be the low-information-intensity op-

timum for type b̃ after all.)

The low-information-intensity optimum plays a

key role in most of the financial economics literature

on signaling. We will derive it repeatedly in the ap-

plications below. A trivial but very useful result (the

following lemma) is that the borrower in equilibrium

must obtain at least her low-information-intensity

optimum.

71. The low-information-intensity optimum is called the “Roths-
child–Stiglitz–Wilson” allocation in Maskin and Tirole (1992) after the
influential papers of Rothschild and Stiglitz (1976) and Wilson (1977),
in which the low-information-intensity optimum plays a central role.
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Lemma 6.1. The borrower can guarantee herself her

low-information-intensity optimum (Ub(c0) if she

has type b, and Ũb(c̃0) if she has type b̃).

Proof. Suppose the borrower offers the “option con-

tract” (c0, c̃0); by this, we mean that if the lenders ac-

cept the contract, the borrower picks the contractual

terms c0 or c̃0. Because (c0, c̃0) is incentive compati-

ble, lenders know that type b will pick c0 and type b̃
will pick c̃0. Because Ul(c0) � 0 and Ũl(c̃0) � 0 (the

allocation is profitable type-by-type), lenders know

that they will break even whatever their belief about

the borrower’s type.72

The key result (due to Maskin and Tirole 1992) is

the following.

Proposition 6.1.

(a) The issuance game has a unique perfect Bayesian

equilibrium if the low-information-intensity op-

timum is interim efficient (relative to prior be-

liefs (α,1 − α)). The borrower then obtains her

low-information-intensity optimum (Ub(c0) for

type b, Ũb(c̃0) for type b̃).

(b) If the low-information-intensity optimum is

not interim efficient, then the set of equilib-

rium payoffs for the two types of borrow-

ers is the set of payoffs that result from an

incentive-compatible, profitable-in-expectation

allocation and (weakly) Pareto-dominate the low-

information-intensity optimum.

The uniqueness result (part (a)) is straightforward:

an equilibrium allocation must be incentive com-

patible, and (from Lemma 6.1) must weakly Pareto-

dominate the low-information-intensity optimum. It

cannot, however, strictly Pareto-dominate this opti-

mum if the latter is (interim) efficient, and so it must

yield the same utilities.

Proposition 6.1 provides a mechanical way of de-

riving the equilibrium or equilibria of the issuance

game. Let us now show that, under a very weak

condition, the equilibrium can be straightforwardly

72. We are a bit casual about the borrower’s and the lenders’ be-
haviors when they are indifferent. Proving that the equilibrium behav-
ior following the offer of contract (c0, c̃0) is indeed the one described
in the proof requires taking limits of slightly perturbed contracts for
which indifferences are broken (see Maskin and Tirole (1992) for the
details).

characterized. Let c̃SI denote the symmetric informa-

tion contractual terms for the bad borrower. It solves

max
{c̃}

Ũb(c̃)

s.t.

Ũl(c̃) � 0.

Assumption 6.4 (weak monotonic profit73). In-

vestors make a nonnegative profit if the contractual

terms are those of the bad borrower under symmet-

ric information and the borrower is a good one:

Ul(c̃SI) � 0.

This assumption is in general satisfied when both

types are creditworthy under symmetric informa-

tion (and it is satisfied in all of our illustrations). It is

always satisfied when the bad borrower is not credit-

worthy under symmetric information: in that case,

c̃SI is the absence of funding and thus Ul(c̃SI) = 0.

Definition. The separating allocation is the alloca-

tion c∗ for the good borrower and the symmetric-

information contractual terms c̃SI for the bad bor-

rower, where c∗ maximizes the good borrower’s

payoff subject to the investors breaking even for

the good borrower and to the bad borrower not

preferring c∗ to c̃SI:

max
{c}

Ub(c)

s.t.

Ul(c) � 0,

Ũb(c) � Ũb(c̃SI).

Note that the separating allocation is profitable

type-by-type.

Lemma 6.2. Under the weak monotonic-profit as-

sumption, the separating allocation is the low-

information-intensity optimum.

Proof. First, note that the bad borrower’s symmetric-

information program has the same objective func-

tion and fewer constraints than her low-information-

intensity optimum program, Program I (type b̃).

Hence,

ŨSI
b ≡ Ũb(c̃SI) � Ũb(c̃0).

73. We state the assumption for the case in which c̃SI is unique. If
there are multiple solutions to the symmetric-information program for
the bad borrower, we require that Ul(c̃SI) � 0 holds for at least one of
them.
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Conversely, the bad borrower can guarantee her-

self her symmetric-information payoff even under

asymmetric information; for, suppose she offers c̃SI.

From the weak monotonic-profit assumption, in-

vestors at least break even regardless of the bor-

rower’s type. Hence, they are willing to subscribe to

the issue. Hence,

Ũb(c̃0) = ŨSI
b ,

and c̃0 can be identified with c̃SI, without loss of

generality.

Second, consider Program I (type b), yielding the

low-information-intensity optimum for type b. It

has the same objective function and is more con-

strained than the separating program. (Note that

the constraint Ũb(c) � Ũb(c̃SI) in the separating pro-

gram is replaced by the constraint Ũb(c) � Ũb(c̃) for

some c̃ satisfying in particular Ũl(c̃) � 0; because

Ũl(c̃) � 0 and Ũl(c̃SI) � 0, and c̃SI maximizes Ũb(·)
subject to this constraint Ũl(·) � 0, Ũb(c̃) � Ũb(c̃SI).
Thus the constraint Ũb(c) � Ũb(c̃) for some c̃ sat-

isfying Ũl(c̃) � 0 is not looser than the constraint

Ũb(c) � Ũb(c̃SI). It may be tighter given that the

low-information-intensity optimum also requires

Ub(c) � Ub(c̃).) Therefore,

Ub(c∗) � Ub(c0).

Conversely, the good borrower can guarantee

herself her separating allocation payoff; for, sup-

pose that she offers profitable-type-by-type option

contract (c∗, c̃SI). This allocation is indeed incen-

tive compatible (by construction, Ũb(c∗) � Ũb(c̃SI);
furthermore, if Ub(c∗) < Ub(c̃SI), (c∗, c̃SI), would

not be the solution to the separating program,

since it would be dominated by (c̃SI, c̃SI), which

satisfies the constraints of this program from

the weak monotonic-profit assumption). Hence, in-

vestors accept this option contract and so Ub(c∗) =
Ub(c0).

Lemma 6.3. Under the weak monotonic-profit as-

sumption, there exists a threshold level α∗ for prior

beliefs such that the low-information-intensity op-

timum (that is, the separating allocation under the

weak monotonic-profit assumption) is interim effi-

cient if and only if α � α∗.

Proof. We have seen that the good borrower can ob-

tain her separating payoff and the bad borrower

her full information payoff. Looking at the program

defining the separating allocation, it is clear that the

good borrower cannot obtain more than her sepa-

rating payoff unless the bad borrower obtains a rent

beyond her symmetric-information payoff.

Let R̂ � 0 denote the bad borrower’s rent above

her full information utility, and define the minimal

loss incurred by investors on the bad type when the

latter has extra rent R̂:

−L(R̂) = max
{c̃}

Ũl(c̃)

s.t.

Ũb(c̃) � ŨSI
b + R̂.

L(·) is an increasing function and (as long as

investors break even under the symmetric-infor-

mation allocation) L(0) = 0. Consider the following

program.

Program II:

max
{c,R̃}

Ub(c)

s.t.

αUl(c)− (1−α)L(R̃) � 0,

Ũb(c) � ŨSI
b + R̂.

If R̂ > 0 is strictly suboptimal, then the good bor-

rower cannot obtain more than her low-information-

intensity optimum; for, in any equilibrium of the is-

suance game, the investors must break even and so

αUl(c)− (1−α)L(R̂) � 0

must hold.

If the optimum of Program II yields R̂ > 0, then

the solution to Program II dominates the low-infor-

mation-intensity optimum for the good borrower

and yields an upper bound on the good type’s (per-

fect Bayesian) equilibrium payoff. This upper bound

is attained if the good type prefers the allocation de-

fined by Program II to the allocation c̃ that minimizes

the loss L(R̂) incurred by investors for the bad type.

(The proof of these assertions follows the steps of

the proof of part (b) of Proposition 6.1.)

Lastly, it is simple to observe that if the low-

information-intensity optimum is interim efficient

for some belief α, it is also interim efficient for all
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beliefs α′ < α: suppose it were not. Then, there

would exist R̂ and c such that Ub(c) > Ub(c0),
α′Ul(c) � (1−α′)L(R̂) and Ũb(c) � ŨSI

b + R̂. But R̂
and c satisfy these conditions a fortiori for α, given

that L(R̂) > 0.

We summarize our results in the following propo-

sition.

Proposition 6.2. Suppose that the weak monotonic-

profit assumption holds. Then

(a) the separating allocation is the low-information-

intensity optimum;

(b) there exists a threshold α∗ such that the low-

information-intensity optimum is interim effi-

cient and is thus the unique (perfect Bayesian)

equilibrium payoff vector of the issuance game

if and only if α � α∗.

A few comments on this definition are in order.

First, Program II is of interest even when equilibrium

is not unique (α > α∗). It defines an upper bound for

the payoff for the good borrower in the set of feasi-

ble payoffs. Second, although α∗ is usually positive

(see examples below), it may be equal to 0. This is

illustrated by the privately-known-prospects model

of Section 6.2.1, when the bad borrower is not credit-

worthy. Indeed, in that model, the low-information-

intensity optimum corresponds to the no-financing

allocation. We leave it to the reader to check that it

is interim efficient if and only if

[αp + (1−α)q]R � I,

that is, for α � α∗. In this case, we had indeed

proved directly (that is, without the use of part (a) of

Proposition 6.1) that the equilibrium, namely, com-

plete market breakdown, is unique.

Third, when α > α∗, there are other equilibrium

outcomes than the low-information-intensity opti-

mum. The equilibrium exhibited in Section 6.2.1 is

actually the one with the highest payoff for the good

type and thus solves Program II. Proposition 6.1(b)

can be used to obtain the set of equilibrium pay-

offs, which admits this equilibrium payoff as the

upper bound for the good borrower and the low-

information-intensity optimum as the lower bound

for both types.

Appendixes

6.5 Optimal Contracting in the
Privately-Known-Prospects Model

(For the technically minded reader only.) Consider

the model of Section 6.2.1. In all generality, an allo-

cation is a probability x that the investment be made

and rewards RS
b, RF

b, and R0
b in the case of success,

failure, and no investment, respectively. The payoff

to type r ∈ {p,q} for this allocation is then

Ub(r) = x[rRS
b + (1− r)RF

b]+ (1− x)R0
b .

Let {x,RS
b, R

F
b, R

0
b} denote the good type’s alloca-

tion. Incentive compatibility (the fact that the bad

type can mimic the good type) implies that the bad

type’s utility Ũb can be related to the good type’s

Ub = Ub(p) in the following way:

Ũb � Ub − x(p − q)(RS
b − RF

b).

Using this inequality and the investor’s breakeven

constraint,

α[x(pR − I)−Ub]+ (1−α)[x̃(qR − I)− Ũb] � 0,

where x̃ is the probability that the bad type invests,

the best allocation for the good type solves

max
{x,RS

b,R
F
b,R

0
b}
Ub(p)

s.t.

αx(pR − I)+ (1−α)x̃(qR − I)−Ub(p)

+ (1−α)x(p − q)(RS
b − RF

b) � 0.

We leave it to the reader to show that, at the opti-

mum of this program, RF
b = R0

b = 0, and

• if qR− I > 0, then x̃ = 1, and the pooling alloca-

tion studied in the text is the optimal allocation

for the good type;

• if qR− I < 0, then x̃ = 0; incentive compatibility

then requires a lump-sum payment for the bad

type,

R̃0
b = qRS

b.

Two remarks are in order concerning this lump-

sum payment. First, the borrower obviously cannot

go to the investors and just ask them to pay R̃0
b > 0

in exchange for no claims at all, as the investors
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would just refuse. The process through which this

allocation can be implemented was studied in the

supplementary section: the borrower offers a menu

to the investors: {x = 1, RS
b > 0, RF

b = 0, R0
b = 0} for

the good type and {x = 0, R̃0
b} for the bad type and

only selects in the menu once the investors have ac-

cepted to finance the investment. Because the menu

is incentive compatible and satisfies the investors’

breakeven condition, it is an equilibrium for the

investors to indeed finance the project.

Second, the lump-sum-payment policy raises the

concern that the payout R̃0
b attract “fake entrepre-

neurs,” who do not even have a project (put differ-

ently, 1 − α could quickly become very close to 1,

leading to market breakdown after all).

6.6 The Debt Bias with a Continuum of
Possible Incomes

Consider the privately-known-prospects model in

Application 3, but assume that the firm’s income is

continuous. The entrepreneur and the investors are

risk neutral. The entrepreneur has initial assets A
and wants to finance a project costing I > A. There

is no moral hazard. The income is distributed on

[0,∞) according to density p(R) and cumulative dis-

tribution P(R) in the case of a good borrower, and

to density p̃(R) and cumulative distribution P̃ (R) in

the case of a bad borrower. The definition of what

constitutes a good borrower is linked to the mono-

tone likelihood ratio property, according to which a

higher income makes it more likely that it emanates

from a good borrower.

Assumption 6.5 (monotone likelihood ratio prop-

erty). p(R)/p̃(R) is increasing.

We also make the following assumption.

Assumption 6.6 (only the good borrower is credit-

worthy). Under symmetric information, only the

good borrower would receive funding for the

project:

Ṽ ≡
∫∞

0
Rp̃(R)dR − I < 0 < V ≡

∫∞

0
Rp(R)dR − I.

As in the previous sections, we look for a con-

tract between the good borrower and the investors

that maximizes the good borrower’s payoff subject

to the investors’ breaking even for that type and

to the bad borrower’s preferring to keep cash A
rather than mimicking the good borrower in order

to get funding. Let w(R) denote the borrower’s in-

come when the firm’s income is R. We assume that

0 � w(R) � R; see Section 3.6 for a discussion of

this (rather strong) assumption of the investors’ lim-

ited liability.

So, we solve

max
{w(·)}

∫∞

0
w(R)p(R)dR

s.t.
∫∞

0
[R −w(R)]p(R)dR � I −A,

∫∞

0
w(R)p̃(R)dR � A,

0 � w(R) � R.

Ignoring the last constraint for the moment, the

Lagrangian for this linear program is

L =
∫∞

0

[

1− λ− µ p̃(R)
p(R)

]

w(R)p(R)dR

+ λ(V +A)+ µA,
where λ and µ are the (positive) multipliers of the

breakeven and the mimicking constraints. Using the

monotone likelihood ratio property, there thus ex-

ists a thresholdR∗ (such thatp(R∗)/p̃(R∗) = µ/(1−
λ)) such that

w(R) =
⎧

⎨

⎩

R if R � R∗,

0 if R < R∗.

We thus obtain, and for the same reason, the result

obtained by Innes (1990) in the moral-hazard version

of the model.74

74. When are the two constraints binding and when is it possible
for a good borrower to separate from a bad one? Let R∗(A) be defined
by

∫∞

R∗(A)
Rp̃(R)dR = A.

The investors’ profit from a good type is then

V +A−
∫∞

R∗(A)
Rp(R)dR,

whose derivative with respect to A is equal to 1−p(R∗)/p̃(R∗). From
the monotone likelihood ratio property, this derivative is first posi-
tive and later negative. If A is small, the good borrower cannot sep-
arate from a bad one (she may still be able to get financing if α is
large enough). One can show that there exists some A∗ such that the
two constraints are binding and the unique optimal contract is as de-
scribed in the text. For A > A∗, this contract is optimal but no longer
unique; all optimal contracts must still resemble it in that they must
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Building further on Innes and on the discussion

in Section 3.6, we note that this result does not

quite vindicate the pecking-order hypothesis for

risky debt. (Note, incidentally, that the firm cannot

issue any safe debt since the lowest possible income

is equal to 0.) While investors are residual claimants

in case of default (R < R∗), they receive nothing

otherwise.

To conform with the pecking-order hypothesis, one

must add Innes’s monotonic reimbursement assump-

tion, according to which the investors’ return, R −
w(R), should not decrease with the firm’s income.75

Then, as in Section 3.6 to which we refer for more

detail, the optimal contract for the good borrower is

a standard debt contract.

6.7 Signaling through Costly Collateral

The prerequisite for this appendix, which provides a

rigorous analysis of Application 5, is the reading of

the supplementary section.

First, we check that the weak monotonic-payoff

assumption holds. Here

Ul(c̃SI) = p(R − RB
b)− I

= (p − q)(R − RB
b) > 0.

Application 5 in the text identified contractual

terms with the borrower’s rewardRS
b = Rb in the case

of success and the amount of collateralCF = C trans-

ferred to investors in the case of failure. More gener-

ally, we must allow for a reward RF
b � 0 in the case of

failure, a level of collateral CS in the case of success,

and a probability x of investment.76 So Program II′

can be written

max
{RS

b,R
F
b,C

S,CF,x,R̃}
x[p(RS

b − CS)+ (1− p)(RF
b − CF)]

s.t.

αx[p(R − RS
b + βCS)+ (1− p)(−RF

b + βCF)− I]
− (1−α)L(R̃) � 0,

x[q(RS
b − CS)+ (1− q)(RF

b − CF)] � (qR − I)+ R̃.

load reimbursements to investors onto the lower tail of the distribu-
tion.

75. This assumption is also made in DeMarzo and Duffie (1999).

76. There is no need to introduce collateral pledging in the absence
of investment because this can be duplicated through a uniform in-
crease in CF and CS. Similarly, there is no point introducing a payment
in the absence of investment because it can be duplicated through a
uniform increase in payment in the case of investment.

We leave it to the reader to check that

• L(R̃) = R̃ (there is no dissipation of profit

through collateral pledging in the program defin-

ing L(·));
• there is no loss of generality involved in as-

suming, as we did in Section 6.3, that x = 1,

RF
b = CS = 0.

Letting RS
b = Rb and CF = C , one can then show

that the good type’s utility increases with R̃ if and

only if77

(1− p)(q + pα/(1−α))
p(1− q)− βq(1− p) (1− β) > 1.

This condition is violated for α = 0 and satisfied

for α close to 1. More generally, it is satisfied for

α > α∗,

for some α∗ ∈ (0,1). Note, last, that α∗ grows with

β. One can also show that the optimal R̃ is a non-

decreasing function of α.

6.8 Short Maturities as a Signaling Device

In a separating equilibrium in Application 6, the bad

type gets the symmetric-information payoff:

Ũb = r + ρ1 − λ̃ρ − I.

The best separating allocation for the good type is

given by

max
{x,R+b ,R−b }

{(1− λ)pHR+b + λpHxR−b −A}

s.t.

(∆p)R+b � B, (ICg+ )

(∆p)R−b � B, (ICg− )

(1− λ̃)pHR+b + λ̃pHxR−b −A � Ũb, (ICbad)

r + (1− λ)pH(R − R+b )+ λx[pH(R − R−b )− ρ]
� I −A.

(IRl)

The incentive constraint of the bad type (ICbad)

should bind. Otherwise the good type gets the sym-

metric-information contract with x = 1, pHR+b =
ρ1 − ρ0 + ε+, and pHR−b = ρ1 − ρ0 + ε−, where

77. To show this, one first shows by contradiction that each con-
straint is binding. The two constraints then yield Rb and C .
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(1 − λ)ε+ + λε− = r + ρ0 − (I − A) − λρ, and the

bad type mimics the good type as

Ũb − [(1− λ̃)pHR+b + λ̃pHR−b −A]
= (λ̃− λ)(ε+ − ε− − ρ)

� (λ̃− λ)
[

r − (I −A)+ ρ0 − ρ
1− λ

]

< 0,

where the first inequality results from the definition

of ε+ and ε−, (IRl) and the fact that ε− � 0.

This also shows that

(ICbad) binds =⇒ x < 1.

The lender should break even, that is, (IRl) must bind.

If it is not binding, by increasing the reward in the

case of success and no shock and by decreasing the

probability of continuation in the case of a shock, the

good type can be made better off: increaseR+b by δR+b
and decrease x by δx such that (ICbad) is unchanged,

i.e., (1− λ̃)pHδR+b = λ̃pHδxR−b . Then the utility of

the good type is increased by ((λ̃− λ)/λ̃)pHδR+b > 0.

Intuitively, the good type should not be rewarded

too much in the case of a liquidity shock in order

to decrease the utility of the bad type pretending to

be a good type. If (ICg− ) is not binding, decrease the

reward and increase the probability of continuation

in the case of a shock such that the expected value

of the entrepreneur in the case of a liquidity shock

is unchanged. Keeping xR−b unchanged, decrease R−b
by δR−b and increase x by δx. The only change is that

(IRl) is not binding anymore, which is not optimal.

In the end

R−b =
B
∆p

,

(1− λ̃)pHR+b + λ̃x(ρ1 − ρ0)−A = Ũb,

r + (1− λ)(ρ1 − pHR+b )− λx(ρ − ρ0) = I −A.

Implementation. We need to implement R+b , x, and

R−b = B/∆p for the good type, R̃+b and R̃−b for the bad

type. In a sense, the good type uses a larger short-

term debt to signal his type. An awkward feature of

the discrete setup considered here is that refinanc-

ing for the good type is random conditional on the

realization ρ of the liquidity shock. This may be im-

plemented, for example, through d = r and a ran-

dom credit line equal to ρ, which could be drawn

with probability x only. With a continuous distribu-

tion for the liquidity shock, one would obtain the

more natural result that d is smaller than (d̃ is the

same as) under symmetric information.

That the equilibrium is unique for α below some

α∗ results from the general proposition proved in

the supplementary section. For α > α∗, there ex-

ist (nonseparating) equilibria Pareto-dominating the

separating one. In particular, for α close to 1, the

good type is better off pooling with the bad type and

being able to withstand the liquidity shock for cer-

tain, at the cost of a (slightly) smaller reward than

under symmetric information.

6.9 Formal Analysis of the Underpricing
Problem

The prerequisite for this appendix, which extends

the analysis of Application 9, is the reading of the

supplementary section.

6.9.1 Low-Information-Intensity Optimum

Let us solve the separating program for the model of

Application 9. First, we must consider general con-

tractual terms c. They consist in

• a probability x ∈ [0,1] of funding,

• a reward RS
b � 0 in the case of success,

• a reward RF
b � 0 in the case of failure,

• an initial paymentA � A by the borrower to the

lenders (the borrower keeps A −A); a negative

A corresponds to a transfer from lenders to the

borrower.

Let us solve for the low-information-intensity al-

location:

max
{x,RS

b,R
F
b,A}

Ub(c) = x[pRS
b + (1− p)RF

b]−A

s.t.

Ul(c) = x[p(R − RS
b)+ (1− p)(−RF

b)− I]+A � 0,

Ũb(c) = x[qRS
b + (1− q)RF

b]−A � 0.

Note that x > 0 (otherwise, the solution would

yield Ub(c) = 0, which is impossible since the sep-

arating, underpricing allocation derived in the text

provides the good type with a strictly positive net

utility). Second, one can take RF
b = 0; for, if RF

b > 0,

then a small change {δRF
b < 0, δRS

b > 0} such that
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pδRS
b + (1− p)δRF

b = 0 does not affect Ub(c) and

Ul(c) and reduces Ũb(c). Third, suppose that x < 1.

Then increasing x slightly, keeping xRS
b constant,

does not affect Ub(c) and Ũb(c) and increases Ul(c)
(since pR > I). So, x = 1 given that Ũb(c) = 0 (as

was shown in the text, the full information solution

does not hold under asymmetric information, and so

the constraint Ũb(c) � 0 must be binding). Hence, we

can take x = 1, and because Ũb(c) = 0

qRS
b =A.

We conclude that the low-information-intensity

optimum is the allocation derived in Section 6.3.

Equilibrium uniqueness. We saw in the supple-

mentary section that the issuance game admits a

unique (perfect Bayesian) equilibrium if and only if

the low-information-intensity optimum is interim ef-

ficient. We must therefore examine Program II (see

the supplementary section). First, we minimize the

investors’ loss L(R̃) on the bad borrower when the

bad borrower has net utility R̃:

min
{x̃,R̃S

b,R̃
F
b,Ã}

L(R̃)
= −[x̃[q(R − R̃S

b)+ (1− q)(−R̃F
b)− I]+ Ã]

s.t.

x̃[qR̃S
b + (1− q)R̃F

b]− Ã � R̃,

where the notation mimics that just employed. And

so

L(R̃) = −x̃(qR − I)+ R̃
= R̃

at the optimum (since qR < I).
The next program is the same as that for the low-

information-intensity optimum except that (i) the

breakeven condition is tightened by (1−α)R̃, and

(ii) the mimicking condition is relaxed by R̃:

max
{x,R̃}

Ub(c)

s.t.

αUl(c)− (1−α)R̃ � 0,

Ũb(c) � R̃.

By the same reasoning as for the low-information-

intensity program, we can content ourselves with

contractual terms c specifying RF
b = 0. Then one

can solve this program with respect to (xRS
b, x,A)

rather than (x,RS
b,A) (it is a bit simpler) and show

that

A= A
and

either qRS
b = A or R̃ > 0.

In sum, the good borrower can either leave no rent

to the bad borrower and set

RS
b =

A
q

as in the separating allocation; or she can set R̃ > 0

and then RS
b is determined by the investors’ break-

even constraint:

α[p(R − RS
b)− (I −A)]+ (1−α)[−L(R̃)] = 0,

where

L(R̃) = R̃ = qRS
b −A.

And so

pR − I +A =
[

p + 1−α
α

q
]

RS
b −

1−α
α

A.

She then gets a higher utility (whether she is a good

or bad borrower) than in the separating equilibrium.

6.10 Exercises

Exercise 6.1 (privately known private benefit and

market breakdown). Section 6.2 illustrated the pos-

sibility of market breakdown without the possibil-

ity of signaling. This exercise supplies another illus-

tration. Let us consider the fixed-investment model

of Section 3.2 and assume that only the borrower

knows the private benefit associated with misbe-

havior. When the borrower has private information

about this parameter, lenders are concerned that

this private benefit might be high and induce the bor-

rower to misbehave. In the parlance of information

economics, the “bad types” are the types of borrower

with high private benefit. We study the case of two

possible levels of private benefit (see Exercise 6.2 for

an extension to a continuum of possible types). The

borrower wants to finance a fixed-size project cost-

ing I, and, for simplicity, has no equity (A = 0). The

project yields R (success) or 0 (failure). The probabil-

ity of success is pH or pL, depending on whether the
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borrower works or shirks, with ∆p ≡ pH − pL > 0.

There is no private benefit when working. The pri-

vate benefit B enjoyed by the borrower when shirk-

ing is either BL > 0 or BH > BL. The borrower will be

labeled a “good borrower” when B = BL and a “bad

borrower” when B = BH. At the date of contracting,

the borrower knows the level of her private benefit,

while the capital market puts (common knowledge)

probabilities α that the borrower is a good borrower

and 1−α that she is a bad borrower. All other param-

eters are common knowledge between the borrower

and the lenders.

To make things interesting, let us assume that un-

der asymmetric information, the lenders are uncer-

tain about whether the project should be funded:

pH

(

R − BH

∆p

)

< I < pH

(

R − BL

∆p

)

. (1)

Assume that investors cannot break even if the bor-

rower shirks:

pLR < I. (2)

(i) Note that the investor cannot finance only good

borrowers. Assume that the entrepreneur receives

no reward in the case of failure (this is indeed op-

timal); consider the effect of rewards Rb in the case

of success that are (a) smaller than BL/∆p, (b) larger

than BH/∆p, (c) between these two values.

(ii) Show that there exists α∗, 0 < α∗ < 1, such

that

• no financing occurs if α < α∗,

• financing is an equilibrium if α � α∗.

(iii) Describe the “cross-subsidies” between types

that occur when borrowing is feasible.

Exercise 6.2 (more on pooling in credit markets).

Consider the model of Exercise 6.1, in which the

borrower has private information about her bene-

fit of misbehaving, except that the borrower’s type

is drawn from a continuous distribution instead of

a binary one. We will also assume that there is a

monopoly lender, who makes a credit offer to the

borrower. The borrower has no equity (A = 0).
Only the borrower knows the private benefit B of

misbehaving. The lender only knows that this pri-

vate benefit is drawn from an ex ante cumulative

distributionH(B) on an interval [0, B̄] (so,H(0) = 0,

H(B̄) = 1). (Alternatively, one can imagine that lend-

ers face a population of borrowers with character-

istic B distributed according to distribution H, and

are unable to tell different types of borrower apart

in their credit analysis.) The lender knows all other

parameters. For a loan agreement specifying share

Rb for the borrower in the case of success, and 0 in

the case of failure, show that the lender’s expected

profit is

Ul = H((∆p)Rb)pH(R − Rb)

+ [1−H((∆p)Rb)]pL(R − Rb)− I.
Show that

• the proportion of “high-quality borrowers” (that

is, of borrowers who behave) is endogenous and

increases with Rb;78

• adverse selection reduces the quality of lending

(if lending occurs, which as we will see cannot be

taken for granted);

• there is an externality among different types of

borrower, in that the low-quality types (B large)

force the lender to charge an interest rate that

generates strictly positive profit on high-quality

types (those with small B);

• the credit market may “break down,” that is, it

may be the case that no credit is extended at all

even though the borrower may be creditworthy

(that is, have a low private benefit). To illustrate

this, suppose that pL = 0 and H is uniform

(H(B) = B/B̄). Show that if

p2
H

B̄
R2

4
< I

(which is the case for B̄ large enough), no loan

agreement can enable the lender to recoup on

average his investment.

Exercise 6.3 (reputational capital). Consider the

fixed-investment model. All parameters are common

knowledge between the borrower and the investors,

except the private benefit which is known only to

the borrower. The private benefit is equal to B with

probability 1−α and to b with probability α, where

B > b > 0.

78. In this model, the loan agreement attracts all types of borrowers
if it attracts any type willing to behave. It is easy to find variants of
the model in which this is not the case and an increase in Rb attracts
higher-quality borrowers, where “higher-quality” refers to an ex ante
selection effect and not only to an ex post behavior like here.
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(i) Consider first the one-period adverse-selec-

tion problem. Suppose that the borrower has assets

A > 0 such that

pH

(

R − b
∆p

)

> I −A > max
[

pH

(

R − B
∆p

)

, pLR
]

.

Show that the project receives funding if and only if

(pH − (1−α)∆p)
(

R − b
∆p

)

� I −A.

(ii) Suppose now that there are two periods (t =
1,2). The second period is described as in question

(i), except that the belief α̃ at date 2 is the posterior

belief updated from the prior belief α, and that the

borrower has cash A only if she has been success-

ful at date 1 (and has 0 and is not funded if she has

been unsuccessful). So, suppose that the first-period

project is funded and that the borrower receives

at the end of date 1 a reward A when successful

and 0 when unsuccessful. The first-period funding

is project finance and does not specify any funding

for the second project. Suppose for notational sim-

plicity that the private benefit is the same (B or b)

in period 1 and in period 2. Let ∆p1 denote the in-

crease in the probability of success when diligent in

period 1. Assume that

b < (∆p1)A < B

< (∆p1)
[

pL

(

R − I −A
pH − (1−αS)∆p

)

+ B
]

and

(pH − (1−α)∆p)
(

R − b
∆p

)

< I −A

< (pH − (1−αS)∆p)
(

R − b
∆p

)

,

where 1−αS ≡ (1−α)pL/((1−α)pL +αpH).
A “pooling equilibrium” is an equilibrium in which

the borrower’s first-period effort is independent of

her private benefit. A “separating equilibrium” is

(here) an equilibrium in which the b-type works and

the B-type shirks in period 1. A “semiseparating”

equilibrium is (here) an equilibrium in which in pe-

riod 1 the b-type works and the B-type randomizes

between working and shirking.

• Show that there exists no pooling and no sepa-

rating equilibrium.

• Compute the semiseparating equilibrium. Does

this model formalize the notion of reputational

capital?

Exercise 6.4 (equilibrium uniqueness in the sub-

optimal risk-sharing model). In the suboptimal

risk-sharing model of Application 8, prove the claim

made in the text that the low-information-intensity

optimum depicted by {S,B} in Figure 6.3 is interim

efficient if and only if the belief that the borrower

is a good borrower lies below some threshold α∗,

0 < α∗ < 1. (Verify the weak-monotonic-profit con-

dition in the supplementary section, and show that

α∗ is in the interior of the interval [0,1].)

Exercise 6.5 (asymmetric information about the

value of assets in place and the negative stock

price reaction to equity offerings with a continuum

of types). Consider the privately-known-prospects

model of Application 2 in Section 6.2.2, but with a

continuum of types. The entrepreneur already owns

a project, which with probability p yields profit R
and probability 1 − p profit 0. The probability p is

private information of the borrower. From the point

of view of the investors, p is drawn from cumulative

distribution F(p) with continuous density f(p) > 0

on some interval [p
¯
, p̄]. Assume that the distribu-

tion has monotone hazard rates:

f(p)
F(p)

is decreasing in p

and
f(p)

1− F(p) is increasing in p.

(This assumption, which is satisfied by most usual

distributions, is known to imply that the truncated

means m−(p) and m+(p) have slope less than 1:

0 < (m−(p))′ ≡ d
dp
[E(p̃ | p̃ � p)] � 1

and

0 < (m+(p))′ ≡ d
dp
[E(p̃ | p̃ � p)] � 1

(see, for example, An 1998).)

The model is otherwise as in Section 6.2.2. A sea-

soned offering may be motivated by a profitable

deepening investment: at cost I, the probability of

success can be raised by an amount τ such that

τR > I
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(of course, we need to assume that p̄ + τ � 1). The

entrepreneur has no cash on hand, is risk neutral,

and is protected by limited liability. The investors

are risk neutral and demand a rate of return equal

to 0.

(i) Show that in any equilibrium, only types p �
p∗, for some cutoff p∗, raise funds and finance the

deepening investment.

(ii) Show that p∗ > p
¯

and that if p∗ < p̄, then

τR
I
= p∗ + τ
m−(p∗)+ τ .

Show that if the benefits from investment are “not

too large,” in that

τR
I
<

p̄ + τ
E[p]+ τ ,

then indeed p∗ < p̄.

Show that if there are multiple equilibria, the one

with the highest cutoff p∗ Pareto-dominates (is bet-

ter for all types than) the other equilibria.

(iii) Is there a negative stock price reaction upon

announcement of an equity issue?

(iv) Focusing on an interior Pareto-dominant equi-

librium, show that, when τ increases, the volume of

equity issues increases.

Exercise 6.6 (adverse selection and ratings). A bor-

rower has assets A and must find financing for a

fixed investment I > A. As usual, the project yields

R (success) or 0 (failure). The borrower is protected

by limited liability. The probability of success is pH

or pL, depending on whether the borrower works or

shirks, with ∆p ≡ pH − pL > 0. There is no private

benefit when working. The private benefit enjoyed by

the borrower when shirking is either b (with proba-

bility α) or B (with probability 1−α). At the date of

contracting, the borrower knows her private benefit,

but the market (which is risk neutral and charges a

0 average rate of interest) does not know it. Assume

that pLR + B < I (the project is always inefficient if

the borrower shirks) and that

pH

(

R − B
∆p

)

< I −A < pH

(

R − b
∆p

)

(1)

and

[αpH + (1−α)pL]
[

R − b
∆p

]

< I −A. (2)

(i) Interpret conditions (1) and (2) and show that

there is no lending in equilibrium.

••
Borrower chooses
quality of signal x
(this quality is
observed by the
capital market).

Borrower goes to
the capital market.

•
Borrower’s type
revealed with
probability x.
Nothing revealed
with probability 1 − x.

Figure 6.5

(ii) Suppose now that the borrower can at cost

r(x) = rx (which is paid from the cash endowment

A) purchase a signal with quality x ∈ [0,1]. (This

quality can be interpreted as the reputation or the

number of rating agencies that the borrower con-

tracts with.) With probability x, the signal reveals

the borrower’s type (b or B) perfectly; with proba-

bility 1−x, the signal reveals nothing. The financial

market observes both the quality x of the signal cho-

sen by the borrower and the outcome of the signal

(full or no information). The borrower then offers a

contract that gives the borrower Rb and the lenders

R − Rb in the case of success (so, a contract is the

choice of an Rb ∈ [0, R]). The timing is summarized

in Figure 6.5.

Look for a pure strategy, separating equilibrium,

that is, an equilibrium in which the two types pick

different signal qualities.79

• Argue that the bad borrower (borrower B) does

not purchase a signal in a separating equilib-

rium.

• Argue that the good borrower (borrower b) bor-

rows under the same conditions regardless of

the signal’s realization, in a separating equilib-

rium.

• Show that the good borrower chooses signal

quality x ∈ (0,1) given by

A = x(A−rx)+(1−x)
[

pL

(

R− I −A+ rx
pH

)

+B
]

.

• Show that this separating equilibrium exists only

if r is “not too large.”

Exercise 6.7 (endogenous communication among

lenders). Padilla and Pagano (1997) and others have

observed that information sharing about credit-

worthiness is widespread among lenders (banks,

79. One will assume that if the signal reveals the borrower’s type,
the investors put probability 1 on this type, even when they put weight
0 on the corresponding type after observing the quality of the signal.
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The borrower
chooses    .

• ••
The borrower’s
type ( p or q) is
realized.

•
The banks decide
whether to share
information
about default.

Outcomes
(R or 0) and
repayments.

• •
Banks share
information
(if they agreed
to do so).

α
Banks offer
contracts to
borrowers.

Date 2Date 1

•
Outcomes
(R or 0) and
repayments.

•
Banks offer
contracts to
borrowers.

Figure 6.6

suppliers, etc.). For example, Dun & Bradstreet Infor-

mation Services, one of the leading rating agencies,

collects information from thousands of banks. Simi-

larly, over 600,000 suppliers communicate informa-

tion about delays and defaults by their customers;

and credit bureaux centralize information about the

consumer credit markets.

Padilla and Pagano (see also Pagano and Jappelli

(1993) and the references therein) argue that infor-

mation sharing has both costs and benefits for the

banks. By sharing information, they reduce their dif-

ferentiation and compete more with each other. But

this competition protects their borrowers’ invest-

ment and therefore enhances opportunities for lend-

ing. In a sense, the “tax rate” (the markup that banks

can charge borrowers) decreases but the “tax base”

(the creditworthiness of borrowers) expands. This

exercise builds on the Padilla–Pagano model.

There are two periods (t = 1,2). The discount

factor between the two periods is δ. A risk-neutral

borrower protected by limited liability has no cash

on hand (A = 0). Each period, the borrower has a

project with investment cost I. The project delivers

at the end of the period R or 0. There is no moral

hazard. The probability of success is p if the entre-

preneur is talented (which has probability α), and q
if she is not (which has probability 1 − α). We will

assume that the market rate of interest in the econ-

omy is 0, that the lenders are risk neutral, and that

only the good type is creditworthy:

pR > I > qR.

The date-1 and date-2 projects (if financed) are cor-

related and yield the same profit (they both succeed

or both fail).

There are n towns. Each town has one bank and

one borrower. The “local bank” has local expertise

and thereby learns the local borrower’s type; the

other banks, the “foreign banks,” learn nothing (and

therefore have beliefs α that the entrepreneur is tal-

ented) at date 1. At date 2, the foreign banks learn

• only whether the borrower was financed at

date 1, if there is no information sharing among

banks;

• whether the borrower was financed at date 1 and

whether she repaid (i.e., whether she was suc-

cessful), if there is information sharing about

riskiness.

In other words, information sharing is feasible on

hard data (repayments), but not on soft data (assess-

ment of ability).

Padilla and Pagano add two twists to the model.

First, banks decide ex ante whether they will commu-

nicate information about default and they make this

decision public. Second, the borrower’s type may be

endogenous (in which it refers more to an invest-

ment in the projects or industry than in “pure tal-

ent”): at increasing and convex cost C(α) {C′ > 0,
C′′ > 0, C(0) = 0, C′(0) = 0, C′(1) = ∞}, the bor-

rower develops a p project with probability α and a

q project with probability 1−α. C can be viewed as

an investment cost and represents a nonmonetary

cost borne by the borrower.

Contracts between banks and borrowers are short-

term contracts. These contracts just specify a pay-

ment Rb for the borrower in the case of success dur-

ing the period (and 0 in the case of failure). Further-

more, in each period, banks simultaneously make

take-it-or-leave-it offers to borrowers. And at date 2,

the incumbent bank (the bank that has lent at date 1)

makes its offer after the other banks.

The timing is summarized in Figure 6.6.

(i) Suppose first that the probability α of being

a p-type is exogenous (there is no borrower invest-

ment), that [αp+(1−α)q]R−I+δ(αp+(1−α)q)(R−
I) < 0, and that qR − I + δq(R − I) < 0. Show that

the banks prefer not to share information.
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(ii) Next, suppose that the borrower choosesα. As-

suming that the two assumptions made in (i) still

hold in the relevant range of αs (for example, α ∈
[0, ᾱ], where ᾱ satisfies the conditions), show that

the banks choose to share information.

Exercise 6.8 (pecking order with variable in-

vestment). Consider the privately-known-prospects

model with risk neutrality and variable investment.

For investment I, the realized income is either RSI
(in the case of success) or RFI (in the case of failure),

where RS > RF � 0. A good borrower has probabil-

ity pH of success when working and pL when shirk-

ing; similarly, a bad borrower has probability qH of

success when working and qL when shirking, where

pH − pL = ∆p = qH − qL, for simplicity. The entre-

preneur’s private benefit is 0 when working and BI
when shirking. The entrepreneur is risk neutral and

protected by limited liability; the investors are risk

neutral and demand a rate of return equal to 0.

(i) Let ŨSI
b denote the bad borrower’s gross utility

under symmetric information.80 Consider the prob-

lem of maximizing the good borrower’s utility sub-

ject to the investors’ breaking even on that bor-

rower, to the mimicking constraint that the good

borrower’s terms not be preferred by the bad bor-

rower to her symmetric-information terms, and to

the no-shirking constraint. Let {RS
b, R

F
b} denote the

(nonnegative) rewards of the good borrower in the

cases of success and failure. Write the separating

program.

(ii) Show that RF
b = 0.

(iii) (Only if you have read the supplementary sec-

tion.) Show that the separating outcome is the only

perfect Bayesian equilibrium of the issuance game if

and only if α � α∗ for some threshold α∗.

Exercise 6.9 (herd behavior). It is often argued that

the managers of industrial companies, banks, or mu-

tual funds are prone to herd.81 They engage in sim-

ilar investments with sometimes little evidence that

their strategy is the most profitable. An economic

80. This utility was derived in Section 3.4.2. It is equal to
[

1+ qHR − 1
1− qH(R − B/∆p)

]

A

if qHR � 1, and to A otherwise.

81. One of the first empirical papers on herding behavior is Lakon-
ishok et al. (1992). The large empirical literature on the topic includes
Chevalier and Ellison (1999).

agent may indeed select a popular strategy against

her own information that another strategy may be

more profitable. A number of contributions have

demonstrated that herding behavior may actually be

individually rational even though it is often collec-

tively inefficient. The literature on herding behav-

ior starts with the seminal contributions of Baner-

jee (1992), Bikhchandani et al. (1992), Scharfstein

and Stein (1990), and Welch (1992); see Bikhchan-

dani and Sharma (2001) for a survey of applications

of this literature to financial markets.

There are several variants of the following ba-

sic argument. Consider first a sequence of agents

i = 1,2, . . . choosing sequentially between strategies

A and B. Agents receive their own signals; they ob-

serve previous decisions but not the others’ signals.

Suppose that agents 1 and 2 have, on the basis of

their own information, selected A. Agent 3, observ-

ing the first two choices, may well then select strat-

egy A even if her own signal favors the choice of B.

Agent 4, not knowing agent 3’s motivation to choose

A, may then also choose strategy A even if his own

signal points toward the choice of B. And so forth.

It may therefore be the case that all agents choose

A, even though the cumulative evidence, if it were

shared, would indicate that B is the best choice.

The literature also analyzes herd behavior in sit-

uations in which agents have principals (that is,

they are not full residual claimants for the conse-

quences of their choices). In particular, such agents

may adopt herd behaviors because of reputational

concerns (see Chapter 7). Suppose, for instance, that

a manager’s job is rather secure; herding with the

managers of other firms is then likely to be attrac-

tive to the manager: if the strategy fails, the man-

ager has the excuse that other managers also got it

wrong (“it was hard to predict”). Choosing an un-

popular strategy, even if one’s information points

in that direction, is risky, as there will be no excuse

if it fails. The literature on herd behavior has also

investigated the use of benchmarking by principals

in explicit incentives (compensation contracts) rather

than in implicit ones (career concerns).

Let us build an example of herding behavior in

the context of the privately-known-prospects model

of Section 6.2. There are two entrepreneurs, i = 1,2,

operating in different markets, but whose optimal
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strategy is correlated. There are two periods, t = 1,2.

Entrepreneur i can raise funds only at date t = i (so

they secure funding sequentially). A project yields

R when it succeeds and 0 when it fails. The entre-

preneurs are risk neutral and protected by limited

liability; the investors are risk neutral and demand

a rate of return equal to 0. The entrepreneurs have

no net worth or cash initially.

The two entrepreneurs each have to choose be-

tween strategy A and B. Strategies differ in their

probability of success. A borrowing contract with in-

vestors specifies both the managerial compensation

Rb in the case of success (and 0 in the case of failure)

and the strategy that the entrepreneur will select.82

Crucially, entrepreneur 2 and her potential investors

observe the date-1 financing contract for entrepre-

neur 1. Entrepreneurs, but not investors, learn the

state of nature.

Consider the following stochastic structure.

Unfavorable environment (probability 1 − α). The

probabilities of success are, with equal probabili-

ties, (q,0) for one project and (0, q) for the other,

where the first element is entrepreneur 1’s probabil-

ity of success and the second entrepreneur 2’s. So

entrepreneurs necessarily choose different projects

if they apply for funding.

Favorable environment (probability α). With prob-

ability θ, the best project is the same for both and

has probability of success p; the worst project for

both has probability of success r , where

p > max{q, r}.
With probability 1 − θ, the two entrepreneurs’ best

strategies differ: the probabilities of success are

(p, r) and (r , p), respectively, for entrepreneur 1’s

and entrepreneur 2’s best strategy (which are A or

B with equal probabilities). Thus θ is the probabil-

ity of correlation of the best strategies in a favor-

able environment; this probability is equal to 0 in

the unfavorable environment.

Let m ≡ αp + (1−α)q and assume that

qR > I.

Show that funding and herding (with probability

α(1 − θ), entrepreneur 2 chooses entrepreneur 1’s

82. One will assume therefore that the first entrepreneur cannot
condition her financing contract on the later choice of strategy by the
second entrepreneur.

best strategy even though it does not maximize her

probability of success) is an equilibrium behavior as

long as

r
[

R − I
θp + (1− θ)r

]

� p
[

R − I
q

]

.

Note that entrepreneur 2 is on average worse off

than in an hypothetical situation in which investors

did not observe the strategy of entrepreneur 1 (or

that in which the optimal strategies were uncorre-

lated).

Exercise 6.10 (maturity structure). At date 0 the

entrepreneur has cash on hand A and needs to fi-

nance an investment of fixed size I. At date 1, a de-

terministic income r accrues; a liquidity shock must

be met in order for the firm to continue. Liquida-

tion yields nothing. The probability of success in the

case of continuation depends on a date-1 effort: for a

good borrower, this probability is pH or pL depend-

ing on whether she behaves (no private benefit) or

misbehaves (private benefit B); similarly, for a bad

borrower, it is qH or qL. We assume that

pH − pL = qH − qL = ∆p,
and so the incentive compatibility constraint in the

case of continuation is the same for both types of

borrower:

(pH − pL)Rb = (qH − qL)Rb = (∆p)Rb � B,

where Rb is the borrower’s reward in the case of suc-

cess.

The borrower knows at the date of contracting

whether she is a “p-type” or a “q-type.” Let

ρG
0 ≡ pH

(

R − B
∆p

)

and ρB
0 = qH

(

R − B
∆p

)

denote the date-1 pledgeable incomes for the good

and bad types.

The liquidity shock is deterministic and equal toρ.

Information is asymmetric at date 0, but the capital

market learns the borrower’s type perfectly at date 1,

before the liquidity shock has to be met. Assume that

ρG
0 > ρ > ρ

B
0 .

Suppose further that under symmetric informa-

tion only the good borrower is creditworthy (pro-

vided that she is incentivized to behave).

Assume that r < I −A < r + [ρG
0 − ρ]. Show that

the good borrower can costlessly signal her type.
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7
Topics: Product Markets and Earnings Manipulations

This chapter studies two underexplored but impor-

tant topics in corporate finance. Section 7.1 puts the

firm in its industrial context by adding the inter-

actions with its competitors, suppliers, or clients.

Needless to say, the interest is not in these inter-

actions per se, which have been the focus of an

enormous amount of literature in industrial orga-

nization, but rather in how corporate financing is

affected by these interactions, and vice versa.

Section 7.2 looks at the topical issue of earnings

manipulation.1 The management’s ability to garble

signals received through creative accounting, timing

of income recognition, and risk taking adds an extra

degree of moral hazard into the managerial incentive

problem. Incentive schemes, such as stock options

or high-powered career concerns, that are meant to

align managerial incentives with investors’ interests

and thus induce high performance also tend to invite

management to game the incentive system.

7.1 Corporate Finance and
Product Markets

We examine the interaction between corporate fi-

nancing and industrial organization. A firm design-

ing its funding level and structure (collateral, liq-

uidity, diversification, control rights, and corporate

governance, say) does so in the context of horizontal

(competitors) and vertical (suppliers and customers)

interactions.

Two broad questions then emerge.

(i) How do market characteristics affect corporate

financing choices?

1. As discussed in Chapter 1 (see also the papers by Healy and
Palepu, Lev, and Demski in the 2003 Journal of Economic Perspectives
symposium on “Enron and conflicts of interests”), recent corporate
scandals in the United States and in Europe have highlighted the per-
vasiveness and the scope of earnings manipulations.

(ii) How do other firms react to a firm’s financial

structure? And does a firm want to alter its financial

structure so as to affect the behavior of other firms?

That is, can a firm use its financial structure so as

to reduce product-market competition or to extract

more favorable conditions from other parties in the

vertical chain? For example, does leverage make a

firm weak or strong against its competitors in the

product market? Or can leverage be used to extract

lower wages from a labor union or better terms from

a supplier?2

We analyze these questions in sequence.

7.1.1 Impact of Competition on Financial
Choices

7.1.1.1 Basics: Profit Destruction and

Benchmarking Effects

Let us begin with two basic and opposite effects of

competition on a firm’s ability to obtain funding.

First, competitive pressure reduces market power

and profit, and thereby makes it more difficult for

firms to receive financing. This profit-destruction ef-

fect is not specific to markets with credit rationing;

that is, firms tend to be less keen on investing in

the presence of rivals whether they have easy ac-

cess to outside financing or not. At most, the profit-

destruction effect exacerbates the lack of pledge-

able income and the concomitant difficulty for the

borrowers to raise funds. Second, the presence of

competitors subject to similar demand and cost

conditions facilitates the investors’ control of the

agency problem. In a nutshell, the competitors’ per-

formance brings about information that helps in-

vestors assess the circumstances under which their

firm operated. This reduces the agency cost and

thereby facilitates financing.

2. See also Cestone (2000) for a survey of corporate financing and
product-market competition.
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(a) Profit destruction. Consider the profit-destruc-

tion effect first. A market is (potentially) served by a

duopoly (the analysis generalizes straightforwardly

to an arbitrary number of firms): firms i = 1,2. Each

of these firms must develop a new technology (or

acquire know-how) in order to enter and serve the

market. Thus, one can think of the market as being

primarily an innovation market.

The model is the basic, fixed-investment model of

Section 3.2 except for the twist that a firm’s profit de-

pends on how successful the other firm is. Namely,

while a firm makes no profit if it fails to develop the

new technology, its profit when its succeeds in devel-

oping it depends on whether it faces a competitor,

that is, whether the other firm also succeeds. Thus

the firm’s profit is as follows:

profit =

⎧

⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎩

M if it is the only firm to succeed,

D if both firms succeed,

0 if it fails,

where

M � D � 0 and pHM > I.

Here, M stands for “monopoly profit” and D for

“duopoly profit.”3 The condition M � D means that

competition reduces individual profit. The condition

pHM > I, where pH is the probability of success in

the case of good behavior, says that the NPV under

monopoly is positive.4

The familiar agency cost affects the development

process. Each entrepreneur succeeds with probabil-

ity pH if she behaves (in which case she receives no

private benefit) and with probability pL = pH−∆p if

she misbehaves (and thereby receives private bene-

fit B), where ∆p > 0.

Each entrepreneur needs to raise I−A in order to

finance her project, where I is the investment cost

and A her initial net worth.

To isolate the profit-destruction effect, we first

rule out any possibility of benchmarking (that is, of

rewards that are based not only on the firm’s per-

formance but also on that of its rival) by assuming

that the two research processes are independent, and

so investors in one firm cannot infer anything about

3. The case of an R&D race (see Schroth and Szalay (2004) for an R&D
race with financial constraints) is somewhat akin, in reduced form, to
D = 1

2M : each receives a patent with probability 1
2 .

4. Otherwise, no firm in the industry would ever invest.

the entrepreneur’s behavior by looking at whether

the other firm succeeds or fails.

Assuming, as usual, that investors can break even

only if incentives are in place for the entrepreneur to

behave, we look at conditions under which the two

firms receive financing, or only one firm receives it.

Equilibrium in which both firms receive funding.

When one’s potential competitor is funded (and is

induced to behave), the expected income is

pH[(1− pH)M + pHD]+ (1− pH)[0],

since the firm succeeds in developing the technol-

ogy with probability pH and is then a monopolist

with probability 1− pH and a duopolist with prob-

ability pH.

The pledgeable income is smaller, though. The

entrepreneur must receive a reward Rb in the case of

success in developing the technology5 (and 0 in the

case of failure), which ensures incentive compatibil-

ity:

(∆p)Rb � B.

Thus the pledgeable income is equal to the expected

income described above minus the probability of

success, pH, times the minimum reward, B/∆p, to

be given to the entrepreneur in order to provide ad-

equate incentives.

It is an equilibrium for both firms to receive fund-

ing if, for each firm, the pledgeable income exceeds

the investors’ initial outlay, or

pH

[

(1−pH)
(

M− B
∆p

)

+pH

(

D− B
∆p

)]

� I−A. (7.1)

Equilibria in which only one firm receives funding.

When inequality (7.1) is not satisfied, investors are

unwilling to fund a firm if its rival receives funding.

Let us therefore look at the possibility that only one

firm receives financing. This firm is a monopolist if

it succeeds; therefore the pledgeable income is

pH

[

M − B
∆p

]

.

5. Under risk neutrality, it does not matter whether the entrepre-
neur receives a uniform Rb regardless of the performance of the com-
petitor, or, say, gets a share θ of the firm’s profit (with θ[(1−pH)M +
pHD] = Rb).

Under entrepreneurial risk aversion, though, it would become
strictly optimal not to make the reward contingent on the other firm’s
performance: there is no point imposing a risk on the entrepreneur
that she has no control over. (This is an application of the sufficient
statistic result: see Section 3.2.6.)
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•
None enters Multiple equilibria Both enter

•
A

A
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–

Figure 7.1

A necessary and sufficient condition for the funding

of a single firm is therefore

pH

(

M − B
∆p

)

� I −A

� pH

[

(1− pH)M + pHD − B
∆p

]

.

(7.2)

Note that in this case the equilibrium is indetermi-

nate. It may be firm 1 or firm 2 that gets funded.6

The entrepreneurs are not indifferent as to which

equilibrium prevails, though. Their net utility from

receiving monopoly funding is pHM − I > 0; it is

equal to 0 when denied funding. This suggests that,

in this case, the entrepreneurs have an incentive to

preempt each other and invest “too early,” spend-

ing investment I before the technology is ripe. (This

preemption game is analyzed in Exercise 7.4.)7

Summing up and letting A and A be defined by

pH

(

M − B
∆p

)

= I −A

and

pH

[

(1− pH)M + pHD − B
∆p

]

= I −A,

the outcome(s) are described in Figure 7.1.

(b) Benchmarking. Competition generally allows

some benchmarking (also called relative perfor-

mance evaluation) because the performance of rival

firms is partly governed by common shocks to in-

dustry cost and demand. To illustrate this point in

a somewhat contrived, but straightforward, manner,

consider the previous model, but assume that the ex-

ogenous events that determine the firms’ outcomes

6. Actually, in this game in which the entrepreneurs simultaneously
look for funding sources, there also exists a mixed-strategy equilib-
rium, in which each entrepreneur receives funding with probability κ,
such that

κpH

[

[1− κ + κ(1− pH)]M + κpHD − B
∆p

]

= κI −A.

7. The industrial organization literature has repeatedly stressed the
incentive for preemption in such “natural monopoly” environments
even in the absence of credit rationing.

••
Always
succeed

Succeed
if and only
if behaves

Always
fail

10
•

pHpL

  uniform
on [0,1]

ω

Figure 7.2

(success/failure) are the same, i.e., perfectly corre-

lated across firms, rather than independent random

variables. This “perfect correlation conditional on

effort” is represented in Figure 7.2.

Hereω is a random variable distributed uniformly

on [0,1]. A project always succeeds if ω < pL, al-

ways fails if ω > pH, and succeeds only in the case

of good behavior if pL < ω < pH. Because ω is

uniformly distributed, the probability of success is

therefore equal to pH if the entrepreneur behaves

and pL if she misbehaves. Perfect correlation means

that the realization of random variableω is the same

for both firms.

Let us further, and for the sake of this argument

only, replace the assumption that the entrepreneurs

are risk neutral and protected by limited liability by

the assumption that the entrepreneurs are risk neu-

tral for positive incomes and infinitely risk averse for

negative incomes: their utility from income w is w
for w � 0, and −∞ for w < 0. The two assumptions

are very similar and often lead to the same conclu-

sions. Not so in this somewhat rigged example, as

we will see.

It is easy to see that an equilibrium exists in which

the agency cost is eliminated by benchmarking, that

is, in which the pledgeable income is the entire NPV.

Define the following incentive scheme for entrepre-

neur i:

wi =

⎧

⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎩

ai with ai � 0 if firm i does
at least as well as firm j,

−bi with bi > 0 if firm i is
outperformed by firm j.

Suppose that firm j’s entrepreneur is subject to

such an incentive scheme and behaves in equilib-

rium. Then, if firm i’s entrepreneur and investors

agree on such an incentive scheme as well, entre-

preneur i will behave. Indeed good behavior en-

sures that she will never be outperformed and allows

her to secure ai. Misbehavior implies that she is
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outperformed, and therefore receives a very low util-

ity (−∞ here!) with probability ∆p (i.e., when ω falls

in the interval (pL, pH)).
Therefore the full expected income, pHD,8 is

pledgeable and so funding is both feasible and de-

sirable if and only if

pHD � I.

It may even be that funding is easier under compe-

tition than under monopoly: this occurs whenever

pHD � I and pH(M−B/∆p) < I−A, that is, when the

agency cost under monopoly is high (say, because B
is high) and firms do not compete much (D close to

M , as is the case, for example, when the two firms

serve markets that are either only partly overlapping

or similar).

Note, lastly, that benchmarking would be useless

in this highly stylized example if we instead as-

sumed that entrepreneurs were protected by limited

liability. If entrepreneur i misbehaves, then she will

be found out wheneverω takes value in the interval

(pL, pH), because firm i fails while firm j succeeds,

but then the punishment (wi = 0) is no worse than

it would have been in the absence of benchmark-

ing. The conclusion that there is “no benefit from

benchmarking” here is as extreme and nonrobust as

the conclusion that “benchmarking fully eliminates

the agency cost” under the alternative assumption of

“infinite-risk-aversion-below-zero,” that is, of a util-

ity function that is equal to−∞ for negative incomes.

The general conclusion in less stylized models is

that benchmarking reduces, but does not eliminate,

the agency cost (see, for example, Exercise 7.5).

7.1.1.2 Impact of Competition on Financial

Structure and Corporate Governance

So far, we have considered only the impact of compe-

tition on a firm’s ability to secure funding. Following

Aghion et al. (2000), let us extend the analysis to the

impact of competition on the terms of financing. We

make two basic points.

• Financial structure or corporate governance

choices are interdependent: one firm’s choice is

affected by its rivals’ choice in the matter.

8. The profit in the case of success isD rather than pHD+(1−pH)M
because the technologies are perfectly correlated and so the two firms
succeed or fail at the same time.

• The quest for pledgeable income may make

these choices “strategic complements” when they

otherwise (i.e., in terms of NPV) would be “strategic

substitutes”: more discipline (in the sense of more

profit-oriented behavior) in the rival firms lowers the

firm’s pledgeable income and calls for more disci-

pline in order to satisfy the firm’s investors.

These general statements are deliberately vague

with regards to the nature of the financing “choices”

made by the firms. These choices may be, for

example,

• a choice of “financial muscle,” which determines

the firm’s ability to withstand liquidity shocks,

• a refocusing on a line of business increasing

one’s efficiency in this line of business,

• the choice of high-powered monitoring or of

vertical integration, resulting in improved cor-

porate governance,

• relatedly, the act of granting more extensive

control to investors, resulting in an enhanced

concern for efficiency and profitability.

In fact, the choice may refer to any provision that

(a) raises pledgeable income while (b) making the

firm more competitive in the product market.

Anticipating Chapter 10, we illustrate these points

in the context of the allocation of a control right.

(Exercise 7.2 applies similar ideas to the firms’ choice

of financial muscle. More on this later.)

Let us return to the model without benchmark-

ing (the two research processes are independent,

and benchmarking is therefore useless). We assume

that both firms have enough cash or pledgeable in-

come to be attractive to investors. Therefore the is-

sue is what kind of funding they receive rather than

whether they are funded.

Let us introduce in each firm the possibility of tak-

ing an interim action that

(i) raises the probability of success uniformly by

τ > 0 (so the probability of success becomes

pH+τ orpL+τ , depending on the entrepreneur’s

behavior, if the action is taken, and remains pH

or pL if the status quo action is selected); and

(ii) engenders a private cost γ > 0 for the entrepre-

neur (or more generally the insiders).

For example, the interim action could consist in

firing workers or divesting a division that manage-
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Entrepreneur raise
I − A from investors,
and choose
    a sharing
    rule (Rb),
    an allocation
    of control.

• • •
Within each firm,
choice between status
quo action (probability
of success is p), and
profit-enhancing
action (probability
of success is p +    ). 

Financing stage

•
Moral-hazard stage

Within each firm choice
of probability of success:
 p = pH (no private benefit)
or  pL (private benefit B).

Verifiable profit: R with
probability p (or p +   ),
0 with probability 1 −  p
(or 1 −  p −    ). 
R = D if rival is successful, 
R = M if rival fails.

τ

τ

τ

Interim action Innovation market outcome

•

•

Figure 7.3

ment is eager to run. The action (like the “status quo

action”) is ex ante indescribable, so its implementa-

tion is achieved through the allocation of the control

right to a party with specific incentives to take or not

take the profit-enhancing action.

We assume that

γ > τM, (7.3)

which implies that the action always (i.e., even in a

monopoly situation) decreases value.

The timing is described in Figure 7.3 (the new el-

ements relative to the basic model are indicated in

bold).

Two key preliminary points. First, if the control

right over the interim action is granted to investors,

they will choose the profit-enhancing action, since

it raises the probability of success (and they receive

no money in the case of failure) and they bear none

of the cost γ. By contrast, and from (7.3), when in

control, the entrepreneur does not choose the profit-

enhancing action, since she bears the entire cost and

receives only part of the benefit. Thus, the allocation

of the control right matters for the actual decision

making.

Second, the separability of the impacts of the ex-

ercise of the control right and of the moral-hazard

choice of the entrepreneur implies that the entre-

preneur’s incentive constraint is not affected by the

allocation of the control right: letting Rb denote the

entrepreneur’s reward if her firm succeeds (Rb can

be chosen independently of the other firm’s perfor-

mance since benchmarking is useless) and 0 her re-

ward in the case of failure, this incentive constraint

is
(pH − pL)Rb � B

if the entrepreneur retains the control right, and

[(pH + τ)− (pL + τ)]Rb � B

if investors receive control. The invariance of the in-

centive constraint to the allocation of the control

right obviously shortens the analysis.9

Because investor control reduces the NPV and

therefore the entrepreneur’s utility, each entrepre-

neur would rather not surrender control. Let us

therefore find the ranges of parameters over which

the entrepreneurs can secure financing with and

without surrendering control to investors.

Equilibrium in which both entrepreneurs retain

control. When entrepreneurs retain control, a firm’s

probability of success is pH and so the expected in-

come is

pH[(1− pH)M + pHD].

Because Rb � B/∆p, the pledgeable income is equal

to the expected income minus pHB/∆p. Hence, fi-

nancing is possible if the pledgeable income exceeds

the investors’ initial outlay; this condition takes the

same form as in the previous subsection:10

pH

[

(1− pH)M + pHD − B
∆p

]

� I −A. (7.4)

Firms that start with a substantial amount of cash

on hand (that is, condition (7.4) is satisfied) create

a form of corporate governance that is unfriendly

to investors (who, because of the breakeven condi-

tion, must be compensated through a higher share

of profit in the case of success).

Equilibrium in which both entrepreneurs surren-

der control. Suppose now that

pH

[

[1−(pH+τ)]M+(pH+τ)D− B
∆p

]

< I−A (7.5)

9. It also implies that, in Figure 7.3, whether the interim action
comes before or after the moral-hazard stage is irrelevant.

10. Aghion et al. call this the “shirking region.” I avoid this termi-
nology so as not to create confusion with the moral-hazard part of the
model.
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and

(pH + τ)
[

[1− (pH + τ)]M + (pH + τ)D − B
∆p

]

� I −A. (7.6)

Inequalities (7.4) and (7.5) state that, when the rival

surrenders control to her investors (and therefore

succeeds with probability pH + τ), there is enough

pledgeable income to attract investors only if the

entrepreneur surrenders control herself. In this case,

and provided that the cost γ of the profit-enhancing

action is not so high as to make the NPV negative,11

then it is an equilibrium for the two entrepreneurs to

surrender control. Aghion et al. call this the “bond-

ing region.”

Let us push this analysis a bit further by asking

ourselves whether the corporate governance deci-

sions (here, the allocations of control) are strate-

gic complements or strategic substitutes. They are

strategic complements (substitutes) if your retain-

ing control makes me more (less) willing to retain

control. Let xi = 0 if entrepreneur i retains control

and xi = 1 otherwise.

As it turns out, corporate governance decisions

are either (a) strategic substitutes from an NPV per-

spective or (b) strategic complements from a pledge-

able income perspective.

(a) Strategic substitutability from an NPV perspec-

tive. Entrepreneur i’s utility (also equal to her firm’s

NPV under a competitive capital market) is12

Uib = V i(xi, xj)

= (pH + xiτ)
× [[1− (pH + xjτ)]M + [pH + xjτ]D]

− I − xiγ,
where

xi,xj ∈ {0,1}.
And so

∂2V i

∂xi∂xj
= −τ2(M −D) < 0.

Intuitively, the cost of surrendering control, γ, is in-

dependent from competitive pressure. By contrast,

11. That is,

Ub = NPV = (pH + τ)[(1− (pH + τ))M + (pH + τ)D]− I − γ > 0.

12. Due to the symmetric structure of the model,V i, like the pledge-
able income Pi defined below, is independent of i. Nonetheless, we
keep the index i so as to make it clear which firm is being discussed.

raising the probability of success by τ is more ad-

vantageous if the other firm is less likely to succeed,

since the monopoly profit exceeds the duopoly one.

In a nutshell, the cost of surrendering control looms

smaller when the payoff from good performance in-

creases (this property holds whether or not condi-

tion (7.3) is satisfied).

(b) Strategic complementarity from a pledgeable

income perspective. The condition that pledgeable

income must exceed the investors’ initial outlay is

Pi(xi, xj)
= (pH + xiτ)

×
[

[1− (pH + xjτ)]M + [pH + xjτ]D − B
∆p

]

� I −A;

and so
∂Pi
∂xi

> 0 and
∂Pi
∂xj

< 0.

Thus, if entrepreneur i can secure financing without

relinquishing control when the other entrepreneur

surrenders control, she a fortiori can secure financ-

ing and keep control when her rival keeps control.

Or, put differently, an entrepreneur who faces a tight

financing constraint is more likely to surrender con-

trol if her rival also does so.13

This strategic complementarity may give rise to

multiple equilibria. Condition (7.4) is consistent with

conditions (7.5) and (7.6) holding simultaneously,

and so the two equilibria studied above coexist over

a range of parameters. Note further that if both equi-

libria coexist, then the one in which the two entrepre-

neurs retain control is better for both entrepreneurs

(“Pareto-dominates”) than the one in which they both

surrender control.

7.1.1.3 Committing to Be Tough:

Brander and Lewis (1986)

The analysis in Section 7.1.1.2, with a minor mod-

ification, also illustrates a well-known idea, due to

Brander and Lewis (1986): a firm may want to choose

its financial structure or corporate governance so as

to commit to being very competitive (aggressive) in

13. Technically, the set of parameters for which xi = 1 is needed to
deliver a pledgeable income in excess of I −A when xj = 0 is a subset
of the set of parameters for which xi = 1 is needed when xj = 1.
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the product market, thereby deterring or limiting en-

try by a rival. (This section offers a good transition

from the literature on the impact of competition on

the ability to raise funds to the next section on com-

mitment effects.)

Return to the timing described in Figure 7.3 and

decompose the “financing stage” into two substages.

Namely, firm 1 chooses its financing structure (in-

cluding the allocation of control) before, rather than

simultaneously with, firm 2.

It is easy to find parameters such that

(i) firm 2 cannot secure financing even by giving

control to its investors when firm 1 gives con-

trol to its own investors,

(ii) under a simultaneous choice of financial struc-

ture, there would have been an equilibrium (ac-

tually a Pareto-dominating one, as we have just

seen), in which both entrepreneurs keep the con-

trol right and receive financing, and

(iii) firm 1 selects to deter firm 2’s entry by giving

control to its investors.

Indeed suppose that14

P2(1,1) < I −A < P2(0,0). (7.7)

The left-hand inequality in (7.7) implies that tough

corporate governance deters entry, yielding (i). The

right inequality means that both firms could have

been funded under simultaneous choices of financial

structure and so (ii) obtains. For the “Brander–Lewis

equilibrium” to arise, we also need to ensure (iii), that

is, firm 1’s willingness to sacrifice control to the pur-

pose of deterring entry:

(pH + τ)M − γ − I > pH[(1− pH)M + pHD]− I
or

p2
H(M −D) > γ − τM. (7.8)

That is, the cost of relinquishing control is γ−τM >
0. But, with probability p2

H, the probability that both

14. To see that P2(x,x) may be decreasing in x, note that

∂
∂τ

[

(pH + τ)
[

[1− (pH + τ)]M + (pH + τ)D − B
∆p

]]

= P2 − (pH + τ)2(M −D)
pH + τ

.

So, if, for example, P2 is small (corresponding, in equilibrium, to A
close to I),P2(x,x) decreases with x. Or, more directly, condition (7.7)
can be satisfied for some choice of I −A if and only if M − (B/∆p) <
(2pH + τ)(M −D).

firms are successful when they both invest, firm 1

earns a monopoly profit rather than a duopoly one.

This analysis only conveys the spirit of the

Brander–Lewis contribution. The latter actually stud-

ied the incentive to deter entry through a choice of

overindebtedness in the context of Cournot compe-

tition.15 Namely, firms 1 and 2 know that they will

compete à la Cournot in the product market. The

supplementary section covers the original Brander–

Lewis model.

7.1.2 Committing through the
Financial Structure

The choice of financial structure alters the incen-

tives of those who run firms, and thereby indirectly

modifies the behavior of product market rivals. The

principle according to which financial and corporate

governance choices can be used to affect other firms’

behavior is obviously quite general, and has been de-

veloped in a variety of contexts. Let us discuss two

of these.

7.1.2.1 Financial Muscle and Predation

An old theme in industrial organization and anti-

trust policy is that cash-rich firms can prey upon

cash-poor rivals. The standard definition of preda-

tion is that the predator voluntarily loses money in

the short run (relative to the short-term profit that

could have been achieved with an alternative strat-

egy) so as to kick a rival out of the market, at which

point the reduction in competition will allow it to

more than recoup the short-term loss in earnings

(see, for example, Joskow and Klevorick 1979). The

instrument of predation is usually a low price, but

it could be any strategic choice that hurts the rival’s

bottom line and prospects: intense advertising, se-

lective price cuts, close positioning, clever version-

ing, etc. In the long-purse theory of predation, the

cash-poor rival exits because it can no longer se-

cure financing for its operating or investment costs.

By contrast, the predator is assumed to have “deep

pockets” (a “long purse”) and its existence and in-

vestments are not jeopardized by short-term losses.

15. Substantial extensions of the Brander–Lewis analysis can be
found in Maksimovic (1988) and Poitevin (1989). Other papers study-
ing financial contracting in an imperfectly competitive product market
include Fulghieri and Nagarajan (1992) and Glazer (1994).
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This long-purse story (articulated, for instance, by

McGee (1958)), at least in its basic form in which the

predator charges rock-bottom prices so as to make

the prey lose money, was challenged by Telser (1966)

and the Chicago School on the grounds that the prey

can always receive financing after a predatory period

as long as its prospects are good. That is, the prey’s

former losses from being preyed upon are “water

under the bridge,” and are therefore irrelevant. Fi-

nanciers will look at the prey’s prospects, not its

past.

In a nutshell, Telser’s critique takes an Arrow–

Debreu view, under which the capital market is not

marred by agency costs and so investment is driven

by investment opportunities and not by forgone

earnings. And, indeed, this sunk-loss argument is

well-taken if firms can always obtain financing for

continuation projects that have a positive NPV. In

that case, money lost in the past, because it has no

effect on future prospects, also has no impact on fu-

ture investments and decisions. Unsurprisingly, the

subsequent literature reintroduced the credit con-

straints that were not formalized but were implicit

in the pre-Telser antitrust literature.

As a warm-up exercise, we begin with the “simple-

minded long-purse story” in which the prey may in

the future face credit rationing, but obtains no long-

term commitment from its lenders, that is, financ-

ing occurs through a sequence of short-term borrow-

ing (Fudenberg and Tirole 1986). The possibility that

the prey be credit rationed tomorrow may induce

the predator to take actions today that reduce both

profits today and, in particular, lessen the prey’s net

worth tomorrow. We then move on to the more in-

teresting case in which the prey, anticipating this,

can (as was studied in Chapter 5) secure long-term

financing and thereby attempt to discourage preda-

tion: this case has been analyzed in the strategic

security design literature pioneered by Bolton and

Scharfstein (1990).

Simple-minded long-purse story: short-term financ-

ing arrangements. There are two dates, t = 0,1.

There is no discounting between the two periods.

Consider a duopoly. Firms i = 1,2 are identical in

all respects except the amount of wealth they have

access to in order to finance investments. Firm 1

(the predator, the financially strong firm) has a large

amount of wealth and never needs to go to the cap-

ital market to finance investment. Firm 2 (the prey,

the financially weak firm) has just enough wealth to

finance the date-0 investment.16

While the financially weak firm is self-financed at

date 0, it will need to borrow in order to finance the

date-1 investment cost. Its date-0 profit is its date-1

net worth or cash on hand.

Without loss of generality we describe date 0 in

reduced form: firm 1 can take a costly action (prey)

that reduces both firms’ date-0 profits. In particular,

firm 2’s profit falls from A > 0 to a (we take the

profit to be deterministic in order to simplify the

exposition; again, there is no loss of generality here).

The second period, date 1, is described exactly as

in Section 7.1.1: for each firm, the investment cost

is I. Entrepreneurs then engage in moral hazard. The

probability of success of the date-1 project is pH if

the entrepreneur behaves and pL = pH − ∆p if she

misbehaves (in which case she obtains private bene-

fit B). A firm’s date-1 profit isM if it alone succeeded,

D if both firms succeeded, and 0 otherwise. Let

C ≡ pHD + (1− pH)M

denote the expected date-1 “competitive” profit per

firm when both invest (assuming as always that in-

centive schemes induce good behavior). The timing

is summarized in Figure 7.4.

Assume that

I −A < pH

(

C − B
∆p

)

< I − a.

This condition says that the pledgeable income—

equal to the probability of success, pH, times the

amount of revenue in the case of success, C−B/∆p,

that can be promised to investors without com-

promising incentives—exceeds the investors’ date-1

outlay in the financially weak firm if the latter has

retained earnings A, but not if it only retained earn-

ings a. Thus, assuming that the NPV is positive even

under competition (pHC > I), predation by firm 1

triggers firm 2’s exit.

Does firm 1 find it profitable to induce exit? Firm 1

compares its date-0 cost of predation with its date-1

16. Alternatively, one could assume that it is able to secure financ-
ing for the date-0 investment, where the loan is to be repaid from
date-0 profits: that is, there is no long-term financing arrangement.
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Figure 7.4

gain from monopolization. The gain from monopo-

lization, M −D, is reaped only when, in the absence

of exit, both firms would have been successful, that

is with probability p2
H.

Let k denote the predator’s cost of predation (for

example, k = A − a if the cost of predation is the

same for both firms, but obviously, it need not be).

In the absence of discounting between dates 0 and

1, firm 1 chooses to prey if and only if

k < p2
H(M −D).

More generally, if the prey’s investment decreases

with its cash on hand (as it does in corporate finance

models), the predator is willing to incur losses as

long as she can recoup these later on thanks to her

rival’s reduced scale.

Note also that the prey’s potential date-1 fund-

ing contract is designed at date 1. In particular, the

firm cannot contract with date-0 investors to secure

a credit line that will allow it to continue even if

earnings are low. Such a credit line might salvage a

valuable investment at date 1 (as in Chapter 5), and

crucially it might also deter date-0 predation in the

first place. This brings us to the strategic security

design literature.

Strategic security design (Bolton and Scharfstein):

reducing the sensitivity of investment to cash flow.

The simple-minded version brings credit constraints

to the forefront of the analysis of predation, but has

two serious shortcomings. First, as we noted, it does

not allow for long-term contracting such as credit

lines or long-term debt. Second, it does not make the

date-0 agency costs explicit (since the prey’s date-0

investment is self-financed, the two shortcomings

are, as we will see, related; it becomes important

to explicitly model date-0 agency costs when the

firm secures long-term financing). The crucial work

of Bolton and Scharfstein (1990) (see also the very

careful analysis of renegotiation in Snyder (1996))

addresses these shortcomings.

The literature makes three basic points.

1. A financially weak firm can reduce the occur-

rence of predation through long-term contracting

with its financiers. Intuitively, the predator feels less

inclined to prey (and thereby lose money) if the prey

has secured a financial cushion and therefore will

probably be able to finance its reinvestment.17 Con-

versely, the predator is deterred from predation if

the prey has contracted a large amount of short-term

debt and does not receive financing even for high

earnings (this will later be called the “shallow-pocket

strategy”). Either way, a reduction in the prey’s sen-

sitivity of investment to cash flow reduces the preda-

tor’s incentive to prey.

2. Financial cushions that insure the potential prey

against fluctuations in revenue (and thereby deter

predation) exacerbate the incentive problem within

the firm. In general, financial contracts may not be

able to distinguish between losses that are due to

predation and those stemming from other causes

(effort, competitive environment). And so, because a

shortfall in revenue may be due to managerial moral

hazard and not only to the rival’s predatory actions,

insurance against predation also exacerbates moral

hazard. In other words, there is a tension between

the minimization of the rival’s incentive to prey and

the minimization of agency costs within the firm

when investors cannot disentangle whether a low

profit is due to aggressive competition or low man-

agerial effort.

17. An alternative to a credit line to build financial muscle is to be-
come a division of a conglomerate, as in Cestone and Fumagalli (2005).
For a modeling of financial muscle in a conglomerate, see Exercise 3.20.
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3. Long-term contracts that protect against preda-

tion are credible. That is, investors and the entre-

preneur do not find it advantageous to renegotiate

their agreement to their mutual advantage later on.18

As in Chapter 5, when continuation maximizes to-

tal (entrepreneur and investor) value but reduces in-

vestors’ payoff, the continuation policy is not rene-

gotiated: either it dictates continuation, in which

case there are no gains from renegotiation; or it

leads to liquidation, and then the entrepreneur has

no cash to compensate investors for the loss they

incur if they agree to finance continuation.

Let us now investigate these points in more detail.

To do so, we need to build upon the simple-minded

model by explicitly describing the date-0 actions and

by allowing for long-term financing. To simplify the

analysis, let us assume that

• pH = 1;

• furthermore, date 0 is identical to date 1 except

for the private benefit from misbehaving—the

latter is equal to B0 at date 0 and B at date 1;19

• the financially strong firm’s act of predation in

a given period20 results in 0 profits (failure) for

both firms in that period;

• investors in the financially weak firm observe

only that firm’s profit at date 0.21

18. A large literature has investigated the use of contracts with third
parties as a way to commit to certain types of behavior in strategic
interactions (e.g., Katz 1991). A subset of these contributions raises
the question of whether such commitments are credible, i.e., whether
the parties to the contract would not undo its provisions once the
latter have served their objective of altering the others’ behavior in the
strategic interaction. Once must then assume that the parties to the
contract are unable for some reason to renegotiate, or else show that
renegotiation is at best inefficient, as in Caillaud et al. (1995), where
renegotiation is plagued by informational asymmetries.

19. We will later assume that B0 < B. This distinction between B0

and B allows us to shorten the analysis by ensuring that date-0 incen-
tives can be provided through the continuation policy. See below.

20. Predation can, of course, occur at date 0 only. The predator can
only lose by preying at date 1 because there is no future at that date.

21. The important assumption is that a court cannot ascertain
whether the absence of date-0 profit for firm 2 is due to a predatory
act or to moral hazard (lack of luck is not a possible third explanation
because we assumed that pH = 1).

Indeed, historically, courts have had difficulties in ascertaining the
occurrence of predation. Legal scholars, such as Areeda and Turner
(1975), have suggested comparing the price charged by the alleged
predator to its marginal cost, approximated by the average variable
cost. There are several difficulties with this, leaving aside the fact that
predation may be implemented through nonprice instruments. Mea-
surability is not easy. Prices may be multidimensional and have whole-
sale components; marginal costs are often difficult to measure. Second,

As earlier, the financially strong firm is self-fi-

nanced. The financially weak firm signs a long-term

agreement with its investors that specifies:22

• the probabilities zS and zF of refinancing (date-1

investment) in the case of date-0 success (i.e.,

profit D) or failure (i.e., profit 0), respectively;

• a reward Rib in the case of date-1 success (which

assumes a date-1 reinvestment in the first place),

where i ∈ {S, F} indexes the date-0 outcome—for

all i, Rib must satisfy the date-1 incentive con-

straint (∆p)Rib � B.23

The timing is summarized in Figure 7.5.

Let us make the following assumptions.

Assumption 7.1. Positive-NPV investment even un-

der duopoly in the absence of predation:

D − I > 0.

(Recall: the probability of success in the case of

good behavior is here equal to 1.)

Assumption 7.2. Dearth of pledgeable income in the

case of continuation:24
(

D − B
∆p

)

− I < 0.

Preventing predation by firm 1 at date 0 bene-

fits firm 2 in two ways. First, its date-0 income is

marginal cost is not necessarily the correct theoretical benchmark. On
the one hand, a price above marginal cost may be predatory since the
short-term profit-maximizing price may be well above marginal cost.
On the other hand, prices below marginal cost may arise as part of
strategies that are not meant to induce the rival’s exit. They are com-
mon in markets where (a) quality is unknown, so introductory offers
encourage consumers to try the product, or (b) the firms want to bene-
fit from learning by doing and so price aggressively initially, or (c) con-
sumers are locked into their initial consumption, so that the prospect
of future profits from these “installed-base consumers” induces firms
to lose money to “acquire” them, or else (d) there are network external-
ities and networks/firms are willing to lose money to enlist the initial
group or marquee players who will attract other consumers. Bolton et
al. (2000, 2001) offer a standard for financial predation. See also Tirole
(1988, in particular Chapter 9) for some of the theoretical principles.

Note also that even if courts were able to measure predation cheaply
and accurately, the time involved in the process might still make it
impossible to base the refinancing decision on the existence or nonex-
istence of predation.

22. Exercise 7.7 shows that there is only a slight loss of general-
ity in considering this class of contracts, and that the results are not
qualitatively affected by our focus on this class.

23. Note that if (∆p)Rib < B, then there is always renegotiation to
an Rib � B/∆p as long as pH(R−B/∆p) > pLR. But even in the absence
of renegotiation, the analysis generalizes.

24. Given that rent pH(B/∆p) = B/∆p must be given to the entre-
preneurs, investors would not finance firm 2 at date 1 in the absence
of retained earnings and long-term contracting obligations.
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increased by D, the duopoly profit. Second, it may

avoid credit rationing, which from Assumption 7.2

is a threat, and from Assumption 7.1 undesirable.

Predation deterrence constraint. To avoid preda-

tion firm 2 must choose its financial contract so that

firm 1’s date-0 cost of predation,D, exceed its date-1

gain from monopolization. To compute the latter,

note that it is not in firm 1’s interest to prey in the

last period. Hence, preventing refinancing by firm 2

raises firm 1’s profit from D toM . And the probabil-

ity that firm 2 receives refinancing falls from zS in

the absence of predation to zF under predation (re-

call that the probability of refinancing is zS if firm 2’s

date-0 profit is D and zF if it is equal to 0). The pre-

dation deterrence constraint is therefore

D � (zS − zF)(M −D). (PD)

To deter predation, the weak firm’s contract must

make the continuation decision relatively insensitive

to that firm’s date-0 profit performance. Note that

(PD) can be rewritten as

D
M −D � zS − zF. (PD′)

Suppose that competition between the two firms

reduces industry profit:

M � 2D.

The left-hand side of (PD′) can then take any value

between 0 (extreme, Bertrand competition) and 1

(perfect tacit collusion or noncompeting goods). In

the latter case, (PD′) really does not constrain the fi-

nancial contract and there is little incentive to prey.

By contrast, with Bertrand competition, predation

can only be deterred by a performance-insensitive

continuation rule (on the other hand, remaining in

the market is also unattractive for firm 2).

Weak firm’s date-0 incentive constraint. The weak

firm’s contract must also induce its entrepreneur

to behave. Here, the entrepreneur’s compensation is

delayed. She receives Rib if there is reinvestment and

firm 2 has profit D in the last period. Let

RS
b ≡ zSRS

b and RF
b ≡ zFRF

b

denote the expected continuation payoffs for the

entrepreneur in the cases of date-0 success and fail-

ure, respectively. By misbehaving at date 0, the entre-

preneur receives private benefit B0, but reduces the

probability of date-0 success by ∆p (provided that

the rival does not prey, i.e., if constraint (PD) is sat-

isfied).

Hence, the incentive constraint is

RS
b −RF

b � B0

∆p
. (IC)

(a) The no-predation benchmark. Suppose, first,

that the predator is unable to prey and so con-

straint (PD) is irrelevant. Let Ub(zS) denote the NPV:

Ub(zS) ≡ D − I + zS(D − I).
From Assumption 7.1, it increases in zS.

The investors’ breakeven constraint can be written

as

Ub(zS)−RS
b +A � 0. (IRl)

Finally, the entrepreneur’s incentive compatibility

constraint is

RS
b −RF

b � B0

∆p
. (IC)

We are led to consider two cases.
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Strong balance sheet. We will say that the firm has

a strong balance sheet if constraints (IRl) and (IC) do

not rule out the efficient continuation policy:

zS = 1.

BecauseRS
b = zSRS

b and RS
b � B/∆p, a necessary con-

dition for this is

Ub(1)− B
∆p

+A � 0,

that is, that A be “sufficiently large.” Then RS
b is

given by the breakeven constraint:

RS
b = Ub(1)+A.

For this condition to also be sufficient, constraint (IC)

must be satisfied, or, using the investors’ breakeven

condition,

RF
b +

B0

∆p
� Ub(1)+A.

Because the right-hand side of the latter inequality

is greater than B/∆p and RF
b � zFB/∆p, if B � B0,

which we will assume, there exists z̄F such that the

solution is incentive compatible for RF
b = B/∆p and

0 � zF � z̄F.

Weak balance sheet. If

Ub(1)− B
∆p

+A < 0,

then continuation cannot be guaranteed without vio-

lating the investors’ breakeven constraint. And so

zS = z̄S < 1.

It is then optimal to set RS
b = B/∆p so as to harness

as much pledgeable income and generate as much

continuation as possible. The probability of contin-

uation in the case of success is given by

Ub(z̄S)−RS
b +A = 0,

or, using RS
b = z̄S(B/∆p),

D − I + z̄S
[

D − I − B
∆p

]

+A = 0.

From Assumption 7.2, the left-hand side of this

equation is decreasing in the probability of contin-

uation. From Assumption 7.1, the equation has a

unique solution in (0,1). Again, if z̄SB � B0, which

we will assume, there exists z̄F ∈ (0,1) such that

the incentive constraint is satisfied as long as

0 � zF � z̄F.

(b) Reintroducing the predation-deterrence con-

straint. The best, predation-deterring financial con-

tract is now obtained by maximizing firm 2’s NPV

subject to the predation-deterrence constraint (PD),

the breakeven constraint (IRl), and the incentive-

compatibility (IC) constraint.

If the solution in the no-predation benchmark case

satisfied (PD), then it is also the solution when preda-

tion if feasible. So, we will assume that (PD) is not sat-

isfied by the benchmark solution. Let us begin with

the case of a weak balance sheet.

Weak balance sheet. A benchmark solution (z̄S, zF)
satisfies (IC) if and only if

(z̄S − zF)
B
∆p

� B0

∆p

and (PD) if and only if

(z̄S − zF)(M −D) � D.

These two constraints are inconsistent if
B0

B
>

D
M −D .

which we will assume.

Relative to the benchmark, the weak firm’s entre-

preneur must reduce the sensitivity of investment

to cash flow, which is proportional to zS − zF. She

cannot increase zS without violating the investors’

breakeven constraint. She must thus reduce zS below

z̄S. Furthermore, using (IC) and (PD) satisfied with

equality yields

RS
b − zS B

∆p
= B0

∆p
− B
∆p

(

D
M −D

)

> 0,

and soRS
b > B/∆p. Note that continuation in the case

of success is no longer an efficient currency because

it induces the predator to prey; this explains why RS
b

is greater than B/∆p.

Finally, the probability of continuation in the case

of success must satisfy the investors’ breakeven

constraint:

Ub(zS)−RS
b +A = 0

or

D − I + zS
(

D − I − B
∆p

)

−
[

B0

∆p
− B
∆p

(

D
M −D

)]

+A = 0.

Hence,

zS < z̄S.
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Everything is as if the balance sheet (as measured

by A) had further deteriorated. The entrepreneur is

forced to adopt a shallow-pocket (low probability of

continuation) policy.

Strong balance sheet. We only sketch the case of a

strong balance sheet. Under a strong balance sheet,

z̄S = 1 in the absence of predation threat. Reducing

zS (here below 1) is, as in the case of a weak balance

sheet, a feasible response to deter predation.25

Let us use this case to illustrate another feasi-

ble response, namely, the deep-pocket policy. Here, a

deep-pocket policy consists in raising zF while keep-

ing zS = z̄S = 1. Maintaining incentive compatibil-

ity, however, requires raising RS
b and thereby vio-

lating the investors’ breakeven constraint.26 Thus,

the deep-pocket policy requires finding new forms

of pledgeable income and/or cash on hand. This

book emphasizes the various concessions that can

be made to boost pledgeable income (costly collat-

eral, control rights, etc.).

To simplify the exposition, let us enrich the model

by assuming that the entrepreneur can increase cash

on hand from A to any A′ � A at deadweight cost

ε(A′ − A) > 0.27 Because the entrepreneur reaches

the first-best allocation when predation is not feasi-

ble, then A′ = A in the no-predation-threat bench-

mark. Because reducing zS is costly, if ε is small, the

entrepreneur is better off raising cash on hand so as

to reduce the amount borrowed. She can then set zF

so as to satisfy constraint (PD),

(1− zF)(M −D) = D,
and set RS

b so as to satisfy the incentive constraint:28

RS
b − zF B

∆p
= B0

∆p
.

25. Constraint (PD) is violated by the benchmark solution if

Ub(1)− B
∆p

+
[

B0

∆p
− B
∆p

(

D
M −D

)]

+A < 0.

26. The assumption that pH = 1 implies that on the equilibrium
path there is no date-0 failure. And so the cost of a high zF in terms
of pledgeable income does not correspond to a loss by investors in
the case of continuation after a failure. Rather, a high zF makes it
harder to satisfy the (IC) constraint, which requires giving extra rents
to the entrepreneur in the case of success and thereby reducing the
pledgeable income.

27. One can think of a nonmonetary, ex ante effort that costs the
entrepreneur (1+ ε) per unit of cash collected.

28. A′ is then given by

Ub(1)− B
∆p

+
[

B0

∆p
− B
∆p

(

D
M −D

)]

+A′ = 0.

We thus conclude that it may be optimal for the

entrepreneur to waste resources to find new sources

of cash (or to make concessions to investors) so as

to be able to increase the probability of continuation

in the case of failure.

Let us conclude with Bolton and Scharfstein’s

third point: the financing contract between entre-

preneur 2 and her lenders is renegotiation proof. To

appreciate the relevance of this remark, note that,

when zF > 0, firm 1 would not be deterred from prey-

ing if it anticipated that in the case of date-0 failure

of firm 2, firm 2’s entrepreneur and her investors

would renegotiate and decide not to refinance con-

tinuation. To see that the entrepreneur and the in-

vestors cannot renegotiate to their mutual advan-

tage, note that continuation is ex post optimal from

Assumption 7.1. This is indeed the essence of pre-

dation in this model: a lack of continuation is not

due to a lack of investment opportunities, but rather

to a lack of internal funds. So reducing zF would re-

duce total value or NPV (entrepreneur plus investor),

and at least one of the two parties would necessar-

ily lose—and therefore prefer the implementation of

the initial contract. Thus renegotiation toward less

frequent continuation will not occur.

Similarly, when zS < 1, firm 1 would be incen-

tivized to prey if it anticipated that the probability of

continuation would be renegotiated upwards in the

case of success. Again, this renegotiation will not oc-

cur, but this time for a different reason. Increasing

the probability of continuation would increase total

value. However, investors necessarily lose when re-

financing from Assumption 7.2 and the fact that the

entrepreneur no longer has wealth at date 1.

Empirical work. A series of empirical papers

(Phillips 1995; Chevalier 1995a,b) argue that debt

weakens the competitive position of firms.29 Cheva-

lier (1995a,b) and Chevalier and Scharfstein (1996)

study the link between balance-sheet strength and

product market behavior in the U.S. supermarket

industry. They measure the strength (or rather the

weakness) of the balance sheet by the firm’s lever-

age; for example, an LBO firm (a firm that results

from a leveraged buyout, and therefore is highly

29. See, for example, MacKay and Phillips (2005) for a recent survey
of the evidence.
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indebted) has a weak balance sheet. Such LBOs in

their sample were frequently motivated by the de-

terrence of takeovers rather than by product market

expansion. Two notable results are as follows:

(a) Entry and expansion of non-LBO firms is more

likely in markets with LBO firms. This suggests

that either LBO firms are unable to expand suffi-

ciently rapidly and thus leave more elbowroom

for other firms, or these other firms attempt to

prey on the weaker LBO firms. Either way the fi-

nancial structure of firms seems to affect prod-

uct market behavior.30

(b) Supermarket prices are procyclical. One possi-

ble interpretation is that financially weak firms

are more fragile during recessions, which may

encourage some predation.

7.1.2.2 Committing vis-à-vis Suppliers or

Customers

Until now we have focused on the interaction be-

tween financial structure and product-market com-

petition. The design of the financial structure may

also be used to alter the behavior of complementors

in the vertical chain, rather than that of the produc-

ers of substitutes. A series of papers (Bronars and

Deere 1991; Perotti and Spier 1993; Spiegel 1996;

Spiegel and Spulber 1994) has argued in various set-

tings that leverage can be used as a commitment to

be tough in bargaining over conditions of trade. This

insight is usually based on the following premises:31

(a) the firm will in the future negotiate with a third

party over, say, a transfer price;

(b) the negotiation will be conducted by the entre-

preneur (or more generally by the entrepreneur

and a class of investors such as shareholders,

as long as other interested claimholders are not

part of the renegotiation);

(c) this third party has some bargaining power in

the renegotiation, perhaps because of an exist-

ing relationship or because of institutional (reg-

ulatory) constraints on bargaining processes (the

one case that is excluded by this assumption is

30. Interestingly, Zingales (1998) finds that, in the U.S. trucking in-
dustry, a firm’s leverage reduces the probability that it survives an
increase in competition.

31. See, however, the discussion of Chemla and Faure-Grimaud
(2001) below.

the case in which the entrepreneur has full bar-

gaining power, i.e., is able to make a take-it-or-

leave-it offer to the third party).

In the same way that a firm can use leverage or

give the control right over output determination to

the entrepreneur to commit to behaving aggressively

in the product market (see the discussion of the

Brander–Lewis model above), the firm is able to com-

mit to being an aggressive bargainer in future ne-

gotiations by giving control to the entrepreneur in

those negotiations and by designing her compen-

sation scheme in such a way that her eagerness to

reach agreement or her ability to pay is reduced.

Third parties are then induced to make concessions.

The third party may be a union, from which the

firm tries to extract low wages (Bronars and Deere

1991; Dasgupta and Sengupta 1993), a regulator,

from whom the firm (a utility) tries to extract high

regulated retail prices (Spiegel 1996; Spiegel and

Spulber 1994), a government, from whom the de-

fense contractor tries to obtain high procurement

prices, a raider, whose takeover offer the incum-

bent management tries to raise, or, conversely share-

holders, whose free-riding behavior the raider tries

to limit (see Chapter 11 and Müller and Panunzi

(2004)). For example, in the context of labor rela-

tions, Bronars and Deere (1991) find a positive cor-

relation at the industry level between leverage and

unionization. Matsa (2005) develops a model of op-

timal maturity structure similar to that in Chap-

ter 5, but in the presence of wage bargaining at

the intermediate stage. He shows that short-term

debt indeed rises with the union’s bargaining power.

Empirically, he uses U.S. state-specific changes in

labor law, namely, the enactment of right-to-work

leaves, which outlaw employment contract provi-

sions that require employees to join or financially

support the union, and thereby weaken unions. Such

laws are indeed associated with an increase in the

maturity structure of debt.

Note the role of (b) and (c) in the reasoning: if the

entrepreneur acted on behalf of herself and all in-

vestors in the renegotiation process (say, because

they act in concert or realign their interests just be-

fore the negotiation), then the initial financial struc-

ture would be irrelevant. Hence, the role of assump-

tion (b). As for (c), there would be no point changing
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the entrepreneur’s objective function by altering the

financial structure if the third party had no bargain-

ing power. For example, a competitive supplier ac-

cepts the lowest price (its cost) that makes it break

even, and this lowest price obtains regardless of the

buyer’s financial structure.

As we will see, the analysis here is closely related

to those of the debt overhang (see Section 3.3) and

of the soft budget constraint (see Section 5.5).

To illustrate the commitment effect, consider the

situation depicted in Figure 7.6.

This is the standard fixed-investment model ex-

cept for one twist: the initial investment financed by

the lenders is not a sufficient enabler of the tech-

nology. A supplier will later bring, at no incremen-

tal cost to him, a key complementary input (say, a

patent license) to make it possible to continue the

project; in the absence of this input, the probability

of success is nil. As usual, we assume that

pHR > I > pLR + B

(the NPV is positive if the entrepreneur behaves) and

pH

(

R − B
∆p

)

� I −A

(there is enough pledgeable income).

To make the point in the most striking way, we

assume that the supplier has full bargaining power:

he will set the price for the input. This situation is

most conducive to a holdup problem (see, for ex-

ample, Williamson 1975). Once the investment I has

been sunk, the supplier can ask for an extravagant

price and basically expropriate the specific invest-

ment made by the entrepreneur and her lenders. In-

deed, suppose that the entrepreneur and the initial

investors acted in concert when deciding whether to

accept the supplier’s offer. Then the investors would

be willing at date 1 to bring an amount of money

equal to the pledgeable income, pH[R− B/∆p], that

they can rescue by accepting the supplier’s offer.

Thus, the supplier fully expropriates the initial in-

vestors’ claims in the firm, implying that the in-

vestors should at date 0 expect their initial outlay

to yield no return. Hence, no investment takes place

at date 0.

By contrast, assume now, as in Section 3.3, that the

initial investors are dispersed and cannot take part

in a renegotiation process. The supplier at date 1

offers a price for the input to the entrepreneur, who

can at this point invest any of her wealth (A− Ã) not

yet invested in the firm and/or turn to new investors.

The entrepreneur can now “trick” the supplier in

the following way: she issues senior debt

D = R − B
∆p

to the initial investors, takes the minimum incentive-

compatible stake Rb = B/∆p in the firm, which she

commits not to resell (i.e., writes a vesting provi-

sion and commits not to short-sell her stake), and,

finally, keeps none of her noninvested wealth (i.e.,

consumes A− Ã). She thereby creates a debt over-

hang problem. New investors are unwilling to fi-

nance the firm at date 1 since the firm’s income in

the case of success, R, is already committed in part

to the senior debtholders, R − B/∆p, with the rest,

B/∆p, being needed as an incentive payment to in-

duce the entrepreneur to behave. So, no new income

can be raised by the entrepreneur in the absence

of renegotiation with the initial investor. This debt

overhang problem, which is usually a handicap for

entrepreneurs needing to get refinancing, is an as-

set here because the cost of “refinancing” is fully en-

dogenous: the supplier has no choice but to lower

the price of its input to its marginal cost, here nor-

malized at 0. At the initial stage, the entrepreneur
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borrows I − Ã with

pH

(

R − B
∆p

)

= I − Ã,

and consumes A− Ã � 0. She thereby fully extracts

not only the investors’ rent (as is usual in a compet-

itive capital market), but also that of the monopoly

supplier.

Note also that, were the entrepreneur to retain her

noninvested wealth, A− Ã, until date 1, the supplier

would be able to appropriate part of or all of this re-

tained wealth. Indeed the entrepreneur has a stake,

pHB/∆p, equal to her rent in the case of continua-

tion. The supplier can then ask the entrepreneur to

pay32

min
(

A− Ã, pH
B
∆p

)

.

We thus uncover one exception to the general rule

that the entrepreneur cannot lose by investing all

her wealth in the firm at the initial stage as long as

the contract with investors is structured properly.33

Here, there is also a contract with a supplier, and,

crucially, this contract is not yet entered into at the

initial financing stage. The benefit from “committing

not to be able to pay the supplier for his input” vindi-

cates this partial consumption of the entrepreneur’s

equity.

Exercise 7.8 considers a very similar situation in

which the third party is a customer rather than a sup-

plier. The final payoff R in the case of success of the

project is then endogenous, since it is the amount

that the customer will pay for the intermediate in-

put produced by the entrepreneur. As in the model

above, the negotiation with the third party over the

transfer price takes place after the initial financing

stage, and so the financial structure can be used in

order to extract more favorable conditions from the

third party.

32. Equivalently, if the entrepreneur borrowed less than pH(R −
B/∆p) from initial investors and took a larger stake than is needed to
satisfy the incentive compatibility constraint, then the supplier would
be able to charge a positive price.

33. See also the discussion of the Brander–Lewis model in the sup-
plementary section.

Another and related reason why the entrepreneur may not want to
invest her whole wealth in the firm arises when a raider wants to take
over the firm (a raider’s bid is similar to the input supplier’s price).
As we will see in Chapter 11, dispersed ownership may be a way of
extracting the raider’s rent. By contrast, if the entrepreneur keeps a
large stake in the firm, this may lead to smaller takeover premia.

The exercise shows that short-term debt is more

efficient than long-term debt at capturing the cus-

tomer’s surplus. To see this, suppose that the entre-

preneur issues long-term debt (to be repaid after

the outcome is realized) to dispersed investors, and,

for simplicity, that this customer has full bargaining

power in the negotiations. The customer can always

wait until the outcome is realized to sign a contract,

and (if the project is successful) propose to buy the

good at a negligible price (0). Of course, this implies

that the entrepreneur has no monetary stake in the

case of success, and, anticipating this, chooses to

misbehave if no contract has been signed before she

chooses the effort decision. But as long as the prob-

ability of success, pL, in the case of misbehavior is

positive, the customer can guarantee himself a rent.

Not so under short-term debt. If this short-term

debt is not repaid, the entrepreneur’s firm is liqui-

dated. The customer then cannot play the previous

waiting game, and must disburse if he is to keep

his rent associated with the production of the inter-

mediate input. Short-term debt therefore puts more

pressure directly on the firm, and indirectly on the

customer, than long-term debt. The reader will here

note the analogy with the analysis of the soft bud-

get constraint (the difference with Section 5.5 is that

the customer, rather than the investors, is the vic-

tim of the soft budget constraint; but in both cases,

a party with a stake in continuation is led to disburse

in order to rescue the firm and prevent liquidation).

Chemla and Faure-Grimaud (2001) show that

leverage may help a firm extract a high price from a

customer even when the firm has price-setting power

(so condition (c) above is violated) and when it can

renegotiate with its investors (condition (b) is vio-

lated). Their insight is derived in the context of dy-

namic pricing to a consumer. As in Coase (1972),

the firm does not know whether the consumer has a

high or low valuation. Its optimal policy, if it could

commit to a pricing policy over time and provided

that the probability that the customer’s valuation

is high, is then to commit to a high price equal to

the high valuation; unfortunately, the consumer’s

expectation that the monopolist will have an incen-

tive to lower its price to the low-valuation level if

the first offer is refused induces the high-valuation

consumer to wait for a “price concession.” That is,



7.2. Creative Accounting and Other Earnings Manipulations 299

the monopolist’s ability to lower its price tomorrow

reduces its bargaining power today. Coase’s durable-

good monopolist model shows that a monopolist’s

bargaining power may be limited even if it has price-

setting power.

Chemla and Faure-Grimaud introduce corporate

finance into the Coase model. Leverage implies that

the firm may be liquidated if it does not generate

enough cash flow. Interestingly, leverage enables the

monopolist to credibly charge a high price; for, if

the high-valuation buyer does not purchase, no cash

flow is generated and short-term debt is not repaid.

The possibility of liquidation (and of a concomitant

lack of price concessions in the future) induces the

high-valuation buyer to accept higher offers early on.

Also important is that Chemla and Faure-Grimaud

allow for the possibility of renegotiation between

entrepreneur and investors after the former’s fail-

ure to repay her short-term debt. Because the entre-

preneur values continuation more than the investors

(who in Chemla and Faure-Grimaud receive a liqui-

dation value when the firm is shut down early), the

investors may well prefer not to renegotiate and to

shut down the firm.34 Finally, the strategic use of

debt reduces social welfare because it exerts a neg-

ative externality on the high-valuation buyer, who is

given the choice between paying a higher price or

not consuming at all.

7.2 Creative Accounting and Other
Earnings Manipulations

Much of the analysis in the previous chapters has

looked at the provision of managerial incentives

to reach higher levels of performance. For exam-

ple, managerial incentives can be aligned with in-

vestors’ objectives by rewarding management for

superior performance, that is by linking a high com-

pensation to a realization in the upper tail of the

34. The literature on Coase’s durable-good model has often sug-
gested that the monopolist’s commitment power can be restored by
committing to transfer a large amount of money to a third party if
the monopolist lowers its price over time. The standard criticism of
this argument is that such a contract with a third party is not rene-
gotiation proof, since, once a high price has been charged, the firm
and the third party are better off renegotiating away the lack of price
flexibility. Chemla and Faure-Grimaud make such side-contracts (with
investors as the “third party”) credible by letting the entrepreneur be
cash constrained and by introducing an agency problem that creates
an ex post divergence of interests between entrepreneur and investors.

performance spectrum. Unfortunately, such “high-

powered incentive schemes” usually imply that man-

agerial and investor interests are no longer aligned

along other dimensions of managerial activity. In

particular, schemes that induce high effort create

additional forms of moral hazard, in two ways:

(i) timing of income recognition, to the extent that

management has leeway in moving income for-

ward and backward in time;

(ii) risk management, as management can take ac-

tions that increase or decrease the firm’s income

risk.

These additional forms of moral hazard are costly

for two reasons: they garble performance measure-

ment and investors’ assessment of managerial or

project quality; and, as we will shortly see, they gen-

erally entail direct costs.

The leitmotiv of this section is thus that high-

powered incentive schemes face a multitasking

problem (they change effort, but also other behav-

iors), and that any move toward high-powered incen-

tives must be accompanied with a direct control of

these side effects. We start with the case of earnings

manipulations and then address risk taking.

7.2.1 Earnings Manipulations

The accounting literature (see, for example, Mer-

chant 1989; Ronen and Sadan 1981) has, over a long

period, documented the many ways in which man-

agement can alter the external assessments of its

firm’s performance. To simplify, there are basically

two categories of earnings management techniques.

Accounting methods (“cooking the books”). Even

without resorting to fraud, managers have substan-

tial discretion in their income and balance-sheet

statements. That is, they enjoy flexibility even within

the confines of the Generally Accepted Accounting

Principles.

For example, the choice of reserves or provisions

for loan losses is always subjective. When a customer

does not reimburse his trade credit or when, more

generally, a borrower fails to pay interest or princi-

pal on a loan, there is usually some probability that

the borrower will nevertheless be able to partly or

fully repay the loan in the future. Alternative hy-

potheses as to whether the borrower’s situation will



300 7. Topics: Product Markets and Earnings Manipulations

improve so that he will be in a position to reim-

burse have a substantial impact on the provisions

to be made by the firm. More generally, estimating

the value of investments that are not marked-to-

market35 involves some discretion. This discretion

can be used in particular to make the firm look more

profitable than it really is.36 Of course, an underpro-

vision only shifts loss recognition in time. Later pro-

visions will need to be made when losses are actually

realized or become impossible to hide and deny.

Another common way of shifting income across

time is the choice of when a sale or expense is

recorded. For example, a sale can be recorded only

in January when it actually took place in December,

or the reverse. This manipulation affects the assess-

ment of the firm’s performance during the year.

In the same spirit, the choice between capitaliz-

ing or expensing maintenance and investment costs

shifts accounting income across time. Relatedly,

a recent debate has focused on whether corpora-

tions should expense the stock options (a contin-

gent liability) that they grant to their managers (see

Chapter 1).

Lastly, there are various ways of practicing bal-

ance-sheet window dressing. For example, the firm

may transfer poor investments and associated debts

to nonconsolidated subsidiaries.

Such manipulations have the potential to fool the

firm’s investors and to distort their assessment as to

whether they should interfere to change the course

of action or replace the manager. And they involve

direct costs. First, managerial attention may be de-

voted to practicing “creative accounting” and fooling

investors. Second, corporate resources may be en-

gaged in the process. For example, the firm may re-

duce the external accountants’ investigative ardors

35. Some assets, such as stocks in publicly traded companies, have
market values that can be and are used to estimate the gains and losses
on these assets. This objectivity brought about by the existence of a
market is a major argument in favor of using market values in ac-
counting (there are drawbacks, though, as market values may make the
firm’s balance sheet highly volatile (see, for example, Dewatripont and
Tirole (1994) on this)). The absence of marked-to-market accounting
generates behaviors such as the use of lease-backs: when commercial
real estate appreciates, the company may be tempted to sell its build-
ings and immediately lease them back, so as to allow the capital gain
to show up in the accounts.

36. Or, conversely, to understate the value of its assets: see
Section 7.2.2 for why managers sometimes try to play a low-key role.

by dangling the prospect of termination of lucrative

consulting contracts.

Operating methods. Alternatively, the firm may

distort its strategy in order to alter the external per-

ception of the firm’s condition. This form of postur-

ing has direct (real) effects, and not only the indirect

ones associated with the garbling of investors’ infor-

mation. For example, to inflate current profits, the

firm may delay maintenance and reduce its inven-

tory levels. Or it may run end-of-period sales. Instead

of slashing its prices in January just after the holi-

day season, it can boost the previous year’s profit

by running a December sale at the cost of reducing

overall profit. It can grant advantageous terms to its

customers in exchange for their accepting to take

early delivery (conversely, to delay income recogni-

tion, it may convince them to accept late shipments

or to pay late).

The direct costs of such strategies are obvious:

bad timing, overtime pay, production disturbances,

and the like.

7.2.1.1 Managerial Myopia: The Incentive for

Posturing

A common theme in corporate finance is that there

are benefits to keeping management “on a tight

leash” by giving investors an option to fire man-

agement, downsize the firm or more generally in-

terfere when they perceive that performance is not

adequate. We have seen several reasons why such

interference may raise efficiency or at least increase

pledgeable income. First, interference ex post sanc-

tions past mismanagement and thus ex ante may act

as a deterrent against such moral hazard. Second, in-

terference may be more forward looking: inadequate

past performance may well signal poor prospects.

Third, interference may also help solve the adverse-

selection problem studied in the previous chapter:

a low-quality borrower is more reluctant to seek fi-

nancing if she knows it is likely that her project or

employment will be terminated before completion.

Now, the modes of intervention are diverse: a

strong board (or a venture capitalist) may exercise

its control rights to fire the manager37 or restrict her

37. There is substantial evidence that nonroutine management
changes are associated with poor financial performance (see, for
example, Weisbach 1988; Murphy and Zimmerman 1993).
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Manipulation?
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learned publicly.

Moral hazard
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Funding stage.
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invests I, of
which I − A
is borrowed
from investors.

Outcome
(success: R,
failure: 0).

• •

Liquidation/
replacement

L

Figure 7.7

freedom. A raider may take over the firm and replace

management or implement a new strategy. A bank

may select not to roll over its short-term debt and

therefore to confront the firm with limited liquidity.

The trouble is that management may boost

short-term profit through desirable and undesirable

means: when faced with the threat of firing, liqui-

dation or merely restricted freedom, management

may have an incentive to inefficiently inflate short-

run performance at the cost of long-term loss that

exceeds the short-term gain, a behavior often called

“managerial myopia”; this behavior is rational from

the manager’s perspective, though: “myopia” refers

to the perception of an external observer who wit-

nesses a short-term orientation and fails to account

for the agency considerations inherent in this behav-

ior. Thus, solving one agency problem gives rise to a

different one. This point has been developed in par-

ticular by Stein (1989).38

Consider the fixed-investment model of Section

3.2, with the new ingredient that there is some

learning at an intermediate stage about the entre-

preneur’s ability to run the project and the con-

comitant opportunity to replace her (or to liquidate

the project) on the basis of this information (see

Figure 7.7). The manager’s type, which is a synonym

for the probability of success, is either r• or q•,
where the dot subscript refers to the fact that the

probability of success is not solely determined by

38. For other investigations of managerial myopia, see, for exam-
ple, Darrough (1987), Narayanan (1985), and especially von Thadden
(1995).

There is a closely related literature on second sourcing in procure-
ment and regulation (see, for example, Laffont and Tirole 1988). In
that literature, a franchised supplier privileges current cost reduction
over long-term investment in facilities when faced with the possibility
that the franchise be terminated and the facilities turned over to a new
management team.

the manager’s ability and is a function of later effort

(high or low).

No manipulation. Let us for the moment rule out

any managerial manipulation of the intermediate in-

formation received by the investors. The latter learn

at the intermediate stage that the probability of suc-

cess in the case of continuation π• = (πH, πL) (that

is, contingent on effort: πH in the case of good be-

havior, πL in the case of misbehavior) is either high

(r• = (rH, rL)) or low (q• = (qH, qL)), with rH > qH

and rL > qL. At the funding stage, no one knows

which prevails, and the prior on the two possibili-

ties is (α,1−α):

π• =
⎧

⎨

⎩

r• with probability α,

q• with probability 1−α.
Although a number of applications involve the

manipulation of short-term earnings, we will for no-

tational simplicity assume that the signal is a pure

signal, and is not linked to an intermediate profit.

One can think of this signal as some balance-sheet

information regarding the final payoff. The basic

ideas would carry over to information revealed by

a short-term profit.

For simplicity, we will also assume that the man-

ager’s “type” (r• or q•) is orthogonal to later moral

hazard. So, if rH and qH denote the probabilities of

success in the case of good behavior, and rL and qL

those in the case of misbehavior, then

rH − rL = qH − qL = pH − pL = ∆p,

letting pH ≡ αrH+(1−α)qH and pL ≡ αrL+(1−α)qL

refer to the prior beliefs that the project will succeed

under good and bad behavior, respectively. Thus,

regardless of the manager’s type, shirking reduces

the probability of success by ∆p.
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Suppose that, when it accrues, the information

about the manager’s type is public and, for simplic-

ity, verifiable;39 and that, contingent on the signal,

the initial contract specifies whether management

is allowed to continue or not.40 In the case of ter-

mination, the firm generates an expected profit L
that can be shared between investors and incumbent

management.

Example. Suppose that the manager’s replacement

is another similar manager of unknown ability in the

job. Then, the “liquidation” value is

L = pH

(

R − B
∆p

)

.

For, the new management must be provided with a

reward, B/∆p, in the case of success that induces

the high effort. The pledgeable income is therefore

equal to pH[R − B/∆p].
We make the following assumption:

qHR > L. (7.9)

Inequality (7.9) says that, ceteris paribus, even a low-

ability manager would prefer to keep her job, as this

yields a higher NPV than termination. Put differently,

it is ex ante efficient for the entrepreneur to retain

her job. In the example above, in which the entre-

preneur is replaced by another entrepreneur with

unknown ability, (7.9) is satisfied if the agency cost,

and thus the rent to be left to the new entrepreneur,

are high.

We will also assume that

I −A > max
{

pH

(

R − B
∆p

)

, L
}

, (7.10)

while

I −A < αrH

(

R − B
∆p

)

+ (1−α)L. (7.11)

39. That is, a court can ascertain the realization of this type. Alter-
natively, and equivalently, the type can be inferred from the market
value of risky financial claims on this firm (since these values fall when
the manager has low ability and increase when she has high ability).

40. Following up on the previous footnote: if the realization of the
type cannot be directly ascertained by the court, a mechanism must
be designed that indirectly yields the same outcome as that given by
direct court verification. For example, some debt may be due at the
intermediate stage, and management may be given the right to issue
equity in order to repay the debt. Since the value of the equity issue
grows with the manager’s observed ability, the continuation decision is
thus made contingent on the type. We will discuss a similar mechanism
in Chapter 9.

The first inequality (7.10) states that guarantee of

either tenure (the entrepreneur always keeps her

job) or termination (the entrepreneur is always fired)

does not generate enough pledgeable income to at-

tract investors. Because the incentive problem is in-

dependent of the entrepreneur’s type, the entrepre-

neur must be rewarded at least B/∆p for success

in order to have an incentive to behave. And so the

pledgeable income under guaranteed tenure is in-

sufficient to cover the investors’ initial outlay, I −A.

By contrast, the second inequality, (7.11), which re-

quires that

qH

(

R − B
∆p

)

< L < rH

(

R − B
∆p

)

,

implies that there is enough pledgeable income to

attract investors when there is termination in case

of low ability, provided that the investors receive the

return L in the case of termination.

Under a competitive capital market the entrepre-

neur’s utility in case of funding is equal to the NPV:

Ub(zr , zq) = α[zr (rHR)+ (1− zr )L]
+ (1−α)[zq(qHR)+ (1− zq)L]− I,

where zr and zq are the contracted-for probabilities

of continuation of employment of a high- and low-

ability entrepreneur, respectively. From (7.9), this

utility is maximized by a guaranteed tenure:

zr = zq = 1.

Guaranteed tenure, however, does not attract funds

(from (7.10)); and so some (contingent) termination

must be conceded in order to satisfy the investors’

breakeven constraint:

α
[

zr rH

(

R − B
∆p

)

+ (1− zr )Lr
l

]

+ (1−α)
[

zqqH

(

R − B
∆p

)

+ (1− zq)Lql
]

� I −A,

where Lr
l and Lql (� L) are the lenders’ returns in the

case of termination of a high- and low-ability man-

ager, respectively. Clearly, setting

Lr
l = L

q
l = L

is optimal since this relaxes the investors’ break-

even constraint without altering the NPV.41 Also, it is

41. By the same token, it is optimal to minimize the entrepreneur’s
reward in the case of continuation of employment. This property is
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more efficient (in terms of maximizing both the NPV

and the pledgeable income) to retain a high-ability

manager:

zr = 1.

Let zq = z∗. From (7.10) and (7.11), the value

z∗ ∈ (0,1) is the smallest value42 that satisfies the

investors’ breakeven constraint:

αrH

(

R − B
∆p

)

+ (1−α)
[

z∗qH

(

R − B
∆p

)

+ (1− z∗)L
]

= I −A.
(7.12)

Some termination in case of low ability is the con-

cession made by the entrepreneur to attract in-

vestors. As is familiar, the entrepreneur sacrifices

value (NPV) to boost pledgeable income.

Manipulation. Until now, we have assumed that

the information received by the investors at the in-

termediate stage lies outside the entrepreneur’s con-

trol. Let us now assume that the entrepreneur can,

at a cost, alter this information.

More precisely, suppose that the entrepreneur can

generate the high signal r• by (secretly) manipulat-

ing the information. This manipulation comes at a

cost: the probability of success falls (uniformly) by

τ > 0.43

We distinguish two forms of manipulation:

Uninformed manipulation. The entrepreneur does

not know her type when deciding whether to ma-

nipulate information (so, she learns her type at the

same time as the investors in Figure 7.7).

Informed manipulation. The entrepreneur knows

her type when choosing whether to manipulate the

information (but learns it only after the funding

already embodied in the breakeven constraint by setting the investors’
return at R − B/∆p in the case of success.

42. The reader may find this “random termination contract” unre-
alistic. This randomness is, however, an artifact of the discrete repre-
sentation of the type space. With a continuum of possible types for
the entrepreneur, the optimal policy would take the form of a deter-
ministic cutoff rule: employment would continue if and only if the
entrepreneur’s ability exceeds some threshold.

43. Since we will focus on policies that incentivize management not
to engage in such manipulations, we do not need to specify the impact
of the manipulation on L. This impact may be small or nonexistent if
termination is interpreted as a liquidation and the resale of the firm’s
collateral; in contrast, in the replacement interpretation given in the
example above, it may make sense to assume that L is reduced from
pH[R − B/∆p] to (pH − τ)[R − B/∆p].

stage, which therefore still occurs under symmet-

ric information).44

Suppose, in the first step, that the financing con-

tract specifies, besides the probabilities of contin-

uation zr and zq for signals r• and q•, a reward

Rb � B/∆p in the case of continuation and success

(and no payment to the entrepreneur otherwise).

Under uninformed manipulation, the entrepre-

neur decides whether to generate signal r• for cer-

tain before learning her type. Assume throughout

that it is optimal to induce the entrepreneur not to

manipulate the investors’ information.45

Under uninformed manipulation, the no-manipu-

lation constraint is

zr [(pH − τ)Rb] � [αzr rH + (1−α)zqqH]Rb.

The left-hand side of this constraint is the entre-

preneur’s expected reward in the case of manipula-

tion. In that case, signal r• is generated, yielding con-

tinuation probability zr . The average probability of

success is then pH−τ . The right-hand side accounts

for the entrepreneur’s not knowing her type when

deciding whether to manipulate the information.

This inequality can be rewritten as

zr

zq
� 1

1− τ/(1−α)qH
. (7.13)

Inequality (7.13) states that the probability of contin-

uation in the case of a good signal cannot be much

greater than that in the case of a bad signal. For

example, when the cost of manipulation (as mea-

sured by τ) converges to 0, these probabilities must

be approximately equal (given that continuation for

a good signal is otherwise more appealing and so

zr � zq).

Under informed manipulation, the entrepreneur is

tempted to manipulate the information only when

she learns that she is inefficient. The new no-manip-

ulation constraint is

zr [(qH − τ)Rb] � zq[qHRb]

44. If the entrepreneur were to learn her type before contracting
with the investors, she might use dissipative signals such as a distorted
continuation rule in order to reveal her type (see Chapter 6).

45. With this class of contract, it cannot be the case that the entre-
preneur manipulates the information. If she did, then zr = zq = z,
since the investors cannot tell the two states apart. The initial con-
tract should instead set zr = zq = z, which provides no incentive for
manipulation and yields the same continuation decision.
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or

zr

zq
� 1

1− τ/qH
. (7.14)

Note that constraint (7.14) is harder to satisfy

than constraint (7.13). That is, the continuation de-

cision must be made even less signal dependent (in

the sense that zr /zq is closer to 1) under informed

manipulation. This is intuitive: the entrepreneur is

more likely to want to look good and to start cheat-

ing if she knows that she will be in trouble other-

wise. By contrast, under uninformed manipulation,

the cost of manipulation is wastefully incurred when

the entrepreneur turns out to be efficient. The rele-

vant no-manipulation constraint, (7.13) in the case

of uninformed manipulation and (7.14) in the case

of informed manipulation, will be labeled (NM).

Whether manipulation is uninformed or informed,

the initial contract must in general lower zr or in-

crease zq—in a nutshell, make continuation less sig-

nal dependent—or both. This is reminiscent of the

analysis of the predation-deterrence constraint (PD)

earlier in this chapter. The difference is that the lack

of responsiveness of the continuation rule is meant

to alter the behavior of the entrepreneur, rather than

that of a product-market rival.

The threat of manipulation may prevent the firm

from receiving funding in the first place. Start from

the solution (zr = 1, zq = z∗) as defined by equa-

tion (7.12) when there is no scope for manipulation,

and suppose that the ratio 1/z∗ does not satisfy the

relevant (NM) constraint. That is,

1
z∗

>
1

1− τ/(1−α)qH

under uninformed manipulation and

1
z∗

>
1

1− τ/qH

under informed manipulation.

If one keeps zr ≡ 1, then zq must be increased

about z∗ so as to satisfy the (NM) constraint. Increas-

ing zq above z∗, however, is not feasible since this

reduces pledgeable income, which then becomes in-

sufficient to cover the investors’ initial outlay. Thus

continuation cannot be guaranteed to a high-ability

entrepreneur (zr < 1).

This reduction in zr reduces pledgeable income as

rH[R−B/∆p] > L.46 Hence, zq must also be brought

down below z∗ in order to make up for the shortfall

in pledgeable income.47

As one could have expected, the entrepreneur’s

ability to cook the books ex post may jeopardize fund-

ing ex ante. And, even if funding is feasible, this abil-

ity reduces the NPV.

7.2.1.2 Golden Parachutes

Top managers often receive very large compensa-

tion packages when their employment is terminated.

These “golden parachutes” appear particularly “ob-

scene” when termination is motivated by poor per-

formance. Of course, many of these packages result

from the board being in cahoots (or not wanting to

enter any conflict) with top management. There is

also some efficiency rationale for golden parachutes.

Intuitively, the “softened landing” that they offer to

managers makes them less prone to engage in var-

ious venal behaviors, such as earnings manipula-

tions, in order to keep their job. In a nutshell, propo-

nents of golden parachutes argue that they are the

price to pay for incentive compatibility.48

Are golden parachutes beneficial here? They are

clearly costly as they reduce pledgeable income.49

However, a golden parachute helps relax the (NM)

constraint. In a sense, they create more “balanced”

46. Note, though, that zr < 1 requires commitment power. Other-
wise termination with some probability would not be renegotiation
proof, since both parties would be better off agreeing on continuation.

47. But this still may not create enough pledgeable income. Write
the (binding) (NM) constraint as zq = θzr with θ < 1. The derivative
of the pledgeable income with respect to zr is (with obvious notation)

dP(zr , θzr )
dzr

= α
[

rH

(

R − B
∆p

)

− L
]

− (1−α)θ
[

L− qH

(

R − B
∆p

)]

.

Because P(1, θ) < I−A, satisfying the investors’ breakeven constraint
requires that dP/dzr < 0 (this is a necessary, but not a sufficient,
condition). And so, necessarily, pH(R − B/∆p) < L. In particular, fi-
nancing cannot be secured in the example in which L is derived from
replacing the manager by another one with unknown ability (then,
L = pH(R − B/∆p)).

48. Jensen (1988), in the context of takeovers, was one of the first
advocates of golden parachutes, on the grounds that they help align
managerial incentives with those of investors and thereby facilitate
takeovers.

49. A further cost might arise if we added to the model an “ex ante
moral hazard” problem, in which the r• or q• signal would result not
from an exogenously determined managerial ability to accomplish the
task, but from an ex ante “investment effort” of the entrepreneur (as,
for example, in Section 5.5). The golden parachute might exacerbate
this form of moral hazard.
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incentives for the manager by increasing her payoff

in the case of liquidation.50 Indeed, consider (for ex-

ample) the case of informed manipulation and sup-

pose that the entrepreneur receives some amount

T � 0 when admitting that prospects are poor, i.e.,

when the signal is q•.51 The new (NM) constraint is

zr [(qH − τ)Rb] � zq[qHRb]+ T , (7.15)

where Rb = B/∆p in order to maximize the income

that can be pledged to investors.52

The key question is whether it is cheaper to pre-

vent manipulation by making tenure relatively insen-

sitive to new information or by granting a golden

parachute (T > 0). To answer this question, let us

write the NPV (which does not depend on T ),

Ub(zr , zq, T) = NPV

= α[L+ zr (rHR − L)]
+ (1−α)[L+ zq(qHR − L)]− I,

and the pledgeable income,53

P(zr , zq, T)
= α[L+ zr [rH(R − Rb)− L]]
+ (1−α)[L+ zq[qH(R − Rb)− L]− T]

= I −A.

50. The need for balanced managerial incentives to prevent income
manipulation is a much more general theme in corporate finance, and
arises even in situations where the manager’s tenure or the continua-
tion of the project are not at stake.

For example, Friebel and Guriev (2005) show how incentives for earn-
ings manipulation depend on the structure of managerial compensa-
tion, that is on the ratio of short versus long incentives (note the anal-
ogy with the point made on payouts in Application 7 in Section 6.3).
A key aspect of Friebel and Guriev’s model is the presence of division
managers, who may act as whistleblowers in the case of income ma-
nipulation by the CEO (in the United States, the Sarbanes–Oxley Act of
2002 has tried to make whistleblowing easier by, for example, protect-
ing employees who provide evidence about violations of regulations).
The paper shows how top managers can neutralize the incentive to
blow the whistle by providing lower-level managers with short-term
incentives and thereby provides an explanation for the propagation of
short-term incentives (based on stock options) within the corporate
hierarchy.

51. This compensation is slightly different from a golden parachute,
since the latter would be received contingent on termination (in par-
ticular, when zr < 1, the golden parachute would be received with
positive probability even though the manager does not admit to poor
prospects). The form of golden parachute considered here is more effi-
cient because it is more effective at addressing the (NM) constraint. But
it relies on our assumption that the state of nature is contractible. The
analysis would not change much with the alternative formalization.

52. Rb is assumed to be the same in both states, but this involves
no loss of generality.

53. So, in the previous notation, Lrl = L and Lql = L− T/(1− zq).

Intuitively, there are two “currencies” available for

paying the manager: continuation and golden para-

chute. A golden parachute is just a cash transfer

while the continuation policy affects the NPV. One

would therefore expect a golden parachute to be

used exactly when the continuation policy is an inef-

ficient policy, that is, when continuation under poor

prospects reduces the NPV.

To demonstrate this “efficient currency result,”

suppose that T > 0. Looking at the pledgeable in-

come, a unit increase in zq (which increases the

ex ante utility Ub because of the assumption that

qHR > L, but reduces pledgeable income), must be

compensated by a decrease in the golden parachute

equal in absolute value to
∣

∣

∣

∣

dT
dzq

∣

∣

∣

∣
= L− qH(R − Rb).

From (7.15), this marginal change that keeps in-

vestor income constant relaxes the (NM) constraint:

dzq(qHRb)+ dT = dzq[qHRb − L+ qH(R − Rb)]

= (qHR − L)dzq > 0.

Thus the optimal golden parachute policy is to

have none:
T∗ = 0.

Not so when continuation under poor prospects

reduces the NPV, and not only the investor income.

Suppose now that
qHR < L.

Then, from the previous reasoning, a golden para-

chute is a cheaper instrument than an insensitive

tenure to keep the entrepreneur from manipulat-

ing accounts. When it is optimal to fire the manager

in the case of poor prospects, she is paid a golden

parachute:

zq∗ = 0 and T∗ = zr (qH − τ)Rb > 0.

Exercise 7.9 asks the reader to check this heuristic

reasoning more formally.

7.2.1.3 The Importance of Commitment

We have assumed that the review and the concomi-

tant decision over whether to retain the entrepre-

neur are contingent on some performance measure

that is objective54 (although manipulable) and can

54. In the sense of being verifiable. Note that the court, even if
it does not itself observe the manager’s productivity, could infer it
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be contracted upon. By contrast and by the same

reasoning, softer pieces of information can less eas-

ily enter the decision to fire/retain the entrepreneur.

To see this, suppose that the investors have control

over the tenure decision, and that they, but not the

court, observe the signal.

It is then clear that manipulation must occur. In-

deed, were the equilibrium separating, the investors

would perfectly learn the entrepreneur’s ability and

so would set (ex post )

zr = 1 and zq = 0.

Unless they are able to develop a reputation for im-

plementing the optimal commitment policy (zr , zq),

the investors are too tough in the case of low

ability (or too lenient in the case of high ability!).

Thus, manipulation is more likely in the absence of

commitment. Or, put differently, it may be worth

reestablishing commitment by not giving investors

the control right over the firing decision; but then

the entrepreneur is never fired and funding is im-

possible to secure if (7.10) holds.

7.2.1.4 Relationship to the “Early Signal”

Literature

Levitt and Snyder (1997) consider a moral-hazard

environment that is similar in spirit to the situa-

tion described in Figure 7.7. In our terminology, an

entrepreneur, after receiving funding for an invest-

ment, chooses a high or low effort. She then privately

learns a signal about the probability of success of

the project. Thus, the situation is similar to the “in-

formed manipulation” case studied above in that,

despite the absence of adverse selection at the ex

ante stage, the entrepreneur acquires hidden know-

ledge during the relationship. Liquidation is desir-

able if the news is bad and continuation is optimal

if the news is good. The issue, though, is to provide

the entrepreneur with an incentive to disclose bad

news. Levitt and Snyder analyze the outcome when

investors are able or unable to commit to a liqui-

dation policy. Let us, for conciseness, focus on the

commitment case. A key result is that the investors

should reward the entrepreneur for coming forward

with bad news. Also, the investors optimally commit

through, say, the variation in the firm’s stock price if this firm is traded
in a public market.

to not systematically liquidate the project when the

continuation value is negative; in particular, liquida-

tion weakens the link between the agent’s effort and

the project’s outcome, and therefore garbles perfor-

mance measurement.

7.2.2 Career Concerns

7.2.2.1 A Noncontingent-Continuation Result

We have assumed that managerial incentives to be-

have are exclusively monetary, e.g., come from stock

options that become vested with tenure.55 Very sim-

ilar phenomena arise when managers want to keep

their jobs because of the attached private benefits

(perks, third-party favors, prestige).56

The version of the model we consider here is very

similar to that described in Figure 7.7. Hence, to sim-

plify things to the extreme, it assumes that monetary

incentives are not effective at motivating the entre-

preneur. Namely, make the following two modeling

changes:

• The manager does not respond to all monetary

incentives. That is, her utility from money is

U(w) =
⎧

⎨

⎩

w0 if w � w0,

−∞ if w < w0.

The manager wants some (subsistence) income w0

corresponding to the standard of living that she

could obtain in another activity, but is not inter-

ested in money beyond that level. Consequently, any

contract that with some probability will result in a

wage below w0 will not be accepted by the man-

ager, and any reward beyondw0 is wasted money for

the investors; the manager will thus receive a fixed

wage w0. Thus, while the “career-concerns model”

generically refers to situations in which economic

agents are incentivized by the future gains (mon-

etary or nonmonetary) attached to a good reputa-

tion, this section focuses on the specific incentives

55. There are also, of course, (potential) private benefits in the
model; but these private benefits, which motivate the monetary in-
centives in the first place, are linked to misbehavior.

56. The seminal paper by Holmström (1982) on the incentives sur-
rounding career concerns has generated a large literature on their im-
plications, starting with the work of Holmström and Ricart i Costa
(1986) on their impact on managerial investment choices. Holm-
ström’s single-effort, single-performance-measure model is extended
to a general multitask environment in Dewatripont et al. (1999a,b).
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provided by the desire to keep the private benefit

associated with the job.

• In the case of continuation there is no moral haz-

ard, but the manager receives a private benefitB > 0,

rather than 0 when her firm is liquidated or she is

replaced.

The rest of the timing is unchanged.

Because the entrepreneur must be given wagew0,

but no incentive payment is needed, the pledgeable

income becomes pHR−w0 instead of pH[R−B/∆p]
in condition (7.10) and αrHR+(1−α)L−w0 instead

of αrH[R − B/∆p] + (1 − α)L in condition (7.11).

Hence, assumptions (7.10) and (7.11) are replaced by

I +w0 −A > max{pHR,L} (7.12′)

and

I +w0 −A < αrHR + (1−α)L (7.13′)

(as earlier, one possible interpretation of L is ob-

tained by assuming that the entrepreneur is replaced

by a manager with unknown ability: for example,

L = pHR if the subsistence income is equal to 0).

The (NM) constraint becomes, whether manipula-

tion is informed or uninformed,

zrB � zqB. (NM′)

Given that continuation is more desirable for in-

vestors in the productive state (the manager does

not have a relative preference for continuation in

the high- versus low-productivity state because she

does not respond to monetary incentives and there-

fore her utility is unaffected by the profit realiza-

tion), they will set

zr = zq.

Thus, the continuation decision is no longer con-

tingent on the information accruing regarding the

entrepreneur’s ability when the latter is driven solely

by the desire to keep the private benefits attached

to the job. First, as we just noted, the entrepreneur

cares about the job’s perks and therefore is not af-

fected by the loss in profit associated with earnings

manipulation. Second, golden parachutes are inef-

fective if keeping her job is the manager’s primary

incentive. Thus, investors have no instrument to in-

duce the entrepreneur to refrain from manipulating

earnings. By contrast, and as we will see when we

discuss income smoothing, the entrepreneur faces a

nontrivial choice when there is more than one “re-

view period” at which the opportunity of retaining

the manager is reconsidered.

7.2.2.2 Other Forms of Posturing:

Gambling and Herding

The literature has considered several forms of pos-

turing associated with risk taking and herding be-

haviors. Although these forms of posturing apply to

managers driven by money as well as those driven

by career concerns, we choose to discuss them in

the latter context so as to provide examples of man-

agers driven by career concerns facing nontrivial ma-

nipulation decisions (unlike in the situation we just

described).

Risk taking. The propensity for managers to take

risks when their job is endangered and to be con-

servative when it is relatively secure is well-known

among practitioners and economists. To show why

this behavior is privately optimal for the manager,

consider a two-activity, two-period firm and the tim-

ing described in Figure 7.8.

The description of the firm’s activities in each

period is similar to that in Diamond’s (1984) model

of diversification (reviewed in Section 4.2). The pos-

sibility of manipulation here refers to the entre-

preneur’s secretly choosing the correlation (perfect

or none) of the two projects.57 We assume the

following:

• The entrepreneur (and her potential replace-

ment) do not respond to monetary incentives.

Rather, they get a private benefit B per period

of tenure.

• The entrepreneur has, as earlier, unknown abil-

ity. With probability α, she is a high-ability man-

ager (the probability of success of a project is r );

with probability 1 − α, she has low ability (the

probability of success is q).58

• The investors have the control right over the re-

placement of the entrepreneur by an alternative

manager; there is no commitment regarding this

57. There is no need to introduce such a choice at date 1 since the
manager in place has no career concerns then, and expected profit is
independent of the degree of correlation.

58. Because the entrepreneur does not respond to monetary incen-
tives, there is no point introducing moral hazard.
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Entrepreneur
receives private
benefit B, and
chooses the degree
of correlation
(zero or one)
between the two
projects: perfect
correlation or
independence.

• ••
First-period
outcomes:
success, R1,
or failure, 0
per project.

Keep
entrepreneur

•
Funding stage:
entrepreneur
invests 2I, of
which 2(I − A)
is borrowed
from investors.

Second-period
profits (R2 or 0
per project).

• •
Investors

Replace (for both projects)
entrepreneur by another manager

with expected talent  α̂

Entrepreneur
enjoys private
benefit B if
retained.

Date 1Date 0

Figure 7.8

decision, and so investors just choose the man-

ager with the highest perceived expected ability.

The alternative manager’s perceived expected

ability is (arbitrarily) equal to α̂.

Suppose that the firm receives funding. The entre-

preneur then chooses the degree of correlation (0 or

1, for simplicity) so as to maximize the probability

of keeping her job.

The equilibrium behavior is summarized in Fig-

ure 7.9.

We are interested in situations in which the re-

placement decision is not a foregone conclusion

(which it would be if the expected ability α̂ of the

replacement manager were extremely high, so that a

fully successful manager would be replaced anyway,

or extremely low, so the incumbent manager would

keep her job even after two failures).

Suppose first that the entrepreneur is expected to

hedge.59 Let αH
0 , αH

1 , and αH
2 denote the posterior

probabilities that the incumbent manager has high

ability, conditional on 0, 1, and 2 successes at date 0,

where “H” stands for “hedging.”60

For this behavior to be part of an equilibrium

(and therefore to be rationally expected by the in-

vestors), the entrepreneur must not find it optimal to

59. “Hedging” is a slight misnomer since the term refers to the ab-
sence of correlation rather than to negative correlation. The terminol-
ogy is motivated by the contrast with the gambling behavior.

60. So, using Bayes’ rule:

αH
0 =

α(1− r)2
α(1− r)2 + (1−α)(1− q)2 ,

αH
1 =

αr(1− r)
αr(1− r)+ (1−α)q(1− q) ,

αH
2 =

αr2

αr2 + (1−α)q2
.

deviate and choose two perfectly correlated projects

instead. Suppose first that

α̂ < αH
1 .

That is, a single success out of two realizations suf-

fices to keep the job. Because gambling increases the

probability of two failures,61 it increases the likeli-

hood that the entrepreneur loses her job. Hence, it

is indeed suboptimal for the manager to gamble. By

analogy with the notion that financial options are “in

the money” when things are going well (in that case,

the underlying asset’s price is high), we can say that

the position is “in-the-job,” that is, secure (only a dis-

aster can lead to removal).

Suppose instead that

α̂ > αH
1 .

Then, the entrepreneur keeps her job only if both

projects succeed. But gambling augments the prob-

ability that both projects are successful.62 The entre-

preneur’s position is “out-of-the-job,” and the entre-

preneur is incentivized to “gamble for resurrection.”

Hence, hedging is no longer an equilibrium behavior.

The search for a “gambling equilibrium” in which

the investors rationally anticipate that the entrepre-

neur will correlate the proceeds of the two projects

in an almost identical fashion, except for one quan-

titative point: because of gambling, the date-0 per-

formances are less informative about the entrepre-

neur’s ability. Thus, and as depicted in Figure 7.9,

61. This probability is α(1−r)+(1−α)(1−q) under gambling, and
α(1−r)2+ (1−α)(1−q)2 < α(1−r)+ (1−α)(1−q) under hedging.

62. This probability is αr+(1−α)q under gambling, and αr2+(1−
α)q2 < αr + (1−α)q under hedging.
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Suppose
equilibrium
behavior is

HEDGING
(entrepreneur
chooses uncor-
related projects)

GAMBLING
(entrepreneur
chooses
perfectly
correlated
projects)

Location of  α̂

• • •
α H

1 α H
2α H

0 α̂

• • •
α G

1
α G

2α G
0 α̂

Position is secure, ‘‘in-the-job’’
( job is lost only if two failures)

Position is fragile, ‘‘out-of-the-job’’
( job is lost unless both projects succeed)

Position is secure, ‘‘in-the-job’’
( job is lost only if two failures)

Position is fragile, ‘‘out-of-the-job’’
( job is lost unless both projects succeed)

Figure 7.9

the thresholds αG
0 and αG

2 are closer to αG
1 (where

“G” stands for “gambling”) than were αH
0 and αH

2 .63

To sum up, the entrepreneur plays conservatively

when her position is relatively secure, and gam-

bles for resurrection when her position is seriously

threatened. More generally, an “in-the-job” man-

ager will be biased toward actions that reveal less

63. More precisely,

αG
0 = Pr(high ability | two failures)

= α(1− r)
α(1− r)+ (1−α)(1− q) >

α(1− r)2
α(1− r)2 + (1−α)(1− q)2

= αH
0

and

αG
2 = Pr(high ability | two successes)

= αr
αr + (1−α)q <

αr2

αr2 + (1−α)q2

= αH
2 .

What aboutαG
1 (which is depicted as being equal toαH

1 in Figure 7.9)?
Strictly speaking, the probability of one success is equal to 0 when the
two projects are perfectly correlated, and so any posterior belief αG

1

is consistent with Bayes’ rule. To pin down this belief in a reasonable
way, we compute the posterior belief when the projects are not per-
fectly correlated and take the correlation to 1. Namely, suppose that
the entrepreneur does not fully control the correlation. A choice of
gambling results in perfect correlation with probability ρ and the ab-
sence of correlation with probability 1− ρ (where, presumably, ρ is
close to 1). A single success then means that the two activities turned
out to be uncorrelated and so

αG
1 = Pr(high ability | one success) = αH

1 .

about her ability (such as actions with long-term

payoffs, lots of noise, no action at all, suboptimal

actions where she is sure to succeed, etc.). And,

as we have noted earlier, a similar insight applies

to monetary-incentives-driven managers. Namely, a

manager whose stock options are “in the money”

tends to play safe, while one whose stock options

are “out of the money” tends to gamble for resur-

rection in order to make these options profitable.

Empirical evidence comforts the theoretical pre-

diction. In particular, Chevalier and Ellison (1997)

analyze the portfolio choices of mutual fund man-

agers. The latter’s objective function is similar to

that described in the career-concerns model. For, the

year’s top-rank performers attract a disproportion-

ate share of savings in the following years. And be-

cause fees are linked to assets under management,

and therefore the funds’ profit is related to the vol-

ume of investments they attract, there is a strong

incentive to be “among the top performers,” while

there is not much difference between a mediocre and

an abysmal performance since in any case the fund is

unlikely to attract savings later on (and may well be

closed down). Chevalier and Ellison show that funds

with a poor performance in the first three quarters

of the year choose very risky portfolios (gamble for
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resurrection) while those with a good performance

in these first three quarters choose a much more

conservative strategy.

Herding. “Herding” refers to the behavior of man-

agers who mimic the choices made by the rest of the

industry.64 This behavior has attracted a lot of atten-

tion in economics because it may lead to a gregarious

accumulation of wrong choices and yet be individ-

ually rational. Banerjee (1992) and Bikhchandani et

al. (1992) look at “social learning” models in which,

at each date t, an agent makes a choice between,

say, two alternatives based on her own information

(signal) as well as the observation of what previous

agents chose at dates 0,1, . . . , t − 1 on the basis of

their own signals and the observation of previous

agents’ behaviors. From some point in time on, the

current agent has seen enough choices from previ-

ous agents and therefore puts more weight on these

than on her signal, which she completely discards.65

From that point in time, all agents choose the same

action. Therefore, they may herd on the wrong ac-

tion, which they would not do if they observed all

past signals rather than all past actions.

Scharfstein and Stein (1990) show that herding

may be motivated by career concerns. In their model

(as in the ones considered in this section), a man-

ager may have high or low ability, which no one

knows ex ante. Scharfstein and Stein assume that

only high-ability managers obtain an informative sig-

nal, indeed the same one. Low-ability managers re-

ceive random signals. Because high-ability managers

agree on which action is best while low-ability ones

disagree, a manager under the threat of being re-

placed is better off mimicking what another manager

chose previously, even though the late-moving man-

ager may have the right idea while the early-moving

one does not.66

64. Chapter 6 already discussed the issue of herding in the context
of financing under asymmetric information.

65. If the action set is finite. With a continuum of actions, one’s own
information in general has at least a tiny impact on one’s own behavior
even after observing the behavior of many other agents.

66. For example, suppose that there are two managers (whose abil-
ity is unknown, even to them) and n possible projects among which
each manager must choose one (projects are not exclusive, so the two
can choose the same; and there is no externality other than informa-
tional). Manager 1 privately observes a signal and then publicly picks
a project. Manager 2 then receives a private signal and then publicly
picks her own project. One project is profitable and the (n− 1) others

As Scharfstein and Stein note, countervailing

forces may discourage herding. For example, cre-

ativity may be a valued talent, or superstars (those

whose performance is superior to that of others)

may capture large rents. Another factor pushing to-

ward differentiation is the profit incentive: if the

projects result in competition between the firms in

the product market, the latter are usually better off

offering differentiated products. Lastly, differentia-

tion may enable the manager to gamble.67

In Zwiebel’s (1995) model of herd behavior, man-

agers’ performances rather than their actions (as in

Scharfstein and Stein) are benchmarked. Managers

know their own ability (but investors do not) and

can select a “standard action” (or “old action”) or

else deviate from it. The standard action is less prof-

itable68 than the more innovative one, but it leads

to more accurate inferences of managerial ability

through relative performance evaluation: suppose

that few managers are able to take the innovative ac-

tion; then benchmarking is more powerful on the old

action than on the innovative one. Suppose further

that there is a positive cost attached to replacing the

manager.

unprofitable. The profitability of a project is revealed only in the dis-
tant future.

There are n signals. “Signal k” points to project k. Suppose that
a high-ability manager’s signal reveals the identity of the profitable
project, while a low-ability manager receives each of the n signals with
probability 1/n (that is, her signal is uninformative). Assume that man-
ager 1 chooses the project corresponding to her signal (this turns out
to be optimal for her). What should manager 2 do in order to maximize
the investors’ posterior probability that she has high ability? Suppose
that in equilibrium she chooses to do the project that is suggested
by her signal even though this project differs from that selected by
manager 1. Then

Pr(manager 2 has high ability | different projects)

= α(1−α)((n− 1)/n)
2α(1−α)((n− 1)/n)+ (1−α)2((n− 1)/n)

= α
1+α

and

Pr(manager 2 has high ability | same project)

= α2 +α(1−α)/n
α2 + 2α(1−α)/n+ (1−α)2/n2

>
α

1+α .

Hence, manager 2 would be better off ignoring her signal and mimick-
ing manager 1’s choice of project.

67. For example, while head-to-head competition in the product
market leads to low profits, it also provides some hedging to firms
because competitors face high input costs when the firm faces high
input costs and because demands are obviously highly correlated (for
more on this, see Rey and Tirole (1986)).

68. In the first-order stochastic dominance sense.
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Zwiebel shows that managers with average abil-

ity choose the standard action, while those with

either low or high ability choose the innovative

action if they have the opportunity to do so. Intu-

itively, the difficulty in benchmarking performance

makes the innovative action de facto riskier for the

manager. Average managers are “in-the-job” due to

the firing cost, and so do not want to take risks.

Low-ability managers gamble for resurrection be-

cause they are “out-of-the-job.” Lastly, when choos-

ing the innovative action, high-ability managers, in

Zwiebel’s model, obtain a high profit and therefore

do not risk being confused with low-ability ones; and

so they are willing to pick the innovative action.

7.2.2.3 Income and Dividend Smoothing

A well-established fact in the accounting literature

is that managers (from the CEO to lower-level divi-

sion managers) smooth the earnings of their firm

or unit. Thus, they may delay income recognition

when things go well, and move income forward in

time when they are in trouble. The latter behavior is

easily understood and has been studied at length in

this section. The puzzle is therefore the low-profile

behavior in good times.

Fudenberg and Tirole (1995) develop an agency-

based theory of income smoothing, building on the

idea that managerial tenure is quite secure as long

as the manager does well and her job is jeopardized

when things go sour. Suppose that the manager’s

job is secure in the forthcoming review, but might

be threatened in the future. Because continuation in

the job is a nonissue today, the manager has no in-

centive to look particularly good today, and can even

afford to hide some of her current accomplishments

by delaying income recognition until later. The latter

strategy makes the manager look worse today than

she really is, but will boost her future performance.

Delaying income recognition in good times bene-

fits the manager if the improvement in tomorrow’s

performance carries more weight in the investors’

updating about the manager’s ability than the asso-

ciated deterioration in today’s performance. Hence,

the role of an information decay assumption: that fu-

ture performance is better predicted by recent than

by ancient performance. Information decay can be

grasped through the following analogy: to know how

a soccer player will do between ages 30 and 32, his

performance between ages 25 and 30 is more infor-

mative than that between ages 20 and 25. Under in-

formation decay, the strategy of playing low key in

good times increases the manager’s “average” tenure

in the firm.69

Illustration of the role of information decay. To il-

lustrate in the simplest possible way the incentive

to delay income recognition when one’s job is not

at stake, let us consider the extreme case in which

the income initially reveals nothing about the entre-

preneur’s talent. For example, it could be a “legacy

income” determined by the previous manager; or it

could be heavily driven by exogenous uncertainty; or

else the initial income could relate to a task that dif-

fers substantially from future ones (for instance, the

current task might consist in reorganizing and ra-

tionalizing the firm’s organization; future tasks will

consist in managing growth) and so the manager’s

ability to perform tasks is uncorrelated over time.

Exercise 7.10 allows an arbitrary correlation of abil-

ity over time.

Consider the timing in Figure 7.10.

Let us normalize the discount factor to 1, as usual.

To simplify the resolution, we assume that there is

no moral hazard. Managers do not respond to mon-

etary incentives and receive a fixed wage w0, say,

equal to what they would receive outside the firm.

By contrast, they enjoy a private benefit B > 0 per

period. Thus, their objective is to stay in the job as

long as possible.

A manager’s probability of success at date t de-

pends on the manager’s ability at the date-t task (her

“current ability”). In the absence of hidden savings,

a manager with high current ability succeeds with

probability r , while one with low current ability suc-

ceeds with probability q < r .

A manager is in place at dates 1 and 2, and may

or may not be retained at the end of date 2. The

manager’s ability is the same at dates 2 and 3 (per-

fect correlation), and is unrelated to that at date 1

69. Note that the manager, as in the career-concerns model above,
only cares about being retained. An apparently poor short-term perfor-
mance might more generally have costs, such as reduced investor trust
in managerial decision making (see Chapter 10). What matters for the
theory is therefore that tenure in the job be an important managerial
objective.
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(independence). Thus, nothing can be learned from

the date-1 income: y1 ∈ {RL
1, R

H
1 }. The key assump-

tions are that

• the manager’s job is secure until date 2; perhaps,

the manager must be given some time, or there

is no available replacement at date 1;70

• the date-1 income y1 is observed only by the

manager.

The manager, when having a high first-period in-

come RH
1 , can report RL

1 and hide RH
1 − RL

1 in the

firm. Those hidden savings increase the probability

of date-2 success (y2 = RH
2 ) by a uniform amount τ

(so it becomes r +τ if the date-2 ability is high, and

q + τ if it is low).

The date-2 income y2, in contrast with the date-1

income, is observed by the investors. This can be

given two interpretations: first, there may be a com-

prehensive audit at date 2; second, even in the ab-

sence of such an audit, the manager anyway has an

incentive to disclose a high date-2 income (RH
2 )when

income is indeed high (see below).

At date 1 no one knows the manager’s ability at

dates 2 and 3. Let α denote the probability that she

has high ability (is talented), and

p ≡ αr + (1−α)q.
If this manager is fired at date 2, the replacement

manager also has probabilityα of being talented and

70. Note also that y1 here conveys no information about y2 and
y3. There is therefore no reason to replace the manager at date 1. So,
if there is at least a small cost of replacement or if the alternative
manager’s expected ability is lower, then replacement at date 1 is not
credible.

therefore probability p of being successful at date 3.

For simplicity, there is no switching cost. And so

the manager keeps her position at the end of date 2

if and only if her updated probability α2 of being

talented exceeds α.

As long as τ > 0, it is privately optimal for the

incumbent manager to hide any date-1 profit:

ŷ1 = RL
1 for all y1 ∈ {RL

1, R
H
1 }.

Suppose, in particular, that she did report date-1

income truthfully. Then, recalling that the ex ante

probability of date-2 success (failure) is p (respec-

tively, 1− p), the updated probability that the man-

ager has high ability is

α2 =

⎧

⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎩

αr
p
> α in the case of date-2 success,

α(1− r)
1− p < α in the case of date-2 failure.

Thus, the manager retains her position if and only if

she is successful at date 2. Therefore, hiding income

RH
1 at date 1 is optimal, since it raises the date-2

probability of success from p to p + τ > p.71

Of course, the optimality of the low-profile strat-

egy (underreporting date-1 income) hinges on the

fact that the entrepreneur’s job is not in danger in

the short term. Otherwise, the entrepreneur could

well be more tempted to inflate than to deflate earn-

ings at date 1, as we saw previously.72

71. More generally, the reader can check that for any equilibrium
probability that the manager misreports at date 1, the manager is
strictly better off misreporting. Hence, the manager always misreports.

72. A couple of papers have found empirical support for the theory
outlined here. De Fond and Park (1997) find that the link between,
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An extreme, but familiar, illustration of this be-

havior occurs when new CEOs darken the legacy of

their predecessors precisely because it does not re-

flect badly on their own ability. In fact, it might even

reflect well, i.e., if they appear to manage a great

turnaround.

The idea that management has an incentive to de-

lay income recognition and save for future (and po-

tentially more job-threatening) times when there is

currently less pressure to perform can be extended

to the distribution of dividends, yielding a theory

of dividend smoothing. Add to the model a (con-

cave) investment function. Dividends then matter as

they determine retentions and investment. To the

extent that the marginal productivity of reinvest-

ment is decreasing, distributing dividends is more

costly to the firm when the actual income is low. In-

vestors choose the dividend level but are imperfectly

informed about the marginal productivity of reten-

tions. They therefore must elicit this information in

an incentive-compatible way from the manager (the

manager “recommends” a dividend and makes an

earnings report).

To illustrate this, generalize the previous exam-

ple by introducing a date-1 reinvestment J that oc-

curs after the date-1 income is realized. Let τ(J)
denote the corresponding increase in date-2 prob-

ability of success with τ′ > 0, τ′′ < 0, τ(0) = 0,

τ′(0)(RH
2 − RL

2) > 1 (some reinvestment is desir-

able). Investors observe neither the date-1 income,

nor the actual reinvestment. Let d(ŷ1) denote the

dividend that is demanded by investors when the

manager reports ŷ1. The reinvestment is then73

J(y1, ŷ1) = y1 − d(ŷ1).

As earlier, it is easy to check that the manager keeps

her job at the end of date 2 if and only if she is

successful at that date. The probability of a date-2

success is

p + τ(J(y1, ŷ1))

on the one hand, current performance and predicted performance
in the next period and, on the other, reported (income-decreasing)
discretionary accruals goes as predicted by the theory. Kanagaretnam
et al. (2003) look at banks’ loan loss provisions and find that banks
save earnings through such provisions in good times and lower loan
loss provisions in bad times. See also Ahmed et al. (2000).

73. We assume that the date-1 income y1 is sufficient to cover the
dividend.

and so the manager wants to minimized(ŷ1) regard-

less of her date-1 income. The equilibrium is there-

fore a pooling equilibrium in dividends at date 1.74

This barebones model thus predicts that when

the managerial position is not threatened (that is,

at date 1) the dividend is insensitive to the firm’s ac-

tual income. By contrast, when the manager’s job is

at stake (date 2), the manager has an incentive to dis-

close her true income (at least if R2 = RH
2 ; by impli-

cation, the income is also de facto “disclosed” when

R2 = RL
2), and thus the dividend varies with the ac-

tual income.75 At date 2, the stock price reacts pos-

itively to earnings and dividend announcements.76

The threat of investor intervention forces the man-

ager to disgorge cash in the form of a dividend.77

Dividend smoothing has been a stylized fact in

corporate finance since the work of Lintner (1956),

who showed that firms by and large smooth their

dividends and trigger very negative stock price re-

actions when they cut them. Lintner further pointed

out that share repurchases (an alternative to divi-

dends to pay out income to shareholders) provide

flexibility in the payout policy (are quite large in

good times and nonexistent in bad ones) and are

much more volatile than dividends although he did

not provide a theory for why this is so.

The model above (and its less extreme ex-

tensions78) only partly accounts for income and

74. It is optimal for investors to demand dividend d∗ given by
(assuming that d∗ � RL

1)

[p1τ′(RH
1 − d∗)+ (1− p1)τ′(RL

1 − d∗)](RH
2 − RL

2) = 1,

where p1 is the probability that y1 = RH
1 . Let

τ ≡ p1τ(RH
1 − d∗)+ (1− p1)τ(RL

1 − d∗).
Note also that the date-3 probability of success,

[α(r + τ)r + (1−α)(q + τ)q]+ [1− (p + τ)]p
= p +α(1−α)(r − q)2

(accounting for the possibility of replacement at date 2), is indepen-
dent of the date-1 payout policy.

75. If one depicts the date-2 reinvestment as the date-1 one, the
optimal dividend is such that the reinvestment is J∗2 with τ′(J∗2 )[R

H
3 −

RL
3] = 1.

76. Here, the earnings and dividend announcement convey the same
information. See Fudenberg and Tirole (1995) for examples in which
both announcements convey information and sequentiality trigger
positive stock price reactions.

77. Other models making a similar prediction are those of Zwiebel
(1996) (in which managers engage in payouts as a commitment to limit
future inefficiency rather than to signal their ability) and Fluck (1999).

78. For example, if the manager responded to monetary incentives,
a stock-based compensation scheme would induce her to recommend
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dividend smoothing. For one thing, dividends are

smoothed across states of nature rather than across

time. Furthermore, like most models of dividends

(see Chapter 6) it makes no distinction between div-

idends and share repurchases.79

7.2.3 Effort and Risk Taking

As we observed in Chapters 3 and 4, encouraging

effort calls for rewarding management for perfor-

mances in the upper tail (this is indeed what stock

options attempt to achieve), but such high-powered

incentives also create incentives for risk taking (of-

ten called “asset substitution” in corporate finance).

Unfortunately, the analysis of this multifaceted

moral-hazard problem is not well-developed. We can

avail ourselves only of specific examples.

We begin with a discrete-effort, discrete-outcome

version due to Biais and Casamatta (1999),80 and

then move on to a continuous-effort, continuous-

outcome version first studied by Bester and Hellwig

(1987).

7.2.3.1 A Discrete Version

Consider the fixed-investment model and add the

following two twists:

• there are three possible payoffs: RS > RM > RF

(success, middle/intermediate, failure);

• the entrepreneur’s moral hazard has two dimen-

sions: effort (which involves a loss of private ben-

efit and raises income) and risk taking (which

increases the probabilities of RS and RF to the

detriment of RM).81

We return to the assumption that the entrepre-

neur is risk neutral and protected by limited liabil-

dividends that are more in line with current earnings (as long as cur-
rent earnings are not too correlated with the profitability of reinvest-
ment); see Application 7 in Section 6.3.

79. Attempts to distinguish between the two often introduce a dif-
ferential tax treatment of the two policies or a differential impact on
managerial wealth (because of the specific structure of stock options):
see Section 2.5.2.

80. See also Alger (1999) for related modeling choices and an appli-
cation to prudential regulation, as well as Gollier et al. (1997), Hellwig
(1994), Hirshleifer and Thakor (1992), Palomino and Prat (2003), and
Sung (1995). Biais and Casamatta further derive their model’s general-
equilibrium implications (see Chapter 13 for the embedding of corpo-
rate finance models in a general-equilibrium setup).

81. Technically, the former refers to a first-order-stochastic-domin-
ance shift in income, the latter to a second-order-stochastic-domin-
ance shift.

ity. She owns a project involving an investment cost

I and has cash A < I. Ignoring risk taking for the

moment, the impact of effort is as follows.

• The entrepreneur receives private benefit B in

the case of misbehavior. The three outcomes are

then equally likely. The NPV is negative in the case

of misbehavior:

1
3 (R

S + RM + RF)+ B < I.
• In the case of good behavior, the entrepreneur

receives no private benefit, and raises the probability

of success and lowers the probability of failure by

θ > 0.82 The NPV is then positive:

( 1
3 + θ)RS + 1

3R
M + ( 1

3 − θ)RF > I.

Whether the entrepreneur behaves or misbehaves

in this direction, she can take further actions that

affect the project’s outcome: namely, she can gamble

and increase the probability of success by α and the

risk of failure by β (and so reduce the probability

of an intermediate outcome by α+ β). Risk taking

reduces the NPV:83

α(RS − RM) � β(RM − RF).

The impact of the two forms of moral hazard is

summarized in Figure 7.11.

LetRS
b,RM

b ,RF
b denote the borrower’s (nonnegative)

rewards in the case of success, intermediate profit,

and failure. Intuitively, the borrower should not be

rewarded in the case of failure:

RF
b = 0;

for, failure is indicative of low effort and/or risk tak-

ing.84 We leave it to the reader to check (that is, by

not imposing RF
b = 0 in the following incentive con-

straints) that this is indeed the case. Here, and with-

out loss of generality, we set RF
b to be equal to 0.

We first assume that risk taking is to be discour-

aged, and later investigate when this is indeed so.

82. In what follows, we will naturally assume that parameters are
such that all probabilities are between 0 and 1.

83. The case of pure second-order stochastic dominance (a mean-
preserving spread) corresponds to an equality:

α(RS − RM) = β(RM − RF).

But we consider a case in which risk taking has the potential to reduce
NPV.

84. A more precise characterization is in terms of likelihood ratios,
as in, for example, Sections 3.6 and 5.5.2.
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The entrepreneur’s misbehavior takes several forms,

and so there are a priori three relevant incentive con-

straints (see Figure 7.11).

Effort. Assuming no risk taking, the entrepreneur

must be incentivized not to take the private benefit:

( 1
3 + θ)RS

b + 1
3R

M
b � 1

3R
S
b + 1

3R
M
b + B

or

θRS
b � B. (7.16)

Note that the parameter θ here plays the same role

as “∆p” in the two-outcome case.

No risk taking. Next, the entrepreneur may refrain

from taking a private benefit, but choose to take risk.

We must therefore require that

( 1
3 + θ)RS

b + 1
3R

M
b � ( 1

3 + θ +α)RS
b + ( 1

3 −α− β)RM
b

or

(α+ β)RM
b � αRS

b. (7.17)

Intuitively, the entrepreneur should not be paid sole-

ly in the upper tail if risk taking is to be avoided. Or,

put differently, very high powered incentive schemes

encourage gambling.

What about the third incentive constraint? This

constraint, which states that the entrepreneur must

prefer exerting effort and not taking risk to misbe-

having along both moral-hazard dimensions, turns

out to be redundant, due to the separability em-

bodied in the impact of these two forms of mis-

behavior.85

If feasible, funding yields NPV, or equivalently a

utility for the borrower:

U1
b ≡ ( 1

3 + θ)RS + 1
3R

M + ( 1
3 − θ)RF − I.

Given the incentive-compatibility (IC) constraints

(fully depicted by (7.16) and (7.17), whose conjunc-

tion determines the incentive-compatible set {IC}),

85. Namely, the third incentive constraint is

( 1
3 + θ)RS

b + 1
3R

M
b � ( 1

3 +α)RS
b + ( 1

3 −α− β)RM
b + B,

which can be rewritten as

[θRS
b − B]+ [(α+ β)RM

b −αRS
b] � 0,

which is implied by (7.16) and (7.17).
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the pledgeable income is then

P1 = ( 1
3 + θ)

(

RS −min
{IC}

RS
b

)

+ 1
3

(

RM −min
{IC}

RM
b

)

+ ( 1
3 − θ)RF

= ( 1
3 + θ)

(

RS − B
θ

)

+ 1
3

(

RM − α
α+ β

B
θ

)

+ ( 1
3 − θ)RF

= [U1
b + I]− ( 1

3 + θ)
B
θ
− 1

3
α

α+ β
B
θ
.

Funding is then feasible if and only if

P1 � I −A. (7.18)

Alternatively, the contract between the entrepre-

neur and the investors may not attempt to avoid

risk taking. It is then intuitive that the entrepreneur

should be paid only in the upper tail, which is the

most indicative of a high effort:

RM
b = RF

b = 0.

The only incentive constraint is then

( 1
3 + θ +α)RS

b � ( 1
3 +α)RS

b + B

or

θRS
b � B.

The entrepreneur no longer needs to be rewarded

for an intermediate performance.

Her utility is then

U2
b = ( 1

3 + θ +α)RS

+ ( 1
3 −α− β)RM + ( 1

3 − θ + β)RF

= U1
b − [α(RS − RM)− β(RM − RF)]

< U1
b .

The pledgeable income is

P2 = ( 1
3 + θ +α)

(

RS − B
θ

)

+ ( 1
3 −α− β)RM

+ ( 1
3 − θ + β)RF

= P1 − [U1
b −U2

b ]+
[

1
3

α
α+ β −α

]

B
θ

and funding is feasible if and only if

P2 � I −A.

Finally, let us investigate the optimal contract.

Because risk taking reduces the NPV (U1
b > U2

b ),
the entrepreneur prefers to design incentives that

induce her not to take risk, as long as funding is fea-

sible. More precisely, we must consider two cases:

(i) If P1 � I−A, then the optimal contract induces

the entrepreneur to exert effort and not to take risk.

This contract {RS
b, R

M
b , R

F
b = 0} satisfies

θRS
b � B, (7.19)

(α+ β)RM
b � αRS

b, (7.20)

A � ( 1
3 + θ)RS

b + 1
3R

M
b −U1

b . (7.21)

The optimal contract can be implemented through

a mixture of debt and equity held by investors: let D
denote the level of debt, and let (1 − x) denote the

fraction of equity held by investors. D and x must

satisfy two equations with two unknowns:

x(RS −D) = RS
b

and

x(RM −D) = RM
b .

Letting (7.20) be satisfied with equality,86 it is

straightforward to show that the variable thus de-

fined satisfies87

0 < x < 1

and

RF < D < RM.

The implementation in this simple model is in gen-

eral not unique, though. Biais and Casamatta show

that alternatively the investors could hold convert-

ible debt D with an option to convert this debt for

a fraction 1− x of the shares. (Convertible debt has

other benefits when investors observe risk taking be-

fore the profit is realized (see Jensen and Meckling

1976; Green 1984).)

(ii) If P1 < I−A, then the entrepreneur cannot se-

cure funding while “committing” to exert effort and

not to take risk. Funding may, however, be feasible

if risk taking is not too costly in terms of NPV, and

raises pledgeable income, i.e., if P2 > P1, or
(

1
3

α
α+ β −α

)

B
θ
> U1

b −U2
b .

86. As it would if there were another “margin” (for example, if the
investment size were variable).

87. Note that
RS −D
RM −D = α+ β

α
.

Because
αRS + βRF < (α+ β)RM

(gambling reduces the NPV), D > RF.
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R = (− log p)aβ

0

Figure 7.12

To see how this can occur, suppose that gambling

hardly reduces the NPV:

α(RS − RM) � β(RM − RF)

or

U1
b � U2

b .

Then, P2 > P1 if and only if

1
3 > α+ β.

But this inequality is automatically satisfied because

of the requirement that all probabilities be nonneg-

ative.

Hence, if gambling involves a low cost in terms of

NPV, discouraging gambling reduces the pledgeable

income and makes financing more difficult.

Note that in case (ii), the financial structure of the

firm is in a sense “more levered” than in case (i) since

the entrepreneur is paid solely in the upper tail. An

interesting result is therefore that a reduction in net

worth (A) may result in a financial structure that is

more levered.88

(iii) Finally, ifP1 andP2 are both smaller than I−A,

there is no funding.

7.2.3.2 A Continuous Version

Bester and Hellwig (1987) build a tractable fixed-in-

vestment, continuous-effort model (see Figure 7.12).

The entrepreneur is risk neutral, is protected by

limited liability, and has utility from wage w and

effort a equal to w − a. Here, effort increases the

payoff in the case of success, which is proportional

to aβ, with β < 1. The choice of the probability of

success can here be interpreted as a risk choice: a

lower probability of success corresponds to a larger

88. See Chapter 5 for an alternative reason why a weak balance sheet
induces more leverage.

payoff in the case of success, as

R = (− logp)aβ.

No-agency-cost benchmark. Suppose first that the

parties can contract on a and p.89 These variables

are chosen so as to maximize the NPV:

max
{a,p}

NPV = p[(− logp)aβ]− a− I,

yielding the first-best values.

Note that the optimal choice of p is independent

of a, while the optimal choice of a depends on p,

a∗(p) = (βp(− logp))1/(1−β)

(and so a∗ = a∗(p∗)), while

p∗ = 1/e,

where log e = 1. And so

a∗ =
(

β
e

)1/(1−β)
.

Agency cost. Suppose now that investors observe

only the final profit, and so the rewardw depends on

this profit only. The initial contract can still specify

the level of profit R to be reached in the case of suc-

cess (by specifying w(R′) = 0 for R′ ≠ R).90 Thus a

second-best contract sets R as well as a sharing rule

specifying a reward Rb for the borrower and Rl for

the lenders:

R = Rb + Rl.

Given target R and reward Rb in the case of success,

the entrepreneur solves

max
{p,a}

{pRb − a}

s.t.

(− logp)aβ = R.
Using the constraint to substitute p into the objec-

tive function, the first-order condition is

pRb = a
β(− logp)

.

The investors’ breakeven constraint is then

pRl � I −A

89. Actually, contracting on one of the two suffices, because R then
reveals the other.

90. Given that the entrepreneur has no private information before
choosing R and a, there is no point giving her discretion over the
choice of R, since this discretion only serves to increase the number
of possible deviations (i.e., the number of moral-hazard constraints).
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or

pR − a
β(− logp)

� I −A.

The second-best optimum when there is an agency

cost and the investors’ breakeven constraint is bind-

ing is given by the maximization of the NPV subject

to that constraint:

max
{p,a}

{Ub = p(− logp)aβ − a}

s.t.

p(− logp)aβ − a
β(− logp)

� I −A.

The analysis of the first-order conditions for this

program reveals that the level of risk exceeds the

first-best level, while the level of effort is suboptimal:

p < p∗ and a < a∗(p).

To gain intuition about this result, consider the

two “polar” cases in which investors hold a debt and

an equity claim, respectively.

Pure-debt contract. Suppose that the entrepreneur

owes a fixed amount D (which, due to the entrepre-

neur’s limited liability, is paid back only in the case

of success).91 Then the entrepreneur chooses risk

and effort so as to solve

Ub = max
{p,a}

{p[(− logp)aβ −D]− a},

and so

a = a∗(p).
Because the entrepreneur is residual claimant in the

case of success, she chooses the conditionally opti-

mal level of effort. A debt contract here provides the

right incentives. By contrast, a debt contract induces

the entrepreneur to take too much risk:92 as long as

D > 0,

p < p∗.

Intuitively, the debtholders do not bear the effort

cost and would likep to be as large as possible. Their

concern is not internalized by the entrepreneur.

At the margin, some sharing of marginal profit

with the investors is desirable. This sharing reduces

91. D is computed to satisfy the investors’ breakeven constraint, if
this is feasible.

92. To see this, one can either write the first-order condition with
respect to p, or note that the cross-partial derivative of the entrepre-
neur’s objective function with respect to p and D is negative (equal
to −1).

the effort, which is inconsequential if a is in the

neighborhood of the conditional optimum a∗(p)
(the loss is of second order only). And this sharing

reduces risk taking.

Pure-equity contract. Conversely, suppose that in-

vestors get a fraction θl of profit and the entrepre-

neur a fraction θb (with θb+θl = 1).93 The entrepre-

neur then solves

Ub = max
{p,a}

{θbp(− logp)aβ − a}.

The pure-equity contract distorts the effort decision

downward,

a < a∗(p),

but it introduces no distortion in the risk choice:

p = p∗.
An increase in welfare can be achieved by giving

the entrepreneur a bit more of the profit at the mar-

gin, that is by reducing θl and compensating this re-

duction by issuing some debt. Of course, this move

leads to an increase in risk, but starting from the op-

timal value p∗, this introduces only a second-order

loss.

This analysis suggests that the second-best opti-

mum can be implemented through a mixture of debt

and equity in which the firm owes an amount D of

debt, and the entrepreneur owns a fraction θb of

shares and therefore has utility

θb max{0, p(R −D)} − a.
Bester and Hellwig indeed show that these two in-

struments (D and θb) are sufficient to implement the

second-best allocation.

Supplementary Section

7.3 Brander and Lewis’s Cournot Analysis

Section 7.1.1.3 argued that a firm may want to

choose its financial structure so as to commit to spe-

cific forms of product-market behavior (aggressiv-

ity in that section) and thereby indirectly influence

93. Where the sharing rule satisfies the investors’ breakeven con-
straint, if feasible.
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••
Entrepreneur 2 observes
entrepreneur 1’s choices,
and makes her own
choices in the matter.

Entrepreneur 1 decides
whether to invest I and
how much of her wealth
A to invest in the project
(she consumes the rest).

Demand parameter
    realized.
Revenues accrue.
Debt reimbursed
(subject to entrepreneur’s
limited liability constraint).

• •

The investors’ breakeven
condition determines
the level of debt D1
to be reimbursed.

Cournot competition:
entrepreneurs who have
invested choose quantities.

θ

Figure 7.13

the rivals’ behavior. This supplementary section de-

scribes Brander and Lewis’s original analysis. In

Brander–Lewis, firm i’s profit, that is the combined

profit of entrepreneur i and firm i’s claimholders, is

the standard Cournot profit with linear demand:

πi = qi(θ − qi − qj)− I,

where I is the fixed investment cost and qi is firm i’s
output.94 Demand is assumed to be random. That is,

the demand curve

Q = q1 + q2 = θ − p

(where p is the price in the market) has a random in-

tercept θ distributed in some interval [θ
¯
, θ̄] accord-

ing to cumulative distribution function H(θ) and

density h(θ). Assume that the realization of the de-

mand parameter θ is not known at the time at which

the firms choose outputs (and, a fortiori, at the time

at which they sink the investment cost).

Even if the entrepreneur has enough wealth to fi-

nance the investment herself (A � I), she may want

to consume some of this wealth up front and borrow

from investors by issuing debt (while keeping con-

trol over the choice of output). To see this, suppose

that the entrepreneur issues debt, so she is meant to

reimburse a fixed amountDi ex post. If she is unable

to reimburse Di, i.e., when

qi(θ −Q) <Di,

94. We assume zero marginal costs. Alternatively, a positive
marginal cost can be incorporated into the parameter θ. Also, qi could
be a strategic variable other than quantity, as long as the firms’ choices
remain strategic substitutes and that an increase in qi makes profit
riskier.

she is protected by limited liability and receives 0.95

The timing of the Brander–Lewis model is depicted

in Figure 7.13.

Entrepreneur i’s ex post revenue (that is, gross of

her pre-competition consumption) is
∫ θ̄

Q+Di/qi
[qi(θ − qi − qj)−Di]h(θ)dθ.

Let

MRi(θ, qi, qj) ≡ θ − 2qi − qj
denote the firm’s marginal revenue. The entrepre-

neur chooses output so as to maximize her ex post

revenue,
∫ θ̄

Q+Di/qi
MRi(θ, qi, qj)h(θ)dθ = 0, (7.22)

while the firm as a whole (that is, internalizing

the stakes of both the entrepreneur and the debt-

holders) would choose output so as to equate aver-

age marginal revenue to 0:
∫ θ̄

θ
¯

MRi(θ, qi, qj)h(θ)dθ = 0. (7.23)

The difference between (7.22) and (7.23) is illus-

trated in Figure 7.14. Protected by limited liability,

the entrepreneur internalizes none of the lower tail

of the distribution (her perceived marginal revenue

is equal to 0 in this region: see part (a) of the figure).

Because marginal revenue increases with demand,

the first-order condition (7.22) can be depicted as in

95. In principle, limited liability might be invoked even in the ab-
sence of debt if prices could become negative (i.e., θ

¯
< Q). But we are

not interested in this possibility (which, technically, can be ruled out
by assuming an upper bound of 1

2θ¯
on individual outputs), because

it would require a more explicit description of how these quantities
are financed. We here stick to the Brander–Lewis assumption that the
entrepreneur has full discretion over her quantity.
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Figure 7.14 (a) Entrepreneur’s incentive;

(b) marginal revenue.

part (b) of the figure. When debt Di increases, some

of the negative realizations of the entrepreneur’s

marginal revenue disappear; and so to restore equal-

ity in (7.22), the entrepreneur raises output qi. Intu-

itively, an increase in output increases the riskiness

of the firm’s revenue. Because the entrepreneur’s

stake is convex in the firm’s revenue (Figure 7.14(a)),

she has an incentive to take risk, i.e., to increase out-

put, and the more so, the higher the level of debt.

Note that this would not be so if the entrepreneur is-

sued equity rather than debt. The entrepreneur’s ob-

jective function would be si[qi(θ−qi−qj)], where si
is the entrepreneur’s share of profit, and so qi would

be independent of the extent, 1− si, of dilution. Note

also that it is important that the entrepreneur keep

the control right over the choice of output. Debt-

holders, if they had their say in the matter, would

reduce output relative to the optimal choice of the

firm as a whole (entrepreneur cum debtholders) so

as to reduce risk.

The strategic impact of debt is illustrated in Fig-

ure 7.15. Figure 7.15, for expositional purposes,96

assumes that firm 2 has no debt (or, equivalently,

that its debtholders and entrepreneur act in concert

to choose output q2). Firm 2’s reaction function R0
2

96. Indeed, by the very reasoning below, firm 2, if it enters, will want
to issue some debt.

R1

B

A
•

•

D1
R 1

R 2

0

0

q1

q2

Figure 7.15

depicts the optimal choice of output for a given out-

put q1 of firm 1:

q2 = R0
2(q1) maximizes q2[E(θ)− q1 − q2],

where E(θ) is the mean value of θ. That is,

R0
2(q1) = 1

2 (E(θ)− q1).

Similarly, if firm 1 issues no debt, its reaction curve

is

R0
1(q2) = 1

2 (E(θ)− q2).

By issuing debt D1, though, entrepreneur 1 shifts

her reaction curve RD1
1 outward, where

RD1
1 (q2) = 1

2 (E(θ | θ � Q+D1/q1)− q2)

> 1
2 (E(θ)− q2).

Thus, the Cournot outcome if firm 2 enters shifts

from A to B, with a higher firm-1 output, and lower

firm-2 output and profit. In essence, entrepreneur 1

can indirectly behave as a Stackelberg leader by

choosing to issue debt.97

So far, we have seen that for a given output q2, say,

entrepreneur 1 can commit to raise his own output

by raising his debt level. The next step is to note that

an expectation of a high output by firm 1 reduces the

profitability of firm 2. And so firm 2 may no longer

want to sink investment I.
Does entrepreneur 1 gain from committing to

raise output and deter entry? From the investors’

97. A slight difference with the Stackelberg model, though, is that
firm 2, if it enters, will also have an incentive to shift its reaction curve
outward by issuing debt. “Stackelberg leadership” is then somewhat
symmetrical.
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breakeven condition, entrepreneur 1 receives the

entire NPV and therefore has utility

U1
b = q1[E(θ)− q1 − q2]− I.

In fact, we have a Stackelberg model,98 for which we

know that entry deterrence is optimal if I is suf-

ficiently large (so that the increase in q1 needed

to deter entry is relatively small) (see, for example,

Tirole 1988, p. 317).

We have discussed only the strategic benefit of

debt. The cost is clear: debt creates a divergence

of objectives between the manager and the claim-

holders, and thus leads to quantities (or prices) that

are not optimal for the firm from an ex ante view-

point (keeping the strategy of the rival firm fixed in

order to abstract from the beneficial strategic effect).

Thus, in the Cournot game depicted in Figure 7.15,

it is suboptimal to force the reaction curve as far out

as possible, since at some point the marginal cost of

debt exceeds its marginal benefit.

Let us make a couple of final points to conclude

this discussion of the original version of Brander

and Lewis. First, as long as firms compete in quanti-

ties, the “Stackelberg” incentive to issue debt carries

over to situations where firms do not attempt to de-

ter each other’s entry, i.e., they accommodate each

other’s entry. Quantities are strategic substitutes99

in that an expectation of a high output by one’s rival

reduces one’s incentive to produce.100 Thus, each

firm wants to take on (a reasonable amount of101)

debt in order to commit to be more aggressive. Thus,

the Brander–Lewis result on Cournot competition is

robust to the absence of intention to deter entry.

98. At least if firm 2 is constrained to be an all-equity firm. As was
noted in footnote 96, firm 2, if it enters, will itself want to issue some
debtD2 so as to commit to a higher output and therefore force firm 1
to curtail its production back a bit. But the flavor of the analysis re-
mains similar to Stackelberg’s.

99. For more on strategic complements (upward-sloping reaction
curves) and substitutes (downward-sloping reaction curves), and
strategies of commitment under entry deterrence or accommodation,
see Bulow et al. (1985) and Fudenberg and Tirole (1984).

100. Here, note that MRi(θ, qi, qj) decreases with qj . So, in Fig-
ure 7.15(b), the MRi curve shifts down as qj increases. This leads to
a decrease in qi in order to restore equality in the first-order condi-
tion (7.22).

101. As we noted, beyond some level of debt the Stackelberg strat-
egy becomes counterproductive, because the strategic/product market
benefit is offset by too big a misalignment between the entrepreneur’s
objective and that of her firm as a whole, and so the marginal cost of
high outputs ends up exceeding the marginal benefit.

By contrast, it is sensitive to the mode of product-

market competition: suppose instead that firms pro-

duce differentiated products and compete in prices.

Firm i sets price pi and then faces demand qi =
θ − pi − dpj (with 0 < d < 1). Again, the de-

mand intercept θ is random. Firm i’s revenue, as-

suming away marginal costs, is pi(θ −pi −dpj). So

an increase in risk corresponds to a high price pi.
Or, put differently, debt will lead to the maximiza-

tion of the firm’s profit in high states of demand,

which are states in which the firm wants to charge

a high price. Thus, debt leads the entrepreneur to

select a high price. This is advantageous, as Showal-

ter (1995)102 shows, when firm i accommodates en-

try to the extent that a high price by firm i makes it

nonaggressive and induces firm j to increase its own

price (prices are strategic complements). By contrast,

“committing” to a high price is not a good strategy

if one attempts to deter entry. Issuing debt is then

suboptimal.103

The Brander–Spencer result is also not robust

to costs of default or of illiquidity. Faure-Grimaud

(2000) introduces costs of default in a Cournot

model and shows that debt may make the firm less

aggressive (it becomes more conservative as larger

quantities increase the risk of default). Similarly, one

can introduce multiperiod financing as in Chapter 5;

a low level of short-term debt guarantees financial

muscle and makes it less profitable for rivals to in-

vest (see Exercise 7.2).

Finally, managerial incentive schemes may be

strategically designed so as to promote tacit collu-

sion in oligopoly (Spagnolo 2000). Comparing the

situation in which the manager receives a yearly

bonus proportional to profit (and therefore in the

absence of risk aversion or career concerns is led

to maximize the firm’s present discounted value of

profits) and that in which her incentives are biased

toward the future (perhaps through the award of

stocks or stock options), the firm may end up be-

102. Showalter also looks at the case of uncertain marginal cost.
There, the optimization emphasizes low-cost states (those of no
default), and therefore leads to low prices, which are strategically dis-
advantageous in a situation of accommodation.

103. These conclusions are common to all games of entry deter-
rence and accommodation (see Fudenberg and Tirole 1984; Shapiro
1989). Here the instrument providing commitment is the choice of
debt.
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ing more profitable in the latter case even though

the manager no longer maximizes its present dis-

counted value; for, the managerial bias toward the

future tells rival firms that the manager is not keen

on undercutting and starting a price war, that is, on

privileging current income at the cost of future earn-

ings. It thereby provides these rival firms with an

incentive to themselves refrain from undercutting.

The strategic gain attached to softening the rivals’

market behavior may well offset the loss attached to

the divergence of objectives between manager and

investors.

7.4 Exercises

Exercise 7.1 (competition and vertical integration).

This exercise is inspired by Cestone and White

(2003).

(i) A cashless entrepreneur (A = 0) considers

a research project requiring a fixed investment I.
When financed, the project succeeds with probabil-

ity pH = 1 (for certain) if she works, and with proba-

bility pL = 1−∆p if she shirks, in which case she re-

ceives private benefit B. Regardless of the outcome,

there is a verifiable salvage value RF � 0 (equipment,

real estate) at the end. For the moment, there is no

other firm in the market and so success brings an

additional income R = M (monopoly profit) on top

of the salvage value. Assume that

RF +
(

M − B
∆p

)

� I. (1)

The investment cost I includes a fixed cost K � I
borne by a supplier who must develop an enabling

technology. There is ex ante a competitive supply of

such suppliers, who for simplicity have enough cash

to finance the entrepreneur’s remaining investment

cost, I −K, besides their own cost K. So we can for-

malize the supplier as a “competitive capital market”

for the moment.

In exchange for his contribution (supplying the

technology and providing complementary financing

I −K to the entrepreneur), the selected supplier re-

ceives a debt claim (the equivalent of a fixed price)

and an equity stake in the entrepreneurial firm.

A debt claim is a payment RF
l to the supplier/

lender from the safe income RF:

0 � RF
l � RF.

An equity claim is a share θl ∈ [0,1] of the firm’s

profit beyond RF (here, a claim on M).

• Can the project be financed?

• Characterize the set of feasible contracts (RF
l , θl).

(There is some indeterminacy, except when the in-

equality in (1) is an equality. Discuss informally extra

elements that could be added to the model to make

a debt contract strictly optimal.)

(ii) Suppose now that, after having developed the

enabling technology for the entrepreneur, the sup-

plier can, at no extra cost (that is, without incurring

K again), offer the technology to a rival who is in ev-

ery respect identical to the entrepreneur. If he does

so, and the two downstream projects are successful,

then the per-firm duopoly profit is D (on top of the

salvage value RF), where

2D < M

(competition destroys profit). Assume that

RF +
(

D − B
∆p

)

� I −K > RF. (2)

• Note that the entrepreneur always wants to sign

an exclusivity contract with the selected supplier

(hint: look at the industry profit when the rival re-

ceives the enabling technology).

• In the absence of exclusivity provision (say,

for antitrust reasons), look at whether the entrepre-

neur can obtain de facto exclusivity by choosing the

debt/equity mix of the supplier properly. Assume

for simplicity that (∆p)(1−θl)D � B. This will hold

true in an optimal contract.

Exercise 7.2 (benefits from financial muscle in a

competitive environment). This exercise extends

to liquidity choices the Aghion–Dewatripont–Rey

idea that pledgeable income considerations may

make financial structures and corporate governance

strategic complements in a competitive environ-

ment.

(i) Consider a single firm. At date 0, the entrepre-

neur borrows I − A in order to finance a fixed-size

project costing I. At date 1, the firm may need to

reinvest an amount ρ with probability λ. With prob-

ability 1−λ, no reinvestment is required. In the case
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of continuation the entrepreneur may behave (prob-

ability of success pH, no private benefit) or misbe-

have (probability of success pL = pH − ∆p, private

benefit B). Let

ρ1(R) ≡ pHR and ρ0(R) ≡ pH

(

R − B
∆p

)

,

where R is the profit in the case of success at date 2

(the profit is equal to 0 in the case of failure).

The firm is said to have “financial muscle” if ρ >
ρ0(R) and the firm chooses to withstand the liquid-

ity shock if it occurs.

• Explain the phrase “financial muscle.”

• Does the firm want to have financial muscle

when ρ > ρ0(R)? (Hint: consider three regions for

the term (1 − λ)ρ0(R) − (I − A): (−∞,0), (0, λ[ρ −
ρ0(R)]), and (λ[ρ − ρ0(R)],+∞).)

(ii) Suppose now that the firm (now named the in-

cumbent) faces a potential entrant in the innovation

market. The entrant is identical to the incumbent in

all respects (parameters A, I, pH, pL, B and profits

(see below)) except that the entrant will never face

a liquidity shock if he invests (the entrant is there-

fore endowed with a better technology). Let R = M
denote the monopoly profit made by a firm when it

succeeds and the other firm either has not invested

in the first place or has invested but not withstood

its liquidity shock; let

R = C = pHD + (1− pH)M

(where D < M is the duopoly profit) denote its ex-

pected profit when it succeeds and the other firm has

invested and withstood its liquidity shock (if any).

Assume that

ρ > ρ1(M), (1)

(1− λ)ρ0(C)+ λρ0(M) > I −A > ρ0(C), (2)

(1− λ)ρ1(C)+ λρ1(M) > I. (3)

• Suppose, first, that the two firms choose their

financial structures (liquidity) simultaneously at

date 0. Show that the entrant invests and the incum-

bent does not.

• Suppose, second, that, at date 0, the incumbent

chooses her financial structure before the entrant.

And assume, furthermore, that

ρ0(M)− λρ > I −A. (4)

Show that the incumbent invests, while the (more

efficient) entrant does not.

Exercise 7.3 (dealing with asset substitution). Con-

sider the fixed-investment model with a probability

that the investment must be resold (redeployed) at

an intermediate date because, say, it is learned that

there is no demand for the product. The timing is

summarized in Figure 7.16.

An entrepreneur has cash A and wants to invest

a fixed amount I > A into a project. The shortfall

must be raised in a competitive capital market. The

project yields R with probability p and 0 with proba-

bility 1− p, provided that there is a demand for the

product (which has probability x and is revealed at

the intermediate stage; the final profit is always 0

if there is no demand, and so it is then optimal to

liquidate at the intermediate stage). Investors and

entrepreneur are risk neutral, the latter is protected

by limited liability, and the market rate of interest

is 0.

(i) In a first step, ignore the possibility of asset

substitution. The liquidation value is L = L0, and

the probability of success is pH if the entrepreneur

works and pL = pH−∆p if she shirks (in which case

she obtains a private benefit B). Assume that the NPV

of the project is positive if the entrepreneur works,

and negative if she shirks.

Assume that A � A, where

(1− x)L0 + xpH

(

R − B
∆p

)

= I −A (1)

(and that L0 � pH(R − B/∆p)).
• Interpret (1).

• Compute the entrepreneur’s expected utility.

• What is the class of optimal contracts (or, at

least, characterize the optimal contract for A = A)?

(ii) Suppose now that, before the state of de-

mand is realized, but after the investment is sunk,

the entrepreneur can engage in asset substitution.

She can reallocate funds between asset maintenance

(value of L) and future profit (as characterized by the

probability of success, say).

More precisely, suppose that the entrepreneur

chooses L and

• the probability of success is pH + τ(L) if the

entrepreneur behaves and pL + τ(L) if she mis-

behaves;
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Figure 7.16

• the function τ is decreasing and strictly concave;

•
τ(L0) = 0 and τ′(L0)R = −1− x

x
; (2)

• the entrepreneur secretly chooses L (multitask-

ing).

Consider contracts in which

• liquidation occurs if and only if there is no

demand (hence, with probability x);

• the entrepreneur receives rb(L) if the assets are

liquidated, and Rb if they are not and the project

is successful (and 0 if the project fails).

Interpret (2). Compute the minimum level of A
such that the threat of (excessive) asset substitution

is innocuous. Interpret the associated optimal con-

tract. (Hint: what is the optimal asset maintenance

(liquidation value)? Note that, in order to induce the

entrepreneur to choose this value, in the case of liq-

uidation you may pay rb(L) = rb if L is at the optimal

level and 0 otherwise.)

Exercise 7.4 (competition and preemption). Con-

sider the “profit-destruction model (with indepen-

dent processes)” of Section 7.1.1.

As in Fudenberg and Tirole (1985), time is contin-

uous, although both investment I and the research

process and outcome are instantaneous (this is in or-

der to simplify expressions). The actual R&D can be

performed only at (or after) some fixed date t0. The

instantaneous rate of interest is r . The monopoly

and duopoly profits, M and D, and the private ben-

efit B then denote present discounted values (at in-

terest rate r ) from t0 on. The entrepreneur’s cash is

worth er(t0−t)A at date t and so it grows with interest

rate r and is worth A at date t0.

Assume that

pH

(

M − B
∆p

)

� I −A

� pH

[

(1− pH)M + pHD − B
∆p

]

.

This condition states that if investment were con-

strained to occur at t0, there would be scope for

funding exactly one entrepreneur (see Section 7.1.1).

The twist is that the investment I can be sunk at

any date t � t0 (implying an excess expenditure of

[er(t0−t)−1]I from the point of view of date t0 since

the investment is useless until date t0). The invest-

ment is then publicly observed.

Analyze this preemption game, distinguishing

two cases depending on whether

pHM ≷ pH

(

M − B
∆p

)

+A.

Exercise 7.5 (benchmarking). This exercise gener-

alizes the benchmarking analysis of Section 7.1.1.

The assumptions are the same as in that section,

except for the descriptions of risk aversion and cor-

relation. Two firms, i = 1,2, must develop, at cost I,
a new technology in order to be able to serve the

market. Individual profits are M for the successful

firm if only one succeeds, D if both succeed, and

0 otherwise. The probability of success is pH in the

case of good behavior and pL in the case of misbe-

havior (yielding private benefit B). Each entrepreneur

starts with cash A.

The entrepreneurs exhibit the following form of

risk aversion: their utility from income w is

w for w � 0,

(1+ θ)w for w < 0,
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where θ > 0 is both a parameter of risk aversion and

a measure of deadweight loss of punishment (similar

to that of costly collateral pledging (see Chapters 4

and 6)).

With probability ρ, the realization of the ran-

dom variable determining success/failure (see Sec-

tion 7.1.1) is the same for both firms. With prob-

ability 1− ρ, the realizations are independent for

the two firms. (So Section 7.1.1 considered the polar

cases ρ = 0 and ρ = 1.) No one ever learns whether

realizations are correlated or not.

(i) Find conditions under which both entre-

preneurs’ receiving funding (and exerting effort)

is an equilibrium. Describe the optimal incentive

schemes.

Hints:

(a) Let w = ak � 0 denote the reward of a suc-

cessful entrepreneur when k (= 1,2) is the number

of successful firms. Let w = −bk < 0 denote the re-

ward (really, a punishment) of an unsuccessful entre-

preneur when the number of unsuccessful firms is

k (= 1,2).
(b) Each entrepreneur maximizes her NPV sub-

ject to (IRl) (the investors’ breakeven condition) and

(ICb) (the entrepreneur’s incentive constraint).

(c) Show that there is no loss of generality in as-

suming that

a2 = b2 = 0.
(d) Use a diagram in the (a1, b1)-space.

(ii) What happens when θ goes to 0 or ∞? When ρ
goes to 0 or 1?

Exercise 7.6 (Brander–Lewis with two states of de-

mand). Analyze the Brander–Lewis Cournot model

with two states of demand, θ̄ and θ
¯

, with ∆θ =
θ̄ − θ

¯
> 0, and

θ =
⎧

⎨

⎩

θ̄ with probability α,

θ
¯

with probability 1−α.
The demand function is p = θ −Q.

Let θe ≡ αθ̄ + (1−α)θ
¯

denote the mean. Assume

that 1
9 (θ

e)2 > I.
(i) Compute the equilibrium when the two firms

issue no debt.104

104. To shorten the analysis, ignore the limited liability problem
that may arise for high-quantity choices. These technical problems can
be eliminated by assuming that outputs cannot exceed 1

2θ¯
and that∆θ

is not too large.

Show that both firms invest.

(ii) Next, follow Brander and Lewis in assuming

that firm 1 chooses its financial structure first and

picks a debt level D1 high enough so that when the

intercept is θ
¯

, firm 1 goes bankrupt.

Note that entrepreneur 1 then ignores the bad

state. Show that the new equilibrium (assuming that

firm 2 enters and remains an all-equity firm) is

q1 = 1
3 (θ

e + 2(1−α)∆θ)
and

q2 ≡ 1
3 (θ

e − (1−α)∆θ).
(iii) Assume that firm 1 accommodates entry and

that firm 2 cannot issue debt. What is the optimal

level of debt D1 issued by entrepreneur 1?

Exercise 7.7 (optimal contracts in the Bolton–

Scharfstein model). Redo the Bolton and Scharf-

stein analysis of Section 7.1.2, allowing for fully gen-

eral contracts: the entrepreneur receives r S
b in the

case of date-0 success but no refinancing, RSS
b in

the cases of date-0 and date-1 success, and RFS
b in

the cases of date-1 success and date-0 failure (with

RSS
b , R

FS
b � B/∆p). (Under risk neutrality, there is no

point rewarding failures unless it serves to deter

predation. Hence, the exception RFS
b .) Generalize the

conditions (PD) and (IC) and show that r S
b = 0 and

that RSS
b � RFS

b (� B/∆p).

Exercise 7.8 (playing the soft-budget-constraint

game vis-à-vis a customer). Consider a supplier–

customer relationship with the timing as in Fig-

ure 7.17.

For simplicity, the customer is described as a self-

financing entrepreneur (hence, without external in-

vestors). By contrast, the supplier is an entrepreneur

who must borrow from the capital market. Thus, the

context is that of the standard risk-neutral, fixed-

investment model except for one twist: the payoff in

the case of success, R, is determined endogenously

as part of a later bargaining process with the user

of the input. The customer receives gross benefit v
from using the (successfully developed) input and 0

otherwise. The entrepreneur/supplier would there-

fore like to extract as much of v as possible from

the customer.

Assume that

pH

(

v − B
∆p

)

� max(I −A,pLv)
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• •
The supplier behaves
(probability of success
pH, no private benefit),
or misbehaves
(probability of success
pL, private benefit B).

•
The entrepreneur 
(supplier) needs to
invest I, and borrow
I − A from lenders.
A financial structure
is designed.

In the case of date-1
agreement, the input
(if the process is successful)
is transferred to the customer
at no cost. The customer pays
R (and 0 if the project failed).
In the case of date-1
disagreement, the customer
makes a new take-it-or-leave-it
offer R for the input.

•
Date 0 Date 1 Date 2

The supplier and the customer
learn the nature of the intermediate
input to be produced by the supplier.

The customer offers a transfer
price R that the customer will
pay if the supplier successfully
develops the input.
The entrepreneur
accepts or refuses.

Investors are reimbursed
according to the financial
contract. 

~

Figure 7.17

and

pLv + B < I
(and so, if all parties are rational, the investment will

not take place if it subsequently induces the entre-

preneur to misbehave). One will further assume that

the input has no outside value (it is wasted if not

used by the customer) and that the date-0 contract

between the entrepreneur and the lenders is per-

fectly observed by the customer.

(i) Long-term, nonrenegotiable debt. Suppose, first,

that the date-0 contract between the entrepreneur

and her investors specifies an amount Rl of senior

debt to be repaid to investors at date 2. This senior

debt is purchased by investors who are unable to

renegotiate their contract at any date.

Show that, when optimizing over the debt level

Rl, the entrepreneur cannot obtain ex ante utility

exceeding

Ub = (∆p)v − I.
(Hint: work by backward induction. What happens

at date 2 if no contract has yet been signed with the

customer and the project has been successful? Mov-

ing back to date 1, distinguish two cases depending

on whether pLv ≷ pH(v − Rl − B/∆p).)
(ii) Short-term, nonrenegotiable debt. Second,

assume that the entrepreneur issues an amount of

short-term debt rl and no long-term debt. This short-

term debt is due at date 1 and thus the firm is

liquidated if the debt is not reimbursed (again, we

assume that the debt is purchased by dispersed

investors who are unable to renegotiate the initial

contract). Because the firm has no date-1 revenue,

the customer, if he wants the supplier to continue

operating, must offer to cover the debt payment rl,

besides offering a transfer price R in case of a suc-

cessful development of the input. Show that the

entrepreneur can obtain expected utility

Ub = pHv − I.
(Hints: show that the customer offers R = B/∆p.

Note that the entrepreneur consumes (A + rl) − I
at date 0.)

Exercise 7.9 (optimality of golden parachutes). Re-

turn to the manipulation model of Section 7.2.1, with

the possibility of informed manipulation. Confirm

the heuristic analysis of that section through a care-

ful analysis, allowing for general contracts (the re-

ward Rrb or Rqb is contingent on the revealed informa-

tion and may a priori exceed B/∆p; a fixed payment

can be made in both states and only under revealed

poor prospects: Lrl and Lql � L; allow qHR to be larger

or smaller than L).

Exercise 7.10 (delaying income recognition). Con-

sider the timing in Figure 7.18.

Assume the following.

• The discount factor is δ = 1.

• There is no moral hazard. A manager’s probabil-

ity of success depends only on the manager’s current

ability. Managers do not respond to monetary incen-

tives and get a constant wage normalized at 0. They

just get private benefit B per period of tenure. All

incomes (y1, y2, y3) go to investors.
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• ••• • •
Entrepreneur borrows
to fund the project
and gives investors
the right to choose
the date-3 manager.

Date 0 Date 2Date 1 Date 3

Date-1
profit y1
realized:

Entrepreneur
reports y1: 

Date-2
profit y2
realized:

Comprehensive
audit ( y2 = y2).ˆ

Date-3
profit y3:ˆ

y1 y2

R2

y3

R3

Replace by
alternative
manager with
ability    ?α

0000

R1 R1

ˆ

Figure 7.18

• A manager with high current ability succeeds

with probability r , while one with low current ability

succeeds with probability q < r .

• The entrepreneur’s date-1 ability is high with

probability α and low with probability 1 − α (no

one knows this ability). The correlation of ability be-

tween dates 1 and 2 is equal to ρ ∈ [ 1
2 ,1]. That is,

the entrepreneur’s ability remains the same at date 2

with probability ρ. To simplify computations, as-

sume that the manager’s ability does not change be-

tween dates 2 and 3 (this assumption is not restric-

tive; we could simply require that the date-3 ability

be positively correlated with the date-2 ability).

• At date 1, the entrepreneur privately observes

the date-1 profit. If the entrepreneur has been suc-

cessful (y1 = R1), she can defer income recognition.

The reported profit is then ŷ1 = 0. These savings in-

crease the probability that y2 = R2 by a uniform

amount τ (� 1 − r ) (independent of type), presum-

ably at a cost in terms of NPV (R1 > τR2).105

• Investors at the end of date 2 have the op-

portunity to replace the entrepreneur with an al-

ternative manager who has probability α̂ of being

a high-ability manager. (There is no commitment

with regards to this replacement decision.) This

decision is preceded by a careful audit that pre-

vents the entrepreneur from manipulating earnings

(ŷ2 = y2). One can have in mind a yearly report or

a careful audit preceding an opportunity to replace

management by a new managerial team.

105. We could also allow the entrepreneur to inflate date-1 earnings
from 1 to R1 at the cost of a reduction τ′ in the probability of success
at date 2 (R1 < τ′R2). But if τ′ is “not too large,” there is no such
incentive.

Find conditions under which a “pooling equilib-

rium,” in which the entrepreneur keeps a low profile

(ŷ1 = 0) when successful (y1 = R1), prevails.
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Exit and Voice: Passive and Active Monitoring





8
Investors of Passage: Entry, Exit, and Speculation

8.1 General Introduction to Monitoring in
Corporate Finance

This section provides an overview of the complex

patterns of corporate monitoring. After motivating

the study through a recap of the popular debate on

the matter, the section introduces a key distinction

between active and passive monitoring. It then dis-

cusses the attributes of a “good monitor,” in partic-

ular, the incentives provided by his claims’ return

structure. Finally, it describes the organization of

this chapter.

8.1.1 The Popular Debate

As discussed in Chapter 1, the popular press and the

political debate about comparative corporate gover-

nance like to distinguish between the AS model (the

Anglo-Saxon paradigm exemplified by the United

States and the United Kingdom) and the GJ model

(which prevails in Germany, Japan, and much of

continental Europe in various forms). Empirical and

theoretical research has undertaken cross-country

comparisons of financial and governance systems

and studied their costs and benefits.

In a nutshell, the AS model of corporate gover-

nance tends to emphasize a well-developed stock

market, with strong investor protection, substan-

tial disclosure requirements, shareholder activism

(e.g., by pension funds), proxy fights, and takeovers.

Banking is arm’s length while the public debt mar-

ket (commercial paper, bonds) may flourish. The AS

model is often criticized in Europe for encourag-

ing short-termism1 and for preventing long-term,

1. There are two possible definitions of short-termism. The first is
that managers do not invest enough, because the prospect of cash-
ing in on stock options or the fear of facing external interference or a
takeover, or of being fired, make them too concerned with short-term
performance (stock price, quarterly or yearly income). The second is
that financial markets are too short-term oriented, in that analysts and

trust relationships between management and stake-

holders from developing. In contrast, the GJ model

puts banks more to the fore and, according to its

proponents, encourages long-term relationships be-

tween investors and managers to the detriment of

investor liquidity. Firms reputedly do relatively lit-

tle shopping around for low interest rates, although

some evolution to the contrary has recently been

observed, for example, among German firms. Many

firms stay private and the stock market is thin. Own-

ership is usually quite concentrated. Furthermore,

in countries like France and Japan, pervasive cross-

shareholdings among firms, and between firms and

financial institutions (banks, insurance companies),2

seriously limit the scope for managerial contests.

The GJ system is often depicted by its critics as being

collusive and as favoring entrenched managements.

This debate in part reflects the importance of

monitoring in corporate governance. The promi-

nence of monitoring mechanisms should not sur-

prise the reader; Part II emphasized the many impli-

cations and distortions of asymmetric information

(adverse selection, moral hazard) and monitoring

can be seen as a way of reducing informational asym-

metries between firms and investors.3

institutional investors look for firms that will perform well in the short
term but not necessarily in the long term. The argument is similar in
both cases, as it implies that the incentives of corporate managers or of
those, “one tier up,” who analyze their performance, are too oriented
toward the short term. The two forms of short-termism, furthermore,
interact, as institutional short-termism puts pressure on corporate
managers to “posture” and generate good short-term performance.

2. In Japan cross-ownerships are often organized within keiretsus.

3. The oversight issue may also be key to a proper definition of
equity and leverage for firms and financial institutions. Although ev-
eryone would agree that short-term debt is not part of a firm’s or a
bank’s capital, it is often suggested that a fraction of long-term debt
be included in the definition of capital. (For example, international
banking regulations (defined by the 1988 Basel Accord) allow subor-
dinated debt with maturity exceeding five years to be counted, up to
a limit, as “supplementary capital.”) One leading interpretation of this
viewpoint is that the firm or the bank is less likely to face a liquidity
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8.1.2 Active and Passive Monitoring

The generic distinction between exit and voice was

introduced by Hirschman (1970) in order to contrast

the behaviors of organizations’ members who either

vote with their feet when discontented with the evo-

lution of their organizations or stay and try to im-

prove things.

In the context of corporate finance, the two forms

of monitoring in turn correspond to the two types of

information that ought to be gathered by investors

in an efficient governance structure:4

Prospective or value-enhancing information is in-

formation that bears on the optimal course of ac-

tion to be followed by the firm. It is informa-

tion that ought to be collected before managerial

decisions are implemented and ought to be ex-

ploited to improve decision making. These decisions

may be structural (investments, spinoffs, diversifica-

tion, etc.), strategic (product positioning, advertis-

ing, pricing, etc.), or related to personnel (replace-

ment of management, downsizing, etc.).

It can be collected by an equityholder, as in the

case of a venture capitalist or a large shareholder.5

Prospective information may also be collected by

debtholders, as in the case of a bank that imposes

specific covenants to force or prevent a course of

crisis if its debt is long rather than short term (see Chapter 5). An ob-
jection to this interpretation is that the enhanced liquidity would be
better reflected in the liquidity rather than the solvency ratio.

An alternative interpretation is that the borrower is better moni-
tored at the issuance date by buyers of long-term than by buyers of
short-term debt, since the holders of short-term debt can usually “exit”
or “run” before trouble occurs, and therefore have little incentive to
monitor ex ante the quality of the borrower. The holders of long-term
debt, according to this interpretation, have more incentives to assess
the borrower’s quality and to design and monitor compliance with
covenants; this then “certifies” the firm, whose borrowing capacity
should therefore be enhanced (which is, for example, achieved, for
a bank, by raising its regulatory capital, and for a firm, by boosting
the measure of its capital if lenders operate with a standard, industry-
contingent target leverage ratio). We will later come back to the ques-
tion of who is a good monitor.

4. These two types of information are called “strategic” and “spec-
ulative” in Holmström and Tirole (1993).

5. The threat of a proxy fight, rather than a strong presence on the
board of directors, may be the conduit for shareholder intervention.
CalPERS, the California Public Employees’ Retirement System, draws
annual lists of firms in its portfolio that it analyzes to be poor perform-
ers (relative to where they should stand if they were better managed,
rather than to the market performance). It then brings its expertise
and puts the case for reform to management. CalPERS, if needed, may
then fight a proxy battle.

action, or uses the violation of a covenant to impose

a change of policy by the borrower.

This form of monitoring is called active monitor-

ing; it is associated with either formal or real control.

Formal control exists when the monitor has control

rights through, for example, a majority of seats on

the board or a majority of votes at the general as-

sembly. Real control refers to investors with minor-

ity positions who succeed in persuading a majority

of the board or the general assembly to go along with

a given policy.6

Retrospective or value-neutral or speculative in-

formation is information that has no direct bearing

on future decisions and is therefore a mere mea-

surement of past managerial performance. Acquir-

ing speculative information may be akin to taking

a picture of the value of the assets of the firm at a

given point in time. (Note that “retrospective” refers

to an assessment of the impact of past managerial

choices on future profits.)

Speculative information may be acquired by

equityholders, as in the case of analysts who wish to

speculate by selling shares in the case of bad news

and buying shares in the case of good news, but do

not wish to interfere with the firm’s management. It

can be acquired by holders of (short-term) debt as

well, as illustrated by the case of a run in the com-

mercial paper market (for a firm) or in the interbank

market (for a bank). To the extent that they vote with

their feet, short-term debtholders are speculators.

In contrast with prospective information, specu-

lative information has no value per se, as it forms

the basis for passive (noninterventionist) monitor-

ing. But it can serve the purpose of rewarding or pun-

ishing the management for its past behavior. For in-

stance, an increase in the stock price associated with

optimistic views about the firm’s prospects benefits

management through its holdings of stock options.

Several points with respect to this distinction are

in order.

6. A venture capitalist or a takeover artist may have formal decision
rights, either through previous contracting or through the acquisition
of a majority of shares or both. But control is often simply real and
not formal. That is, the collector of prospective information has no or
limited authority and does not own a majority of shares. A case in point
is the proxy fight mechanism, in which a shareholder activist (e.g.,
a pension fund) convinces a majority of shareholders to take action
against management (see footnote 5).
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(a) Relationship to the AS–GJ debate. The distinc-

tion between speculative and prospective informa-

tion can be related to the debate on comparative

corporate governance. Its critics often argue that

the AS model encourages short-term profit maxi-

mization to the detriment of a long-term involve-

ment by investors. This can be interpreted as the

viewpoint that Anglo-Saxon investors exercise insuf-

ficient voice and engage in excessive speculation.

(b) Holding period and activism. It is tempting to

identify voice with long-term involvement and exit

with a short-term one. Although there is some truth

in this view, as we will see in Chapter 9, we should

be careful about the relevant timescale. A raider who

takes over a mismanaged firm, refocuses it on its

core business through spinoffs, changes manage-

ment, and then resells his stake, may operate on a

small timescale, that is, be a “short-term investor,”

and yet he exercises a substantial amount of voice

because he alters in a significant way the firm’s fu-

ture course of action. Conversely, retrospective in-

formation can be collected by a long-term investor.

A case in point is credit enhancement in the securi-

tization of mortgages, credit card receivables, loans,

and so forth. The credit enhancer “takes a picture” of

the quality of the underlying assets, and certifies this

quality by providing guarantees to other investors

or taking a subordinate position. The issue then is

not voice—the assets’ returns have a life of their

own—but rather the measurement of the issuer’s

past performance.

(c) Dual nature of information. Some types of

information are both prospective and retrospective.

In an adverse-selection context, in which the capi-

tal market has imperfect information about manage-

rial talent, information about past managerial per-

formance can be used both to reward or punish man-

agement and to infer whether management is likely

to be fit for the firm’s future challenges and thus to

decide whether to keep the current management in

place. Similarly, the analysis of the value of assets in

place may reveal whether further investment is war-

ranted. For example, a large lender who refuses to

roll over a loan, a prestigious investment bank which

refuses to underwrite an issue, or a rating agency

that gives the firm a low rating, all refuse to certify

the firm and may well convince other investors not

to lend to the firm, resulting in lower investment or

distress.

The distinction between prospective and retro-

spective information is somewhat cleaner in a moral-

hazard context, because past and future perfor-

mances are then unrelated, than in an adverse-

selection context, where assessed performances

across periods are linked through inferences about

managerial talent.

(d) Complements or substitutes? Our discussion

of prospective and retrospective information indi-

cates that the two types of information perform dif-

ferent functions, and so both should be collected.

But information collection is costly, and one may

therefore wonder whether the two types of infor-

mation are substitutes (the collection of speculative

information reduces the marginal benefit of collect-

ing prospective information, say) or complements

(the collection of speculative information raises this

marginal benefit, say). This question is central to the

design of the financial system and thus to the debate

on comparative corporate governance and yet it has

not been investigated in detail in the literature. The

next two chapters will point at some considerations

relevant to the matter, but will bring no definitive

answer to the question.

(e) Rationale for delegated monitoring. Informa-

tion is basically a public good in that, once acquired

by a monitor, it can be disseminated to other in-

vestors at a very low cost. Information collection is

a “natural monopoly.” Thus, it often makes sense to

delegate the collection of specific information to a

single or a small number of monitors, as was rec-

ognized by Leland and Pyle (1977), Campbell and

Kracaw (1980), and Diamond (1984). Another and

related implication of the public-good feature of in-

formation is that the collection of information by an

investor gives rise to substantial free riding by other

investors, employees (if their wage and pension

claims are unsecured), trade creditors, customers,

government agencies, and other stakeholders in the

firm.

8.1.3 Incumbents versus Entrants:
Entry into Corporate Governance

Active monitoring can be undertaken by “hired

guns” (more prosaically, “enlisted or designated
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monitors,” or “incumbents”) such as a venture capi-

talist or a board of directors. Alternatively, it may

rely on “unenlisted monitors” or “entrants,” such

as a raider or a proxy fight organizer. One may

wonder why corporate charters and financial agree-

ments should design mechanisms for entry into the

monitoring market. Somehow, incumbent monitor-

ing must face some limitations. Entry into monitor-

ing may be desirable for reasons that are often sim-

ilar to those underlying the benefits of entry into

more familiar markets:

Ineffective monitoring. Incumbent monitors may

not perform their monitoring function, say,

because they collude with management. For

example, collusion7 has often been advanced as

one explanation for rubber-stamping by boards of

directors. Or the choices of monitors, like those of

managers, may be distorted by agency problems

such as career concerns. For example, they may

want to stick to their earlier positive assessments

of the firm even when they observe a degradation

of its state.

Wrong monitor syndrome. It may be difficult to fore-

see in advance who will be the proper monitor in

the future. The monitor’s talent and the adequacy

of his skills to the firm’s future environments may

not be known.

Liquidity needs. As Chapter 9 will emphasize, an ac-

tive monitor may need to commit funds for a long

period of time in order to be credible. But this ac-

tive monitor may face liquidity shocks and need

the invested funds for other purposes (he may also

go bankrupt). In such circumstances, the active

monitor may need to be replaced.

Entry into corporate monitoring is, of course,

costly to the firm:

Coordination problems. Because entrants are not

“enlisted” but in general appear spontaneously,

there may be coordination problems among en-

trants. There may be duplication of information

acquisition as in the case of multiple raiders.

Conversely, no one may acquire the necessary

information.

7. Or, more mildly, the need for directors to maintain a good on-
going relationship with managers and thereby decent access to infor-
mation.

Lack of trust. A criticism often leveled at takeovers

is that they prevent the development of a trust re-

lationship between insiders (management and em-

ployees) and investors (see, in particular, Shleifer

and Summers 1988). Under concentrated, long-

term ownership, the large owner may be able to

build a reputation for being fair to insiders and

not expropriate the latter’s past investments into

the firm by acting opportunistically and imposing

tough conditions once they have invested. Such a

trust relationship may be impossible to develop

in a context where entry (takeovers, proxy fights)

makes monitoring more anonymous. Newcomers

may then enter and renege on the previous mon-

itor’s promise to leave insiders with a rent com-

mensurate with their investment.

Rents. (This technical point will be clarified in Chap-

ters 9 and 11.) Ex post interactions with entrants

is likely to cost the firm more rents than when

the interaction with monitors is planned ex ante.

The reason for this is that the ex post interac-

tion generally occurs when the entrants have al-

ready acquired their information. Entrants may

refrain from interacting when their information is

unfavorable and enter only when they have good

information. For example, a pension fund or a

takeover artist may only target undervalued com-

panies. This is to be contrasted with the case of an

initial and long-term shareholder who bears the

upside as well as the downside risk.

Limited investments by incumbents. Incumbent

monitors have fewer incentives to invest in

long-term value enhancements, that is, improve-

ments that do not become obvious to the public

until they pay off, if they know that they have a

decent chance of being replaced by entrants (see

Chapters 9 and 11).

8.1.4 Who Is a Good Monitor?

A somewhat unsettled issue in the literature relates

to the incentive scheme that ought to be given to

monitors. One illustration (among others) of this

unsettledness is the old debate about whether debt-

holders should be senior or secured in order to have

a proper incentive to monitor. The first strand in the

literature (Jackson and Kronman 1979; Fama 1985;

see also Calomiris and Kahn (1991) and Rey and
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Stiglitz (1991) on the depositors’ incentives to mon-

itor banks provided by a first-come-first-served pay-

ment of depositors in the case of a run) argues that

junior claimants have greater incentives to monitor,

on the basis that their claim is more sensitive than a

senior claim to managerial moral hazard (see also Ex-

ercise 9.6). The second and revisionist strand dates

back to Schwartz’s 1981 observation that many ac-

tual unsecured creditors appear relatively inferior

monitors, while presumably superior monitors such

as banks often hold short-term, secured debt. This

alternative strand has developed theories as to why

this may be the case (see, for example, Burkart et al.

1995; Levmore 1982; Gorton and Kahn 2000; Rajan

and Winton 1995).

It should be clear, however, that there is no gen-

eral answer to the question of the monitor’s opti-

mal incentive scheme. It is efficient to have different

monitors collect different pieces of information, and

a monitor’s incentive scheme ought to depend on

the type of information to be collected, on the firm’s

“technology” (timing of cash flows, riskiness of envi-

ronment, etc.), on the existence of other monitors (to

the extent that different types of information inter-

act), and on market conditions (through the supply

side of the monitoring market). For example, a sim-

ple (but perhaps misleading) guess is that a large

equityholder has good incentives to monitor value

enhancements (that is, managerial moral hazard that

shifts the distribution of returns in the sense of

first-order stochastic dominance), that a large holder

of convertible, demandable, or short-term debt has

good incentives to monitor risk taking (that is, man-

agerial moral hazard that shifts the distribution of

returns in the sense of second-order stochastic dom-

inance), that a large secured claimholder has good

incentives to monitor the maintenance of collateral-

ized assets, and so forth.

The absence of general answers should not sur-

prise us for two reasons. First, in practice, we

observe a wide array of claims held by monitors.

Second, monitors, although conventionally allocated

to the nonexecutive side of the firm, are in part insid-

ers. And we know from previous chapters that insid-

ers’ optimal incentive schemes depend on a variety

of considerations.

8.1.5 A Recap

We can illustrate our distinctions between active and

passive monitoring, and between incumbent and en-

trant monitoring as in Figure 8.1.

8.1.6 Chapter Outline

The chapter’s main theme is that a firm’s stock mar-

ket price provides a measure of the value of assets in

place and therefore of the impact of managerial be-

havior on investors’ returns. It thereby creates pre-

cious information about managerial performance to

the extent that managers make decisions, such as

investments, whose consequences are realized only

years, and sometimes decades, later.

Participants in the stock market, however, acquire

costly information about the value of assets in place

only if they expect to make money on this informa-

tion. If the secondary market for shares is not deep,

though, any attempt at buying shares, for example,

will trigger a strong upward price adjustment and

leave little margin for profiting from private know-

ledge that the firm is undervalued. By contrast, deep

markets, i.e., markets with a fair amount of liquid-

ity (nonspeculative) trading, provide substantial op-

portunities to speculators to conceal their trades

behind liquidity trading and to benefit from their

information.

This demonstrates two limits of market monitor-

ing: first, stock market prices reflect information

about the value of assets in place only to the ex-

tent that they are also garbled by other forms of

uncertainty (such as liquidity trading). Second, be-

cause they may face superiorly informed specula-

tors, shareholders who trade shares for liquidity rea-

sons necessarily enjoy a lower return than those who

can hold them for the long run. Ultimately, this cost

must be borne by the issuing firm, which must issue

the shares at a low price; put differently, investors

who are able to keep their stocks in the long run

enjoy an equity premium.

The chapter is organized as follows. Section 8.2

starts with a simple demonstration that the exis-

tence of early signals of performance reduces the

agency cost and thereby increases the pledgeable

income, facilitating financing. It then shows how a

designated monitor can be incentivized by call or
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Active monitoring/
prospective information

Passive monitoring/
speculative information

Incumbent
monitor

Entrant
monitor

Debt claim: 
bank (short-term debt,
revocable credit line,
demandable debt),
commercial paper market,
interbank market.

Venture capitalist,
holder of unregistered securities,1

long-term core shareholder (noyau dur),
board of directors,
bank or life insurance company
monitoring long-term loans
(demands during reorganization).

Raider (takeover),
proxy fight organizer.

Equity claim:
speculators (analysts),
derivative suits.

Equity-like claims:
credit enhancer,
underwriter (firm
commitment contract).

Other claims:
rating agency,
underwriter
(best-efforts contract).

  1. The buyer of unregistered securities or letter stocks must write to the Security and
Exchange Commission that the stocks are not bought for resale.

Figure 8.1

put options to acquire this information. It also dis-

cusses the possibility of collusion between monitor

and monitoree, and the monitor’s biases in informa-

tion acquisition.

Section 8.3 turns to market monitoring. It first

notes that stock market participants also have call

and put options as they can buy or sell shares. The

specificity of these call and put options, though,

is that their exercise price is not fixed but rather

endogenously determined: it is the market price.

The section shows how speculator profit, and ulti-

mately the market acquisition of information about

the value of assets in place, is related to the depth

of the market.

Information about the value of assets in place

can also discipline management by severing the

firm’s access to cash rather than by serving as a ba-

sis for managerial compensation. To perform this

function, though, passive monitoring must be per-

formed by debtholders, since the resale of equity

shares in the firm is internal to stock market par-

ticipants and therefore does not drain the firm’s

liquidity. Section 8.4, building on Chapter 5, shows

how demandable debt contracts discipline manage-

ment through the threat of liquidity shortage.

8.2 Performance Measurement and the
Value of Speculative Information

This section uses a straightforward extension of

the fixed-investment model of Section 3.2 to ob-

tain an elementary mechanism-design version of the

Holmström and Tirole (1993) model of stock market

monitoring.8

8. An early paper on the use of stock prices in optimal managerial
incentives is Diamond and Verrecchia (1982). The starting point of
that paper is that, from the sufficient statistic theorem of Holmström
(1979) and Shavell (1979), “any information is of positive value if it re-
duces the ex post noise of direct estimates of an agent’s level of effort.”
Diamond and Verrecchia assume that, after the managerial choice of
effort but before income is realized, all investors exogenously observe
an imperfect signal of final income, and the stock price perfectly re-
veals the common signal. This signal, or equivalently the stock price, is
then used together with the final income to build the optimal manage-
rial incentive scheme. In their paper, the manager’s reward decreases
with the stock price, because the common signal is about an exoge-
nous, that is, action-independent, variable, which must be filtered out
of the final income.
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8.2.1 Introducing Early Performance
Monitoring

Consider a biotech entrepreneur or a pharmaceutical

company attempting to develop a molecule to cure

a disease or treat its symptoms. The basic research

activity will last for three or four years, after which

the project, if successful heretofore, will move on

to a development phase, then to a lengthy testing

and regulatory approval process (say, through the

Federal Drug Administration in the United States),

and finally to a commercialization and marketing

stage until the twenty-year patent expires (and of-

ten even after the drug gets off-patent). Clearly, the

final profit made on the drug reflects much uncer-

tainty realized years and even decades after the ini-

tial research stage: changes in regulatory standards,

accrual of competing drugs, shocks to demand for

the drug, changes in national health systems’ orga-

nization, and so forth. The final profit is therefore

a poor (by which I mean very garbled) indicator of

the prospects created by the initial activity. Put dif-

ferently, it very imperfectly measures the value of

assets in place at the end of the research stage.

Consider, therefore, the problem of rewarding the

entrepreneur or the manager for her performance

during this period. It would be desirable to mea-

sure this performance early for two reasons: first,

the entrepreneur or manager may need the money

long before the final profit is realized; second, even if

she can wait for the final profit to be realized (as will

be the case in the treatment below), better incentive

schemes can be tailored if some advance measure of

the value of assets in place can be obtained.

The drug example illustrates a much more general

point: many investment decisions bear their fruit

many years and even decades after they are made.

The design of managerial compensation requires

The Holmström and Tirole paper builds on the insight of Diamond
and Verrecchia in two ways. First, the stock market acquires informa-
tion that is informative about value enhancement. This yields a posi-
tive relationship between managerial reward and stock price. Second,
and more importantly, it assumes that information is costly to acquire.
Proper incentives must then be given to speculators to acquire in-
formation, which leads to a study of the relationship between stock
market liquidity and performance monitoring. The Holmström and
Tirole analysis takes the stock market institution for granted, though,
while the Diamond and Verrecchia paper, like this section, designs an
optimal mechanism.

Effort i ∈{H, L}

ij = Pr(signal j | effort i )σ
Signal j ∈{H, L}

j = Pr(success | signal j )ν

Outcome
(success, failure)

Figure 8.2

obtaining performance measures that do not rely

solely on accounting and income recognition.

Let us start with the basic framework, which is

that of Section 3.2, with an early signal of perfor-

mance appended: an entrepreneur has a fixed-size

project that requires investment I. The entrepre-

neur’s cash, A, is insufficient to cover the cost of

investment, A < I, and so the entrepreneur must

borrow I −A from investors. The project yields R in

the case of success and 0 in the case of failure, and is

subject to moral hazard. The probability of success

is pH if the entrepreneur works and pL = pH −∆p if

she shirks. So, the effort can be high (H) or low (L).

Shirking provides private benefit B.

The new modeling feature is that, after the entre-

preneurial choice of effort and before the project

succeeds or fails, information can be acquired that

is informative about the final outcome.

Let us assume that there are two possible signals,

high (H) and low (L). (By an abuse of notation but for

mnemonic reasons, we use the same notation for ef-

forts and signals.) The (positive) probability of signal

j ∈ {H,L} conditional on effort i ∈ {H,L} is denoted

σij (of course, σiH+σiL = 1 for all i). We simplify the

analysis by assuming that the signal is a sufficient

statistic for the final outcome (this assumption is

easily relaxed). Let νj denote the probability of suc-

cess given signal j. The sufficient statistic property

means that νj is independent of effort. Figure 8.2

summarizes the stochastic structure.

In order for the ex ante probabilities of success

given a high and a low effort to be equal to pH and

pL, respectively, it must be the case that

pH = σHHνH + σHLνL (8.1)
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Outcome
(success/failure).

Information
acquisition
(signal is
informative
about effort
and about
final outcome).

•
Moral hazard
(high or low
effort).

Contract.
• • •

Figure 8.3

and

pL = σLHνH + σLLνL. (8.2)

Let us now interpret the high signal as good news

about the final outcome.9

Assumption 8.1. The high signal enhances the con-

fidence in success: νH > pH (equivalently, νL < pL).

The timing of the extended fixed-investment

model is summarized in Figure 8.3.

First we look at the benchmark in which the sig-

nal can be obtained for free and can be verified

so that the entrepreneur’s incentive scheme can be

made directly contingent on this signal. Then we as-

sume that information acquisition is costly and sub-

ject to moral hazard, and study information collec-

tion by an “incumbent monitor” and by an “entrant

monitor” (see Section 8.1.3).

8.2.2 The Benchmark of Free Performance
Monitoring

Suppose, temporarily, that the signal can be costless-

ly observed and verified, and so the entrepreneurial

contract can depend both on the realization of the

signal and on the final outcome. The optimal incen-

tive contract, however, can be chosen so as to de-

pend only on the realized signal. Intuitively, there

is no reason to make the entrepreneur accountable

for shocks she has no control over; here, for a given

realization of the signal, the final outcome is totally

out of the entrepreneur’s control and thus her re-

ward should not be made contingent on the real-

ized outcome. This intuitive property results directly

from the more general sufficient statistic theorem

of Holmström (1979) and Shavell (1979), according

to which an agent’s compensation should be based

9. That νH > pH implies that νL < pL can be derived from condi-
tion (8.2) together with νH > pL and σLH = 1− σLL.

only on a statistic that is “sufficient” with respect to

the inference about her effort; that is, the final profit

brings no information about the borrower’s choice

of effort to someone who already knows the signal.

Because the entrepreneur is risk neutral and pro-

tected by limited liability, and because the high (low)

signal is good (bad) news for the high effort, it is clear

that the entrepreneur should receive a reward Rb in

the case of a high signal (regardless of success or

failure, as we have argued), and 0 in the case of a

low signal. The reward for a good signal should be

sufficient to induce the entrepreneur to choose the

high effort. A high effort increases the probability of

a high signal from σLH to σHH, but does not enable

the entrepreneur to enjoy private benefit B. And so

we require that

(σHH − σLH)Rb � B. (ICb)

As in Chapter 3, let us compute the pledgeable in-

come. The entrepreneur’s incompressible share is,

in expected value,

σHHRb = σHH

σHH − σLH
B.

And so the necessary and sufficient condition for the

entrepreneur to obtain funding is that the project’s

NPV net of the entrepreneur’s incompressible share

exceeds the investors’ contribution to the initial in-

vestment:

pHR − σHH

σHH − σLH
B � I −A. (8.3)

Let us compare this condition with condition (3.3)

prevailing when no signal is available:

pHR − pH

pH − pL
B � I −A.

Identities (8.1) and (8.2) imply that

pH

pH − pL
= σHH(νH − νL)+ νL

(σHH − σLH)(νH − νL)
>

σHH

σHH − σLH
.

We conclude that the existence of the signal increases

pledgeable income and thus facilitates funding (the

minimum entrepreneurial equity required to obtain

financing is smaller). This elementary model illus-

trates a general point: early signals provide informa-

tion about future performance, and thus about the

moral-hazard activity, that is not yet garbled by the

future environmental noise that accrues after the sig-

nal is revealed and before the final outcome is re-

alized. Its use improves performance measurement
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and de facto reduces the extent of moral hazard. In-

deed, this model with a signal is equivalent to the

model of Section 3.2 (without signal) but with a lower

private benefit equal to

B1 = σHH/(σHH − σLH)
pH/(pH − pL)

B = σHH(νH − νL)
σHH(νH − νL)+ νL

B < B.

Note that the coefficient of B in the first expression

of B1 is equal to the ratio of the likelihood ratios.

Remark (early measurement and NPV). In the

fixed-investment model, the existence of the sig-

nal increases the pledgeable income and facilitates

funding, but it does not alter the project’s NPV,

pHR − I, also equal to the borrower’s welfare in case

of funding.10 In the variable-investment model of

Section 3.4, the introduction of a signal boosts debt

capacity and, while it does not affect the NPV per

unit of investment, raises the borrower’s welfare (see

Exercise 8.1).

Remark (what is the signal informative about?). A

key insight is that although the signal is informative

about the entrepreneur’s effort, the monitor will not

collect the signal in order to learn the entrepreneur’s

effort. Indeed, the monitor here knows for certain

that the entrepreneur has worked. It is only to the ex-

tent that the signal also contains information about

the exogenous shocks that affect the final outcome

that the monitor will have an incentive to engage in

costly information acquisition.11

Implementation. To implement the optimal incen-

tive scheme when the signal is publicly observable

but not necessarily directly verifiable by a court, one

can, for example, let the investors’ claims be pub-

licly traded shares. (Here and below we normalize

the number of shares to be one.) Their interim value

is equal to νHR in the case of a high signal and νLR
in the case of a low one. A fraction x of the shares

is initially set aside and given to the entrepreneur if

and only if the stock price is equal to νHR. The entre-

preneur receives no bonus, that is, no compensation

10. This would not be so if the borrower were risk averse, since
the reduction in noise due to the signal would enhance the scope for
insurance (see Holmström and Tirole 1993).

11. Put differently, in the absence of exogenous shock that is
realized before monitoring takes place, the monitor would have no
incentive to commit resources to learn an effort that he can perfectly
anticipate.

based on realized income. (A bonus would coexist

with stock options if the signal were not a sufficient

statistic for managerial effort and the entrepreneur

were risk averse.) Nor is the entrepreneur allowed

to engage in insider trading by purchasing or selling

shares not specified in the contract. The fraction of

shares to be allocated to the entrepreneur in case of

a high stock price is given by

x(νHR) = R∗b ,
where R∗b is the managerial reward for a high signal

that makes investors break even: pHR − σHHR∗b =
I −A. (In the case of a low stock price, the x shares

are distributed among the investors.)

Note that this reward scheme is basically a stock

option. It gives shares to the entrepreneur for the

high realization of the stock price. A straight share,

that is a noncontingent share given ex ante to the

entrepreneur, is suboptimal here since it provides a

positive reward even in the case of a low stock price.

We invite the reader to go through the (slightly more

complex) arithmetic of the design of stock options

in which the entrepreneur’s reward is linked to the

appreciation in the stock price when the strike price

is the stock price at the date at which the options

are granted, i.e., pHR. For such stock appreciation

rights (SARs), the entrepreneur receives the capital

gain (νH − pH)R associated with a given number y
of shares, without the requirement to supply cash

to exercise the options. The difference with the re-

ward scheme considered above is merely one of an

accounting nature.

8.2.3 Designated Monitor

8.2.3.1 The Monitor’s Option Contract

We now consider the case of an “enlisted incumbent”

or “designated monitor” (“he”) with costly moni-

toring. Let us now assume that a party who col-

lects the signal incurs a nonobservable private cost

c of doing so.12 Furthermore, the information he

12. Note that there is no asymmetry of information about the tal-
ent of the monitor (or about his cost of acquiring information). To
reflect the possibility of adverse selection about the monitor, one can
make use of the building blocks supplied by the literatures on dele-
gated portfolio management (Bhattacharya and Pfleiderer 1985) and
on the optimal elicitation of forecasts (Osband 1989); both literatures
are concerned with the incentive scheme to be designed for a collector
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collects is private, soft information. There is there-

fore some moral hazard in the collection of informa-

tion about entrepreneurial performance. The mon-

itor must thus be given an incentive scheme that

induces him (1) to collect the information and (2) to

reveal truthfully this information so that it can be

used for managerial compensation purposes.13

There is a simple incentive scheme that induces

the monitor to collect and reveal the information,

and furthermore does not leave any rent (supra-

normal profit) to the monitor.14 Namely, the entre-

preneur can select a monitor and offer him a stock

option contract with strike price equal to the stock

price at the date at which the options are granted.

The monitor has the right to purchase s∗ shares at

the ex ante par value, pHR per share (and the moni-

tor then commits not to engage in insider trading by

selling some shares or purchasing other shares).15

The number s∗ of options is given by

s∗σHH(νHR − pHR) = c. (8.4)

The entrepreneur is rewarded as in Section 8.2.2,

that is, she receives R∗b if the monitor exercises his

option (thereby triggering an increase in firm value’s

assessment), and receives 0 if he does not (which

conveys bad news about firm value). Thus, the entre-

preneur works if she expects the monitor to collect

the information.

of retrospective information who has private information about his
cost of collecting the information.

13. The treatment here is a modified version of Chang and Wang
(1995).

14. There is no unique way of designing the optimal schemes for
the entrepreneur and the monitor here. Chang and Wang (1995) offer
a different one, with the same flavor: the entrepreneur is allowed to
sell a fixed fraction of shares and is rewarded on the basis of the sale
price.

15. The treatment here is rather loose concerning the accounting of
shares in the firm. Our accounting convention is that there is a fixed
number, namely, a mass 1, of shares in the firm, and so the ex ante
(respectively, ex post ) value of one share is pHR (respectively, either R
or 0). One way to provide the entrepreneur and the monitor with the
described incentives goes as follows. A fraction x of shares is set aside
for the entrepreneur. These, however, become vested only if the mon-
itor exercises his stock options; otherwise, the shares are distributed
to third-party investors (who de facto have a put on the firm). Simi-
larly, a fraction s of shares is set aside for the monitor (the proceeds,
spHR, from the exercise of the call options and the shares s in the
case of nonexercise can also be distributed to third-party investors).
There are many equivalent accounting procedures; while the one just
described is not the most natural, it makes the treatment of incentives
mathematically simple.

Suppose that the entrepreneur is expected to

choose the high effort. If the monitor refrains from

monitoring, his monitoring cost is equal to 0, but so

is the value of his stock options: not knowing the sig-

nal, he still values shares at their ex ante par value

pHR, which is also the strike price. Thus the monitor

is indifferent between exercising and not exercising

the options, and makes no profit. If the monitor pur-

chases the signal, then, with probabilityσHH, this sig-

nal is high and so shares are worth νHR to the mon-

itor, resulting in a capital gain equal to (νHR−pHR)
per share. When the signal is low, the monitor val-

ues shares at νLR < pHR, and so does not exercise

his options. Equation (8.4) thus states that the ex-

pected benefit from information collection is equal

to its cost. It therefore also implies that the monitor

receives no rent.

While the idea of providing the monitor with op-

tions to give him incentives to measure the entre-

preneur’s performance seems quite natural, it is not

clear that one necessarily observes such arrange-

ments frequently, at least for the acquisition of

purely speculative information. (Venture capitalists

or LBO fund managers typically receive 20% of the

value created and structure their contracts with a

number of options; for example, they generally own

convertible preferred stock. However, they collect

prospective as well as speculative information.) Yet

one can view rolled-over short-term bank debt or re-

vocable credit lines as options that protect the moni-

tor (the bank) if he receives low signals about the bor-

rower, but gives him the possibility to make money

if signals are good (see Section 8.4.1).

Remark (multiplicity of equilibria under call options).

There exists another equilibrium, in which the moni-

tor does not monitor and never exercises his options,

and therefore the entrepreneur shirks. Suppose that

the entrepreneur shirks. Then the expected gain

from monitoring is s∗σLH(νHR − pHR) < c. And

because pLR < pHR, it is not worth exercising the

options in the absence of monitoring.

This multiplicity can be avoided, though, by pro-

viding the monitor with put options or a mixture

of put and call options (as earlier, the entrepre-

neur is rewarded when firm value increases). Intu-

itively, granting call options to the monitor makes

the two effort decisions strategic complements (the
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entrepreneur has more incentive to behave if her

performance is better monitored, and, with call op-

tions, the gain from monitoring is higher if the entre-

preneur behaves); strategic complementarity is a

well-known factor facilitating a multiplicity of equi-

libria in games. Put options eliminate this strategic

complementarity: while the entrepreneur still has

more incentive to behave when she is monitored,

the gain to monitoring is now higher when the entre-

preneur misbehaves.16 Finally, and anticipating a lit-

tle the study of market monitoring in Section 8.3,

note that stock market participants have both call

(share purchases) and put (share resales or short-

sales) options.

8.2.3.2 Collusion between the Monitor and

the Entrepreneur

In the parlance of organization theory, the moni-

tor acts as a “supervisor,” working for a “princi-

pal” (the other investors) and overseeing an “agent”

(the entrepreneur). The supervisory activity is here

meant to create a better assessment of managerial

performance than is provided by accounting data.

The integrity of the measurement process is not to

be taken for granted. The entrepreneur has an incen-

tive to convince the monitor in some way to supply

a lenient assessment of his performance.17

The act of pleasing management is, of course,

costly to the monitor. Suppose, for instance, that

both agree at the initial date that the monitor will

always exercise the call options. Under this agree-

ment, the monitor no longer has an incentive to mon-

itor since his information will not impact the exer-

cise decision; the monitor therefore economizes c.

The manager then shirks and obtains R∗b + B for

certain, instead of σHHR∗b overall. The monitor loses

16. Let us show how to avoid the multiplicity of equilibria by pre-
senting the monitor with a choice between a call and a put rather
than with a choice between a call and no investment. Let sC and
sP denote the number of call and put options granted to the mon-
itor. Their exercise prices are both equal to par, namely, pHR. If
sCσHH(νHR − pHR) + sPσHL(pHR − νLR) � c, then the monitor does
indeed have an incentive to monitor provided the entrepreneur works.
Furthermore, if sP(σLL−σHL)(pH−νL) � sC(σHH−σLH)(νH−pH), then
the monitor has even stronger incentives to monitor if the entrepre-
neur shirks. As earlier, the entrepreneur receives R∗b if the monitor
exercises the call option; she receives 0 if the monitor chooses the put
option (or does not exercise any option).

17. See Laffont and Rochet (1997) and Tirole (1992) for surveys of
the theory of collusion in organizations.

s∗(pH − pL)R. The monitor loses less than what the

entrepreneur gains if, as the reader will check, the

number of call options is small, that is if the moni-

toring cost is small.

A mere increase in the two parties’ total surplus

does not suffice to generate collusion, though. In par-

ticular, collusion requires a quid pro quo. That is, the

entrepreneur must be able to compensate the moni-

tor for his sacrifice. Assuming that the entrepreneur

has invested all her cash resources into the firm at

the initial stage and has therefore not kept hidden

reserves outside the firm in order to bribe the mon-

itor, the entrepreneur must pay the monitor in an-

other currency. This currency may be friendship, a

symmetrical favor (for example, as when the moni-

tor is himself an entrepreneur, whom the first entre-

preneur is in charge of monitoring18), or else some

financial resources drawn from the firm itself. The

latter, “tunneling,” possibility is not unrealistic, in

that many of those who are a priori best qualified

to monitor performance have some form of busi-

ness relationship with the firm (lender, accountant,

consultant, competitor, supplier) and thus various

ways of receiving from management discrete forms

of compensation drawn from corporate resources.

Collusion between monitor and monitoree will be

treated in more detail in Chapter 9 in the context

of active monitoring; see also Exercise 8.2 for an

example of collusion under speculative monitoring

when the “means of exchange” takes the form of

tunneling.

In contrast, anonymous market monitoring, dis-

cussed in the next section, is mostly immune to col-

lusive activities and therefore has more integrity.

This may explain why it is more frequently observed

despite its drawbacks.

8.2.3.3 Excessive Speculation

The informational value of security pricing for con-

tracting purposes stems from the fact that specula-

tors “take a picture” of managerial performance at

an early stage, before further noise garbles it. If the

18. See Laffont and Meleu (1997) for a study of the costs of recip-
rocal monitoring in situations in which the colluding agents do not
have access to efficient means of exchange. In corporate finance, there
is some concern that CEOs sitting on each other’s board may reach a
“gentleman’s agreement,” i.e., sign a “nonaggression pact.”
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monitor also collects information about the subse-

quent uncertainty (that is, the mapping from signal

to final outcome in our model), which he certainly

has an incentive to do if the cost of this complemen-

tary information is small, then the stock price re-

flects the subsequent noise and may contain no more

information about managerial performance than the

final outcome itself; the speculative information is

then useless for entrepreneurial compensation pur-

poses and costly to collect to boot. By collecting too

much information, the monitor reduces the quality of

performance measurement.

This point is easy to illustrate.19 Suppose that at

cost c + ε, where ε � 0 is small, the monitor can

learn not only the signal j ∈ {H,L}, but also the

complementary information mapping the signal into

the final outcome (see Figure 8.2). That is, at the

same or slightly higher cost the monitor learns the

final outcome. Faced with the option defined in Sec-

tion 8.2.3.1, the monitor decides to exercise the op-

tions on the basis of the final outcome, and obtains

in expectation

s∗pH(R − pHR)− (c + ε) > s∗σHH(νHR − pHR)− c

(with probability pH, the project will be successful;

knowing this, the monitor exercises his options and

realizes a capital gain of R − pHR on the s∗ shares).

The options are therefore exercised with ex ante

probability pH.

More generally, it is clear that when the moni-

tor learns the final outcome, monitoring brings no

new information and the pledgeable income, which

is equal to

pHR − pHB
∆p

− (c + ε),

is lower than in the absence of monitoring.

Taking a broader perspective, the final outcome

depends on an input that is controllable by the entre-

preneur (effort) as well as on noncontrollable shocks.

Ideally, one would want the monitor to oversee only

the effort, so as to have the most ungarbled mea-

surement of performance (effort). However, as we

already observed, the monitor will never spend re-

sources to learn the entrepreneur’s effort, since this

19. This insight is based on a remark of Diamond and Verrecchia
(1982, p. 283).

effort can be inferred from the incentive scheme.20

The incentive for monitoring stems purely from the

possibility of obtaining private information about

the noncontrollable shocks. That is, from the point of

view of the monitor, monitoring is motivated precisely

by the acquisition of information that is uninforma-

tive about entrepreneurial performance and that he

should thus not acquire! There is therefore a trade-

off: the ease with which the monitor can acquire in-

formation about noncontrollable shocks simultane-

ously determines the incentive to monitor and the

noise in performance measurement. In other words,

the intensity of monitoring and its precision covary

negatively.

It is then not surprising that the monitor may

acquire too much information, as in the example

above. For example, the monitor may spend re-

sources to obtain inside information about the likely

evolution of the firm’s regulatory environment or

about future exogenous shocks on its demand even

in contexts in which the latter should not impact

on managerial decisions (they may impact on invest-

ment choices, though). For example, the future prof-

itability of a telecom incumbent depends on the fu-

ture regulatory requirements concerning the terms

of local loop unbundling. An analyst may spend

more time trying to anticipate this regulatory evo-

lution than analyzing the quality of the telecom in-

cumbent’s recent investments.

Transposing this discussion to stock market mon-

itoring (see the next section), it is sometimes as-

serted in the popular press that speculators may

not really monitor managerial performance and may

be more preoccupied with learning information that

will soon become public and therefore has no in-

formational value about the quality of management.

The economic analysis provides a vindication of this

argument as well as a caveat: one cannot create in-

centives for monitoring without tolerating the ac-

quisition of some “useless” information. Thus the

popular press is clearly right only in those instances

where the information collected by speculators is

20. As long as the entrepreneur plays a pure strategy. There would
be an incentive to monitor effort even on a stand-alone basis, if the
entrepreneur randomized over effort levels, or, relatedly, if the entre-
preneur had hidden knowledge about her willingness to work, say, and
so her action could not be perfectly predicted.
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purely about exogenous shocks rather than about

variables that depend on both managerial perfor-

mance and exogenous shocks (e.g., learning informa-

tion about the likely evolution of demand and com-

petitive pressure to know whether the firm’s past

strategic decisions were right).

We saw that the monitor may acquire “too much

information.” Along the same lines, the monitor may

also acquire the “wrong information.” That is, in a

context in which there are multiple measures of per-

formance (e.g., multiple product lines or multiple

yearly incomes), he may devote excessive attention

to those dimensions of entrepreneurial performance

on which he can learn a substantial amount of infor-

mation about noncontrollable shocks. So, the alloca-

tion of monitoring effort in general is not optimal

either (see Paul 1992).

8.3 Market Monitoring

8.3.1 Market Microstructure

Let us now assume that, for one of the reasons stated

in the introduction to Part III, the firm cannot rely

on a designated monitor. Rather, it must resort to

a more anonymous market in order to obtain the

retrospective information.

The simplest framework in which to study market

monitoring is the following. Modify the model of the

previous section by assuming that the identity of the

monitor is (in particular ex ante) unknown. For sim-

plicity, there is a single potential monitor. The mon-

itor,21 who may for example be the investor among

21. As earlier, we here make two simplifying assumptions. First,
there is a single monitor. Second, this monitor is necessarily an out-
sider. These two assumptions are relaxed in a different context by Fish-
man and Hagerty (1992), who offer an interesting study of insider trad-
ing. Their model has two types of speculators: an endogenous number
of external speculators (there is free entry into speculation) and, if
insider trading is allowed, the manager. The manager is assumed to
receive a more precise signal than external speculators. Fishman and
Hagerty therefore take as their starting point Manne’s (1966) sugges-
tion that insider trading may lead to more informationally efficient
stock prices by enlisting speculators with superior monitoring ability.

As Fishman and Hagerty show, the expected gross (trading) profit of
external speculators decreases when insider trading is allowed, as they
then face intense competition from a superiorly informed trader; and
so insider trading reduces the number of external speculators. Because
the fixed costs of information acquisition by external speculators are
ultimately borne by the shareholders, who face liquidity needs and
must sell their shares, and by the manager (recall that external spec-
ulators make no profit on average, and so their expected gross profit

many investors who at the interim stage turns out to

have the relevant skills or the availability to collect

the information, “appears” after the effort has been

chosen. To follow common usage, we will call this

monitor a “speculator.”

As in Section 8.2.3, the entrepreneur must be in-

duced to work and the monitor must have incentives

to collect information. We investigate whether these

incentives can be provided by a stock market insti-

tution. The crux of the analysis is that the monitor’s

incentives in a market context are more complex to

design than those of an enlisted monitor.

Let us assume that the entrepreneur issues pub-

licly tradable shares in the firm. Each share thus en-

titles its holder to a fraction of the income R in the

case of success. For simplicity, short sales are pro-

hibited. Normalizing again the number of shares to

be one, and assuming that the entrepreneur’s incen-

tive scheme induces her to choose the high effort,

the ex ante par value of a share is thus equal to pHR.

• Assume, first, that all initial investors in the

firm can costlessly hold their shares until the final

outcome is realized. That is, they have no liquid-

ity needs and therefore do not derive any intrinsic

benefit from reselling their shares early. Suppose

then that the speculator acquires the retrospective

information and that the signal is high (the specu-

lator would not want to trade if the signal were low

given that short sales are prohibited). The speculator

knows that the firm is undervalued by νHR−pHR > 0

per share, and so would want to purchase shares.

from trading is equal to their fixed cost of information acquisition), in-
sider trading creates social benefits (as Fishman and Hagerty note, this
might no longer be the case if external speculators faced varying costs
of acquiring information, because the decision over whether to allow
insider trading would then not internalize the most efficient specu-
lators’ inframarginal rents). The impact on informational efficiency,
in contrast, is ambiguous. On the one hand, insider trading adds a
superiorly informed trade (and therefore increases informational effi-
ciency): just think about the case in which external speculators are very
inefficient information acquirers. On the other hand, insider trading
crowds out external speculation and introduces an asymmetry among
informed traders, thereby reducing competition in the asset market.
Finally, the analysis, unlike that of this chapter, does not focus on
the impact of speculation on managerial incentives and pledgeable
income.

The analysis of disclosure by Boot and Thakor (2001) looks at the
impact of the disclosure of information about the firm’s prospects
on the incentives of outsiders to collect information, depending on
whether the disclosed information is substitute or complement with
that collected by market participants.
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Unfortunately for the speculator, initial investors

are willing to sell their stake in the firm only if

they expect to make money out of the trade. This

implies that any order by the speculator can be

satisfied only at price νHR: in equilibrium, unin-

formed investors do not want to purchase at prices

equal to or exceeding pHR, and so any such demand

must be interpreted as stemming from a specula-

tor with good news about the firm. Hence, the spec-

ulator cannot make money out of his information.

(This is a version of the “no-trade theorem” obtained

by Stiglitz (1971), Kreps (1977), and Milgrom and

Stokey (1982).)

In the absence of an exogenous reason for early

trading, such as liquidity needs, no trade occurs and

the speculator does not collect any information. In

other words, even a well-functioning stock market

is informationally inefficient, as in the celebrated

Grossman and Stiglitz (1980) contribution.22 Note

the key difference with the case of an enlisted moni-

tor studied in the previous section. An enlisted mon-

itor can be promised that he will be able to exercise

his stock options at a predetermined price, namely,

the ex ante par value pHR. The unenlisted monitor,

that is, the speculator, also has stock options (the stock

market enables him to purchase tradable shares), but

the strike price is now a market price and is thus

endogenous.

• In order for the speculator to benefit from his

information and thus to have an incentive to collect

this information, it must be the case that the price

of the securities does not respond too much to the

speculator’s order flow. Technically, the slope of the

supply curve faced by the speculator must not be in-

finitely steep—the securities market must be “deep.”

Market depth is obtained when (a) some initial in-

vestors face liquidity needs and so an active secu-

rities market creates gains from trade, and (b) the

extent of the associated supply is unknown (if the

second condition fails, any order from a speculator

22. The Grossman–Stiglitz paper is couched in the context of a com-
petitive stock market. It was later realized that stock markets with pri-
vately informed parties are better modeled as games since an informed
party is never informationally infinitesimal and thus cannot take the
stock price as given. See, for example, Kyle (1989) for a discussion of
modeling issues. The standard reference for the game-theoretic mod-
eling of market microstructure is Kyle (1985). See also Kyle (1984),
Admati and Pfleiderer (1988), and Laffont and Maskin (1990).

is automatically recognized by investors or market

makers). This suggests the following assumption.

Assumption 8.2 (liquidity trading).

(a) A fraction s of initial investors are “liquidity

traders”: with probability λ ∈ (0,1) they (all) will

need to sell their shares at the interim stage (that

is, before the final outcome is realized). With

probability (1 − λ), none will face such liquid-

ity needs and therefore all will behave like the

other investors.

(b) The other investors — the “long-term investors”

or the “nonliquidity traders” — have no direct

information about whether there is liquidity

trading.

A few remarks about this definition are in order.

Remark (deep market). We noted that those investors

who can hold shares until the final outcome—the

long-term investors—should not know the exact ex-

tent of liquidity trading if they are not to infer

perfectly the speculator’s demand and information.

This requirement is reflected in an extreme form in

the assumptions that the liquidity shocks of liquid-

ity traders are perfectly correlated and that the long-

term investors do not get any direct information

about the extent of liquidity trading (they may and

will get some indirect information about liquidity

trading through the net order flow). The perfect cor-

relation assumption is made for computational sim-

plicity and is obviously much stronger than needed:

what is required more generally is that the long-term

investors cannot infer the level of liquidity trading

perfectly (from the law of large numbers, they could

infer this level perfectly if there were a large num-

ber of liquidity traders with independent liquidity

shocks). Put differently, the speculator’s trade has a

limited impact on the stock price; in this sense, the

market has some “depth.”

Remark (is liquidity trading “irrational”?). As will be

emphasized in the discussion of the Diamond and

Dybvig (1983) model in Chapter 12, liquidity trading

need not be irrational. Actually, we will model it in

a rational way and make use of this property for the

determination of the price of initial claims. Namely,

consider a three-stage timing (see Figure 8.4 below),

in which initial investors purchase the securities at
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•
Date 0 Date 2Date 1

•
Moral hazard
(entrepreneur
chooses effort
i ∈{H, L}).

Outcome
(success/
failure).

Contract with
entrepreneur.
Fraction s of
the shares held
by liquidity traders.

• • • •
Speculator observes
signal j ∈{H, L} if he
monitors. Liquidity
traders learn whether
they have a liquidity
need.

Speculator
and liquidity
traders place
their orders.

Market observes
net flow. Stock
price is equal to
expected income
conditionally on
net order.

Figure 8.4

date 0, liquidity needs are realized at date 1, and the

final income accrues at date 2.

Liquidity traders have utility attached to a con-

sumption stream {c0, c1, c2} equal to

c0 + c1 if they face a liquidity need at date 1,

c0 + c1 + c2 if they do not.

That is, in the case of a liquidity shock they have

no utility for second-period consumption (this is, of

course, stronger than needed to generate sales of

securities at stage 1). Long-term investors know at

date 0 that their utility is always

c0 + c1 + c2.

These simple preferences (or their generalization in

which liquidity traders have utility c0 + c1 + θc2,

0 � θ < 1, when facing a liquidity shock) will sub-

stantially facilitate the pricing of claims at stage 0.

Remark (exogeneity of s). We take the fraction s of

liquidity traders to be an exogenous parameter. See

the caveat below for a discussion of this assumption.

Let us now make the following assumption.

Assumption 8.3 (anonymous trading). The specu-

lator can split his order in such a way that the long-

term investors (or any new investor in this market)

cannot tell his order apart from those of the liquid-

ity traders; these investors thus observe only the net

order, that is the sum of the speculator’s and the

liquidity traders’ orders.

This assumption does not hold exactly if the spec-

ulator is forced to disclose a position exceeding

some threshold or if splitting his order involves sub-

stantial transaction costs. But again, it is stronger

than needed. All that is required is that the market

not be able to observe the speculator’s trade per-

fectly. The assumption that the market participants

observe only the net order flow is a metaphor for

a market in which market makers post bid and ask

spreads and revise these in light of the observed net

order flow.

Figure 8.4 describes the timing.

8.3.2 Equilibrium Behavior

Letting y and z denote the speculator’s and the liq-

uidity traders’ demands for shares, the stock price

P of shares is equal to the expected income condi-

tional on total order y + z:

P = [Pr(success | y + z)]R.

The liquidity traders’ order is uninformative about

the final outcome, but as we will see it plays an

important role in the market’s inference about the

probability of success. This order is

z =
⎧

⎨

⎩

−s in the case of a liquidity shock,

0 in the absence of a liquidity shock.

Now consider the speculator’s order, assuming for

the moment that it is indeed optimal for the specu-

lator to acquire the information. It is clear that the

speculator has no incentive to purchase shares if he

that knows the firm is overvalued (the signal is low).

When the firm is undervalued (the signal is high),

he wants to purchase as many shares as is possible.

But he must also be wary of not signaling his pres-

ence in the market to other investors, otherwise the

price would jump to νHR and there would be no gain

for the speculator. Given that the market observes

the net order, the only way of possibly disguising

one’s order while purchasing shares is to purchase s
shares. Table 8.1 describes the four possible states

of nature.

When the speculator buys shares and there are no

liquidity sales, the market knows that the speculator
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Table 8.1

High signal Low signal

(probability σHH) (probability σHL)

Liquidity sales Stock price: P Stock price: νLR
(probability λ) Net order: 0 Net order: −s
No liquidity sales Stock price: νHR Stock price: P
(probability 1− λ) Net order: s Net order: 0

has received favorable information and so the mar-

ket price is νHR; conversely, when the speculator

buys no shares and there are liquidity sales, the mar-

ket knows that the speculator has received the low

signal, and so the market price is νLR. In both cases

the speculator’s information is revealed to the mar-

ket and the speculator makes no money from it.

In contrast, the market faces a nontrivial “signal

extraction problem” when the net order is 0. The

speculator’s and liquidity traders’ orders may bal-

ance either because the signal is high and there is

liquidity trading, which has ex ante probability λσHH,

or because the signal is low and there is no liquid-

ity trading, which has ex ante probability (1−λ)σHL.

Using Bayes’ rule and the fact that the stock price is

equal to the expected payoff of a share, we obtain

P =
[

λσHH

λσHH + (1− λ)σHL

]

νHR

+
[

(1− λ)σHL

λσHH + (1− λ)σHL

]

νLR. (8.5)

Let us compute the speculator’s expected profit.

With probability λσHH, he learns that the firm is

undervalued and liquidity trading allows him to

disguise his trade, which preserves some under-

valuation. The amount of undervaluation is then

νHR − P =
[

(1− λ)σHL

λσHH + (1− λ)σHL

]

[(νH − νL)R].

That is, it is equal to the conditional probability that

the firm is overvalued times the sensitivity of the

true share value to the speculator’s information. The

speculator’s expected profit is therefore

π(s) = λσHH

[

(1− λ)σHL

λσHH + (1− λ)σHL

]

[(νH − νL)R]s.

(8.6)

On the other hand, this profit is equal to 0 when

the speculator acquires no information. This can be

checked by computing the expected profit of an un-

informed purchase of s shares, using Table 8.1 and

equation (8.5). But this result can be obtained more

easily and more intuitively by noting that an unin-

formed speculator is in the same position as the mar-

ket and the market price is the fair price in each state

of nature.

We conclude that the speculator indeed acquires

information if and only if

π(s) � c,

where c is, as earlier, the cost of learning the signal.

The speculator further obtains no rent if s = s∗∗,

where
π(s∗∗) = c. (8.7)

This analysis has a couple of straightforward im-

plications.

Size of the monitor’s option. The incentive scheme

of the enlisted monitor of the previous section and

of the unenlisted monitor of this section is quali-

tatively the same: it is (explicitly in the first case

and implicitly in the second) an option to purchase

a predetermined number of shares at a strike price.

We chose the strike price to be equal to the ex ante

par value pHR in the case of an enlisted specula-

tor. The strike price for the speculator is the mar-

ket price, whose ex ante expectation is also pHR.

However, the supply curve faced by the speculator

is not perfectly elastic at pHR; and so, conditional

on the speculator’s wanting to exercise his option,

the strike price (which is either P or νHR) is on av-

erage greater than pHR.23 To have the same incen-

tives to collect the information as the enlisted moni-

tor, the speculator must be offered a larger option. It

is therefore not surprising that (8.4), (8.6), and (8.7)

imply
s∗∗ > s∗. (8.8)

Pledgeable income. Let us compare the pledge-

able incomes under the two types of monitor. It

turns out that the minimum expected entrepre-

neurial reward—that is, the agency cost—is the same

in both cases, and so is the entrepreneur’s abil-

ity to borrow.24 This, however, is an artefact of

23. P itself may be larger or smaller than pHR.

24. Suppose that the entrepreneur is given a reward Rb when the
stock price at date 1 is equal to νHR and 0 otherwise (again, this can
be interpreted as a stock option). Incentive compatibility requires that

(1− λ)(σHH − σLH)Rb � B,

since the entrepreneur receives a reward only when the monitor re-
ceives the high signal and there is no liquidity trade.
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entrepreneurial risk neutrality. The pledgeable in-

come is strictly lower under market monitoring than

with an enlisted monitor as long as the entrepreneur

exhibits (even small) risk aversion. This results from

the fact that the information structure is coarser un-

der market monitoring: the stock price is either νHR
or P when the signal is high, and νLR or P when the

signal is low, and it is well-known that the agency

cost for a risk-averse agent increases when the in-

formation structure is garbled in the sense of Black-

well (see, for example, Grossman and Hart 1983).

Thus, under entrepreneurial risk aversion the entre-

preneur needs more cash on hand in order to be

able to borrow. (In the variable-investment model,

the entrepreneur’s borrowing capacity would be re-

duced by the garbling of the information structure.)

This point confirms our discussion of incumbent

versus entrant monitoring in Section 8.1.3. The mon-

itor’s incentive scheme is less effective under entrant

monitoring, and so market monitoring must be jus-

tified by some other argument such as integrity of

the monitoring process (collusion), uncertain avail-

ability of the enlisted monitor (liquidity shocks), or

uncertain talent of the enlisted monitor.

Trading volume and managerial compensation.

The model predicts that stock-based incentives are

more desirable in liquid markets. Market liquidity

enables speculators to make money on their infor-

mation and therefore incentivizes them to collect in-

formation in the first place. This prediction is borne

out in Garvey and Swan’s (2002) study of 1,500 pub-

licly traded U.S. corporations over the period 1992–

1999. The sample exhibits wide variations in the ra-

tio of turnover to market capitalization, which can

be used as a measure of liquidity (they also use the

bid–ask spread as a measure of (il)liquidity and find

similar results). They find that compensation is more

closely tied to shareholder wealth when the firm’s

shares trade more actively. By contrast, bonuses are

employed in firms with a more illiquid stock market.

Equity premium. Liquidity traders are willing to

pay less for the stock than long-term investors.

Thus the entrepreneur’s noncompressible share is

σHH(1− λ)Rb = σHH

σHH − σLH
B,

as in Section 8.2.3.

Indeed the former each lose in expectation π/s to

the speculator. Thus, if stocks are meant to attract

liquidity traders, shares must be sold at a discount

to compensate liquidity traders who will “lose their

shirt” to the speculator. Hence, the long-term in-

vestors must earn more than the rate of interest (nor-

malized here at 0) corresponding to their rate of time

preference. Put differently, investors who are in for

the long term earn an equity premium, while those

who may face liquidity needs earn just a fair rate of

return. There is indeed empirical evidence that the

return on a given stock increases with the holding

period; casual evidence to this effect is provided by

bankers’ classic advice not to buy stocks when hav-

ing a short holding period in mind.25

Important caveat. By assuming an exogenous frac-

tion s of liquidity traders, we finessed the delicate

issue of how this fraction comes about. Indeed, we

showed that a long-term investor is willing to pay

more for a share in the firm than a liquidity trader.

One may then wonder why the subscription pattern

to the initial issue does not yield s = 0, in which

case the market has no depth and the speculator

has no incentive to collect information. Economic

theory has not yet provided a general answer to

this question (which arises more generally in the

“market-microstructure” literature). Note, though,

that in a general equilibrium framework, the amount

of money in the economy that can be committed in

the long run for certain (that is, is not subject to the

possibility of liquidity trading) is limited. In equilib-

rium, shares attract a heterogeneous clientele (liq-

uidity traders and long-term investors) and the par-

tial equilibrium model of this section is consistent

with the general equilibrium framework in which

the composition of ownership is endogenized.26

Furthermore, and as noted above, shares bear an

equity premium (that is, yield an expected return

25. Amihud and Mendelson (1986a,b) find that the empirical rela-
tionship between the returns on a stock and the bid–ask spread implies
a much higher trading frequency than the average one that is actu-
ally observed. Put differently, bid–ask spreads, which are determined
by the trading frequency of liquidity traders, predict greater returns
for the average securityholder. This observation, which fits with the
theoretical prediction, stresses the importance of accounting for the
heterogeneity of stockholders.

26. See Holmström and Tirole (1993) for a modest start on this
question.



350 8. Investors of Passage: Entry, Exit, and Speculation

above the market rate, here 0) despite universal risk

neutrality.

Another nagging question in this model and the

broader market-microstructure literature is why liq-

uidity traders do not hold the stock index so as

to avoid selling any given stock on which they

face an informational disadvantage.27 As Subrah-

manyan (1991) and Gorton and Pennacchi (1993)

have pointed out, index funds protect investors who

value flexibility as to the date at which they can cash

in (a decent return on) maturity of their investment

against better-informed players in the stock market.

Index funds have indeed grown substantially over

the years, whether due to the realization that short-

term holdings carry a lower yield (for the reasons

exposited here), or the new demand for diversifi-

cation, or more mechanically because of technical

progress in running these funds.28 The long-run ten-

sion between the investors’ self-interest in diversi-

fication for both liquidity and risk-aversion reasons

and the social need that individual stock prices prop-

erly reflect the value of assets in place is, in my view,

a key open topic for research in finance.

8.4 Monitoring on the Debt Side:
Liquidity-Draining versus
Liquidity-Neutral Runs

This section is based on discussions with Bengt

Holmström. It also borrows from the literature on

monitoring and liquidation (e.g., Repullo and Suarez

1998) and from that on demandable debt as a disci-

plining device (e.g., Calomiris and Kahn 1991).29

27. Similar issues arise when the cost of trading is a transaction cost
or a tax rather than adverse selection (Constantinides 1986; Vayanos
1998).

28. Playing individual stocks has traditionally had the favor of pro-
fessional and individual investors alike. For example, Keynes (1983),
himself the manager of a major British insurance company and of
the endowment of King’s College, Cambridge (cited by Bernstein 1992,
p. 48), wrote:

I am in favor of having as large a unit as market conditions
will allow … To suppose that safety-first consists in having a
small gamble in a large number of different [companies] where
I have no information to reach a good judgment, as compared
with a substantial stake in a company where one’s information
is adequate, strikes me as a travesty of investment policy.

29. See also Rey and Stiglitz (1991), Qi (1998), and Diamond and Ra-
jan (2000). The analysis is also related to Postlewaite and Vives (1987)
and Chari and Jagannathan (1988), who look at the impact of with-
drawal of demandable debt by informed debtholders.

8.4.1 Passive Monitoring by Debt Claims

The theory developed in Sections 8.2 and 8.3 makes

no prediction as to whether passive monitoring

should be performed by equityholders or holders of

risky debt.

We solved for the optimal mechanism for both an

enlisted monitor and market monitoring, and in both

cases we showed how optimal incentives could be

provided by the monitor’s option to purchase stocks.

Alternatively, the incentive to acquire the retrospec-

tive information could be obtained by providing the

monitor with demandable debt. Consider enlisting a

large debtholder who has a nominal claim equal toD
at date 2, when the final outcome occurs. In the ab-

sence of monitoring, this debt claim has value pHD.

Now, assume that the debtholder has the option to

accelerate the payment and demand d at date 1 (in

which case he is due nothing at date 2).30 Suppose

that
νHD > d > νLD, (8.9)

so that an informed debtholder demands early re-

payment if and only if he receives the low signal.

The debtholder indeed collects the retrospective

information if and only if monitoring dominates

the strategy consisting in (a) not monitoring and

(b) either rolling over the debt or demanding the

debt (in both cases with probability 1, since the debt-

holder has no information):

σHL(d− νLD) � c and σHH(νHD − d) � c.
(8.10)

Condition (8.10) reflects the fact that rolling over the

debt has a cost in the bad state of nature, while de-

manding it has a cost in the good state of nature.

While the demandable debt mechanism on the

debt side is the mirror image of, and is as plau-

sible an incentive scheme for, the monitor as the

stock option mechanism on the equity side, its im-

plication for the entrepreneur’s incentive scheme

is a priori less palatable. Under debt monitoring,

the entrepreneur should be rewarded if and only if

the debt is not demanded. In practice, we observe

that managerial incentive schemes are directly con-

tingent on the value of equity, but not on whether

30. There is no need to specify how d is financed. It might be fi-
nanced through the sale of liquidity hoarded at date 0, or, possibly,
through the dilution of other securities.
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debt is demanded, or for that matter on the market

value of debt if debt claims are tradable. This ap-

parent disparity with practice leads to a couple of

comments.

• Debt monitoring is not inconsistent with the

entrepreneur’s scheme being based on the value of

equity claims. For, when the large debtholder ex-

ercises his option and demands early repayment

of the debt, the holders of the residual claim—

the equityholders—infer that the debtholder has re-

ceived the low signal and the stock price plunges.

(Relatedly, empirical evidence shows that the stock

price reacts positively when, for example, a bank re-

news a loan.) We invite the reader to check that the

entrepreneur can then be rewarded properly with a

stock option.

• As the next subsection argues, an important dif-

ference between monitoring on the equity and debt

sides is that a run on the debt drains liquidity and

therefore already hurts management by compromis-

ing new investments or continuation of old ones.

8.4.2 Passive Monitoring and
Liquidity Management

An aspect that is conspicuously missing in the analy-

sis of Sections 8.2 and 8.3 is the impact of the acqui-

sition of retrospective information on the firm’s liq-

uidity. In the model of Section 8.2, the acquisition of

retrospective information occurs at a time at which

the firm’s cash flow has a life of its own. That is, at

that stage it has become an exogenous random vari-

able and cannot be altered. This was meant to for-

malize performance monitoring in its purest form.

In an ongoing firm, however, the retrospective infor-

mation may impact on the firm’s liquidity and (from

Chapter 5) future opportunities.

There is a fundamental difference between stock

market monitoring and demandable debt monitor-

ing that cannot transpire when liquidity plays no

role: demandable debt monitoring drains the firm’s

liquidity while stock market monitoring does not. A

bank that demands the early payment of long-term

debt or refuses to roll over short-term debt deprives

the firm of liquidity. Furthermore, this source of liq-

uidity is especially hard to replace since other in-

vestors rationally interpret the “run” as being bad

news about the prospects of the firm. In contrast,

the firm’s liquidity is not directly affected when the

speculators’ information makes its stock price move

up or down, although it may be indirectly affected

through the informational impact on the ability to

conduct a seasoned offering.

More generally, recall that the incentive of a moni-

tor, whether an equityholder or a debtholder, to col-

lect retrospective information is always provided by

an option defining a choice among competing finan-

cial claims, and that the way this option is exercised

is the mechanism through which the monitor’s infor-

mation can be truthfully elicited. A liquidity-draining

exercise reduces the liquidity available to the firm to

meet current and future liquidity shocks or reinvest-

ment needs. A liquidity-neutral exercise has no such

impact. A liquidity-providing exercise31 is, of course,

the mirror image of a liquidity-draining exercise. A

bank’s rolling over of the firm’s short-term debt or

forgiveness of its option to demand early repayment

of the long-term debt can be viewed as creating liq-

uidity relative to the situation in which it would

deprive the firm of its liquidity. So, there are really

two categories, which could also be labeled liquidity-

managing exercise and liquidity-neutral exercise.

Rephrasing our earlier observation, a striking fact

is that monitoring by equityholders is generally liq-

uidity neutral, while monitoring by debtholders is

generally liquidity managing. Speculation on the

stock market involves mere transfers among share-

holders, while a refusal to roll over short-term debt

does not involve a transfer between investors. From

the liquidity perspective, the proper distinction,

however, is not between debt and equity, but be-

tween long-term and short-term capital. Consider

long-term public debt and suppose that the bonds

involve a substantial risk of default (which as we saw

in Chapter 2 is often not the case). The speculative

activity in such a market very much resembles that

on a stock market. The price of bonds can move up

or down without impacting the firm’s liquidity.

31. An example of a liquidity-providing exercise is the conversion
of a convertible bond (recall that convertible debt gives its owner the
option to exchange bonds for a predetermined number of shares). The
conversion wipes out the future debt payments associated with the
bond. A warrant provides liquidity if the cash brought in by the in-
vestors exercising the option to purchase shares goes to the firm, and
is liquidity neutral if it is distributed as a dividend.
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•
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Information
acquisition.

No disbursement

Disbursement ρ

Figure 8.5

An example of a beneficial liquidity-draining exer-

cise. Let us modify the model of Section 8.2 in two

respects.

First, and as in Section 7.2.2, the entrepreneur de-

rives no utility from income above the limited liabil-

ity level (normalized at 0); this in particular implies

that rewards based on securities prices are ineffec-

tive (Rb = 0). The entrepreneur, however, derives a

private benefit B from the project being completed

(on top of, possibly, the private benefit B derived

from misbehaving at the initial stage). Second, as-

sume that the firm, as in Chapter 5, must withstand

a liquidity shock in order to complete the project.

Then, a demandable debt mechanism, which induces

a large debtholder to demand early repayment in

case of a bad signal but not in the case of a good sig-

nal (see Section 8.4.1), provides an incentive mech-

anism for the entrepreneur if an early repayment

prevents the firm from continuing.

The timing is summarized in Figure 8.5. For the

purposes of this section, we can assume that the

liquidity shock, ρ, is deterministic. If ρ is not dis-

bursed, the project is stopped and there is no in-

come; if ρ is disbursed, the project succeeds with

probability νH or νL depending on whether the sig-

nal is good or bad. Moral hazard and the stochastic

structure for signal and profit are as described in

Section 8.2. Let us assume that

νHR > ρ � νLR. (8.11)

That is, continuation is profitable (from a monetary

point of view, which does not include the entrepre-

neur’s private benefit B of continuation) only in the

case of a good signal.32

32. An interesting subcase corresponds to ρ = νLR. This subcase
(or, more generally, the situation in which the loss of continuing in the

The following condition will further ensure that

there is enough pledgeable income for the investors

provided that good incentives can be put in place:

σHH(νHR − ρ)− I − c > 0. (8.12)

Condition (8.12) says that the total cost of invest-

ment, I + c (inclusive of the monitoring cost), is

smaller than the income that can be obtained when

continuing only for a good signal.

Consider the following financial structure. (a) The

entrepreneur is allowed at date 0 to hoard an amount

of liquidity (say, in Treasury bonds) equal to ρ, which

she can use to meet the liquidity shock (any unused

liquidity is returned to the investors). (b) As in Sec-

tion 8.4.1, a potential monitor is endowed with de-

mandable debt. This monitor has a nominal claim

equal to D at date 2, together with an option of de-

manding d at date 1 instead (that is, then forgoing

the long-term claim when exercising the short-term

one), where

νHD > d > νLD, (8.13)

and furthermore

σHL(d− νLD) � c and σHH(νHD − d) � c. (8.14)

Lastly, we assume that

(σHH − σLH)B � B. (8.15)

As earlier, (8.14) implies that the debtholder has

an incentive to monitor and to demand the debt early

if and only if the signal is bad. When the debtholder

demands an early payment, the entrepreneur’s left-

over liquidity, ρ − d, is no longer sufficient to cover

case of a bad signal is small) is illuminating, in that the acquisition of
the signal is suboptimal in the absence of managerial incentive prob-
lems, since the signal does not improve the continuation decision and
is costly to acquire.
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the liquidity shock ρ; besides, the investors are not

willing to bring in new funds since, from (8.11), there

is no monetary gain to continuation under a bad sig-

nal. Lastly, (8.15) ensures that the entrepreneur is

motivated to work by the state-contingent decision

rule, and (8.12), which accounts for the facts that the

large debtholder must be compensated for the mon-

itoring cost and that the entrepreneur receives no

income, implies that investors can break even and

so the project is funded.

We thus conclude that a demandable debt con-

tract optimally drains the firm’s liquidity while pro-

viding the creditor with an incentive to monitor.

8.5 Exercises

Exercise 8.1 (early performance measurement

boosts borrowing capacity in the variable-invest-

ment model). Follow the analysis of Section 8.2.2

(publicly observable signal) and allow that the in-

vestment size is variable as in Section 3.4. Derive the

entrepreneur’s borrowing capacity and utility.

Exercise 8.2 (collusion between the designated

monitor and the entrepreneur). Consider the fixed-

investment model of Section 8.2.3 (designated mon-

itor), but assume that the entrepreneur can, at no

direct cost to her, tunnel firm resources to the moni-

tor through, say, an advantageous supply or consult-

ing contract that reduces the project’s NPV. Namely,

she can transfer an amount T(τ) to the monitor

at the cost of reducing the probability of success

by τ (from νj to νj − τ , where νj is the probabil-

ity of success conditional on signal j). Assume that

T(0) = 0, T ′ > 0, T ′(0) = R (a small transfer in-

volves almost no deadweight loss), and T ′′ < 0. (Note

that T(τ) < τR for T(τ) > 0 and so tunneling is

inefficient.)

By contrast, transfers from the monitor to the

entrepreneur are easily detected by investors. Sim-

ilarly, the entrepreneur cannot offer to share her

reward without being detected.

We look at ex post collusion: the entrepreneur and

the monitor both observe the signal j ∈ {L,H} and

the entrepreneur offers some level of τ against a

specified option exercise behavior by the monitor.

As in the rest of this chapter, we assume that the

entrepreneur is incentivized to behave. She obtains

R̂b if the monitor exercises his option and 0 other-

wise. The monitor buys s shares at strike price pHR
each if he exercises his call options.

Show that the contract studied in Section 8.2.3 is

immune to tunneling if and only if s exceeds some

threshold.
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9
Lending Relationships and Investor Activism

9.1 Introduction

Passive monitoring is in a sense backward looking:

speculative monitors assess the value of assets in

place in order to best arbitrage the mispricing of se-

curities. Active monitoring, in contrast, is forward

looking: large monitors such as a firm’s main bank

(Hausbank), a venture capitalist, or a large block-

holder intervene so as to increase the value of assets

in place through investor-friendly decision making.

This chapter reviews the costs and benefits of ac-

tive monitoring and analyzes the private incentives

to become an active monitor.

There are several reasons to be interested in ac-

tive monitoring.1 First, as we discussed in Chap-

ters 1 and 8, the topic is central to debate on equity-

versus debt-based corporate governance. Countries

such as Japan, Germany, France, and more gen-

erally continental Europe, have traditionally relied

on banks, and to a lesser extent large sharehold-

ers, to discipline management.2 The legal and reg-

ulatory environment in the United States has been

less well disposed toward concentrated ownership,

and interference in management has put relatively

more weight on takeover and proxy fights. Man-

agement has also been more likely to be incen-

tivized through stock-based compensation than in

Europe and Japan. Although these differences in gov-

ernance have been vanishing lately, they are still

worth noting.

Second, one would like to know when blockhold-

ings (or, by an abuse of terminology, main bank

positions) are likely to trade at a premium or at

1. We focus on monitoring by a financial intermediary or a large
shareholder. Several strands of the literature have studied other mon-
itors, most notably peer monitoring (see the supplementary section in
Chapter 4) and trade credit (see, for example, Biais and Gollier 1997;
Burkart and Ellingsen 2004; Jain 2001).

2. For a survey of relationship banking, see Boot (2000).

a discount. For example, Barclay and Holderness

(1989) analyze block trades and show that large

blocks of shares trade at a premium relative to the

market price. In this respect this chapter and the

next will focus on four determinants:

Monitoring cost. First, monitoring is costly. That

cost by itself suggests that blockholdings should

trade at a discount. Section 9.2 investigates the va-

lidity of this intuition.

Learning by lending. A large investor, through his

monitoring of management, acquires private infor-

mation that puts him in a superior position against

competitive investors in future financing rounds.3

Section 9.4 studies whether such “learning by lend-

ing” makes investors willing to pay a premium for

large blockholdings.

Block illiquidity. Conversely, a large investor may

want to disengage himself from a firm because he

needs cash to meet liquidity needs. But large block-

holdings may be illiquid for two reasons (moral haz-

ard and adverse selection). First, large blocks may be

subject to a standstill agreement that limits trans-

actions or a vesting provision meant to incentivize

the large investors to monitor the firms; the logic

of such restrictions is that long-term investors have

more incentives to oversee and interfere in the firm

than investors of passage. Second, even if no such re-

striction is in place, potential buyers of large blocks

are usually wary that their owners might be cash-

ing out, not because of a liquidity need, but because

they have learned bad news about the firm’s future.

Section 9.5 studies when liquidity needs of large in-

vestors generate a price discount.

Benefits from control. Lastly, large blockholdings

may confer benefits from control on their owner.

3. Such incumbency rents figure prominently in the work of Sharpe
(1990), Rajan (1992), and Greenbaum et al. (1989), among others.
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This is obvious for blockholdings with a control

majority, but less so for large minority shareholders.

Chapter 10 will examine when benefits from control

and associated price premia are likely to exist.

Section 9.2 develops a basic model of investor ac-

tivism. A monitor is given a sufficient stake in the

firm to have an incentive to sink resources into over-

seeing managerial behavior, thereby curbing moral

hazard. The enlisting of a monitor involves two ba-

sic costs: first, at the very least, the monitor must

be compensated for the monitoring cost that he

incurs; second, monitoring capital may be scarce

and so monitors may enjoy a rent relative to other

investors.

The cost of enlisting a monitor implies that firms

with strong balance sheets, which have enough

pledgeable income to attract financing in the ab-

sence of monitoring, prefer to borrow more cheaply

from financial markets, while firms with weaker bal-

ance sheets, which must assuage the investors’ con-

cerns, have little choice but to resort to costlier

intermediated finance. (By contrast, the representa-

tion of monitors as advisors who help management

to formulate efficient strategies instead of prevent-

ing management from wasting corporate resources

leads to the prediction that firms with strong balance

sheets are those that can afford advisers.)

Section 9.2 then analyzes two other costs asso-

ciated with monitoring: scope for overmonitoring

and collusion. On the collusion front, monitors may

adopt a lenient attitude toward management, who

can reciprocate by tunneling corporate resources so

as to benefit the monitors’ own ventures, by offering

counterfavors in kind (including friendship), and so

forth. The institutional response to the threat of col-

lusion may consist in raising the monitor’s financial

stake in the firm or in reducing potential conflicts of

interest.

Section 9.3 asks whether large blocks are likely

to emerge spontaneously in financial markets rather

than through a private deal. To the extent that block-

holders supply a “public good” (the monitoring of

managerial behavior), the acquisition of a large stake

gives rise to free riding: each shareholder would like

to hold on to his share while other shareholders sell

their share to a larger buyer, who would then have

a sufficient stake to monitor. We investigate when

blockholdings may nonetheless emerge in financial

markets.

Section 9.4 studies the implications of learning

by lending. It first shows that incumbent blockhold-

ers enjoy an informational rent relative to other in-

vestors. Large investors are therefore willing to pay

a premium for their blockholding that reflects the

future supranormal profit. Put differently, they are

willing to lose money in the short run in order to

acquire an informational edge over other investors,

that they will be able to exploit in the future. Sec-

tion 9.4 then demonstrates a cost of relationship

lending: the monopoly power associated with the

incumbent monitor’s informational advantage gives

rise to a form of holdup on managerial investment

in future profitability enhancements, and therefore

discourages such investment.

Section 9.5 finally analyzes another cost of mon-

itoring: the illiquidity of the monitor’s stake. The

analysis here parallels that of Section 4.4 for the

entrepreneur. After all, the monitor, being sub-

ject to moral hazard himself, can be viewed as

an insider. His ability to exit early—before the full

consequences of his monitoring performance are

realized—is a disincentive to efficient monitoring.

On the other hand, monitors like to plan an exit strat-

egy because they may need funds to reinvest in other

ventures or face their own liquidity shocks. The op-

timal contract for the monitor is more likely to be

liquid (allow an early exit) if reinvestment opportu-

nities are likely and valuable, if early performance

measures (perhaps associated with an IPO) are avail-

able, and if monitoring capital is not too scarce.

9.2 Basics of Investor Activism

9.2.1 Benefit of Activism

To model the collection of prospective information,

we start from the fixed-investment model of Sec-

tion 3.2 and add a monitor who can intervene in or-

der to reduce the scope for moral hazard. A risk-

neutral entrepreneur with wealth A has a project

costing I > A and must therefore borrow I−A from

investors. The project yields R when it succeeds and

0 when it fails. The probability of success is pH if the

entrepreneur works and pL = pH −∆p if she shirks.
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Table 9.1

good bad Bad
project project project

Pr(success) pH pL pL

Private benefit 0 b B

9.2.1.1 No Monitoring

In the absence of monitoring, shirking provides pri-

vate benefit B. Letting Rb denote the entrepreneur’s

reward in the case of success (she receives nothing

in the case of failure as she is protected by limited

liability), incentive compatibility requires that

(∆p)Rb � B. (9.1)

Funding requires that the pledgeable income exceed

the investors’ investment:

pH

(

R − B
∆p

)

� I −A. (9.2)

If this condition is satisfied, and given that the

investors break even, the entrepreneur’s utility is

equal to the project’s NPV:

Ub = pHR − I. (9.3)

9.2.1.2 Monitoring (With Fixed Intensity)

Let us now formalize the idea that monitoring re-

duces the extent of moral hazard. A straightforward

way of doing so4 is to assume that a monitor can

reduce the private benefit that can be enjoyed by

the entrepreneur by shirking from B to b < B. The

monitor must, however, bear an unobservable pri-

vate monitoring cost c > 0 in order to achieve this

reduction in private benefit.

An interpretation of this monitoring structure is

as described in Table 9.1. The manager will have

to choose among a number of ex ante identical

projects. The manager privately learns the payoffs

attached to each project. There are three relevant

4. Drawn from Holmström and Tirole (1997). The monitoring role of
financial intermediaries has been studied in the theoretical literature
on delegated monitoring (e.g., Besanko and Kanatas 1993; Diamond
1984, 1991; Hellwig 1991). In Admati and Pfleiderer (1994), monitor-
ing serves to control managerial investment decisions, and in Berglöf
(1994) it affects managerial replacement. Shleifer and Vishny (1986)
study the incentives of potential raiders to monitor firms.

projects: (1) the “good project,” which yields no pri-

vate benefit and has probability of successpH; (2) the

low-private-benefit “bad project,” which yields pri-

vate benefit b and has probability of success pL;

and (3) the high-private-benefit “Bad project,” which

yields private benefit B and has probability of

success pL.

The monitor moves first. If he incurs effort cost

c, he is able to identify the high-private-benefit Bad

project and thus to prevent the entrepreneur from

selecting it. But he still cannot tell the other two

projects apart, and so the entrepreneur, who can

condition her choice of project on the existence or

absence of monitoring,5 can still choose the low-

private-benefit bad project if she wishes to. The

monitor learns nothing when he does not incur the

monitoring cost c; then, because the projects are

still indistinguishable by the investors, the entrepre-

neur can choose any of the three projects, as in the

absence of monitoring (of course, the low-private-

benefit bad project is then less attractive for the

entrepreneur than the Bad project and is therefore

irrelevant).

Let us assume that the entrepreneur “hires” a

monitor and that the monitor’s incentives induce

him to monitor. The entrepreneur’s private benefit

from shirking is then equal to b, and so, ifRb denotes

the entrepreneur’s reward in the case of success, the

entrepreneur works if and only if

(∆p)Rb � b. (9.4)

We can further assume that (∆p)Rb < B; for, if

Rb � B/∆p, the entrepreneur is induced to work

even in the absence of monitoring. Monitoring is

then useless.

The monitor too must be provided with an in-

centive scheme.6 We maintain the assumption of

5. This sequential timing of monitoring simplifies the analysis (a
similar assumption is made in Winton (1993)).

An alternative formulation consists in assuming that there are only
two projects, as in Section 3.2, and that the entrepreneur chooses a
project whose nature (pH or pL) is unknown to all, including the moni-
tor. The monitor can then investigate at cost c, and possibly take reme-
dial action. This class of monitoring models in general leads to equi-
libria in mixed strategies (see Exercise 9.5).

6. Like the borrower, the monitor is treated as a unitary actor. Put
differently, the structure of incentives within the monitoring entity is
left aside. Berger et al. (2005) provide empirical evidence that small
banks are more willing to lend on the basis of soft information than
larger ones.
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universal risk neutrality, and so there is no loss of

generality in assuming that the monitor receives a

reward Rm in the case of success and 0 in the case

of failure (because of limited liability). When not in-

curring cost c, the monitor is unable to prevent the

entrepreneur from shirking, and so the incentive for

monitoring is provided by an Rm satisfying7

(∆p)Rm � c. (9.5)

Abundance of monitoring capital assumption. Let

us first assume that monitoring capital is “abun-

dant” or “not scarce.” This means that there is a

large supply of monitors who are willing to invest

their capital in the monitoring activity as long as

they are as well-off by doing so as with any other

investment.8 They are thus willing to contribute to

7. Note that the monitor’s certification role is jeopardized if the
monitor contracts with a “protection seller” (a third-party insurer) in
a credit derivative market. Under risk neutrality, the monitor and the
protection seller do not obtain gains from a trade when the monitor
passes the default risk on to the protection seller. When the monitor
is risk averse (and pH < 1), in contrast, the monitor is tempted to
offload the credit risk on to a third party, which reduces the incentive
to monitor. To avoid this, the monitor’s incentive constraint (9.5) must
be slack and the monitor must not be “risk averse” (in order to limit
the insurance gains relative to the efficiency loss in the side contract
between the monitor and the protection seller). In the absence of other
considerations, the monitor is better off committing never to use a
credit derivative market. For more details, see Morrison (2002) (who,
citing a 2000 study of the British Bankers Association, notes that the
market for such credit derivatives reached $893 billion in 2000).

8. Regardless of the monitors’ net wealth, we assume that there is
a well-defined amount of this wealth. This is, of course, a simplifying
assumption.

In practice, investors at any point in time have a variety of (uncer-
tain) assets, some existing but somewhat illiquid (say, real estate) and
some to be derived from future earnings. Before the institutions of
limited liability became widespread, it was typical for shareholders
to have unlimited liability for the company’s debts in case of default.
This unlimited liability (which still exists in some partnerships, such
as Lloyd’s of London in the insurance business) is really an uncer-
tain liability, whose cost depends not only on the firm’s unpaid debts,
but also on the evolution of the values of the shareholder’s and other
shareholders’ assets, as well as on the ability of debtholders to put
their hands on these wealths in case of default.

Winton (1993) builds models that depict the various costs associ-
ated with unlimited liability: the liable shareholder may have to dis-
pose of his assets at a discount; and there may be adverse selection, in
that unlimited liability shares are more attractive to investors whose
assets are overappreciated, or who can more easily transfer these as-
sets to someone else or abroad (as Winton notes, the concern about
adverse selection was particularly evident in the common rule that
shares could not be resold without approval of other shareholders, or
else their owner has to keep residual liability after the sale). We refer
to Winton’s paper for the discussion of these interesting topics, and
simplify our analysis by assuming that monitors’ assets are known.

the firm’s investment at level Im such that

pHRm − c = Im. (9.6)

The monitor then obtains no rent, and receives net

payment (pHRm−Im) equal to his monitoring cost c.

(In general, monitoring capital is scarce and there-

fore may demand a rate of return exceeding the mar-

ket rate of return: see below.)

Nonmonitoring or uninformed investors are will-

ing to fund the project if and only if

pH(R − Rb − Rm) � I −A− Im. (9.7)

And so, using (9.4)–(9.6), the necessary and sufficient

condition for the project to be funded is

pH

(

R − b
∆p

)

� I −A+ c. (9.8)

That is, monitoring reduces the agency cost from

pHB/∆p to pHb/∆p, but adds monitoring cost c.

Using (9.5) and (9.6), the monitor’s stake Rm can be

chosen equal to c/(∆p) and the monitor’s invest-

ment contribution equal to

Im = pLc
∆p

.

To obtain some potential role for monitoring, let

us assume that the monitoring cost is small enough

that monitoring increases the pledgeable income:

pH
b
∆p

+ c < pH
B
∆p

. (9.9)

When does the entrepreneur benefit from hav-

ing a monitor? Because all investors, including the

monitor, obtain no rent from their relationship with

the firm, the entrepreneur’s utility is equal to the

project’s NPV under monitoring:

Ub = pHR − I − c. (9.10)

We assume that the NPV is positive even in the pres-

ence of monitoring:

pHR > I + c.

Monitoring, as we could have expected, reduces the

entrepreneur’s utility by the monitoring cost, and so

the entrepreneur forgoes monitoring if she can ob-

tain funding in its absence, that is, if condition (9.2)

is satisfied. On the other hand, if (9.2) is violated, the

firm has no choice but to either resort to being moni-

tored (if c < pHR−I), or forgo the project. Figure 9.1
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••
A

Monitoring No monitoringNo funding

A A
−

−

Figure 9.1 A = I + c − pH(R − b/∆p),
A = I − pH(R − B/∆p).

describes the financing pattern as a function of the

entrepreneur’s equity A.

That is, entrepreneurs with strong balance sheets

(e.g., with A � A; see Section 3.3.2 for a discussion

of various notions of balance-sheet strength) bor-

row cheaply because they can do without monitor-

ing, while borrowers with weaker balance sheets

(A � A < A) borrow more expensively. Returning to

the observations of Chapter 2, recall that strong

firms (which are also often the large firms) can bor-

row cheaply in markets (that is, under low-intensity

monitoring) and that other firms either cannot get

funding or borrow at high rates from banks and

other intermediaries (that is, under high-intensity

monitoring). The active monitoring theory devel-

oped here suggests a reason why this may be so.

James (1987) and Lummer and McConnell (1989)

are among the early empirical papers demonstrat-

ing the role of banks in the reduction of agency

costs. Cantillo and Wright (2000) confirm empiri-

cally that high-quality borrowers make intensive use

of bond markets, while lower-quality ones resort to

intermediated finance.

Link to the law-and-finance literature. Recall from

Chapter 1 that La Porta et al. (1998) find that le-

gal systems which protect investors poorly also ex-

hibit very concentrated ownership structures. One

possible interpretation for this finding is that legal

systems with poor investor protection create sub-

stantial opportunities for insiders to take private

benefits or tunnel corporate resources to other enti-

ties that they own. In the context of the model, the

values of B and therefore of A are large. Because,

under poor investor protection, the theory predicts

that an increase in the extent of moral hazard in the

absence of high-intensity monitoring leads to more

monitoring, and because monitoring is facilitated

by concentrated ownership, the theory can thus be

viewed as consistent with La Porta et al.’s empiri-

cal finding. The reader may object that a poor legal

infrastructure may also make it easier for the man-

agers and the large investor to collude against other

investors; the scope for collusion on the other hand

calls for even more concentrated ownership, as will

be demonstrated in Section 9.2.4.

Concentrated ownership versus other forms of

monitoring. Concentrated ownership by a moni-

tor with a sufficient stake improves the control of

management. It, however, has costs: the cost of

mere monitoring as well as other costs that will be

described shortly. Thus, the governance structure

must trade off the costs and benefits of concen-

trated ownership. Alternative ways of making man-

agers accountable, besides direct monetary incen-

tives, include market monitoring (Chapter 8) and

takeovers (Chapter 11). Bolton and von Thadden’s

(1998) model predicts a more dispersed (less con-

centrated) ownership structure in countries (such as

the United States) in which there is more active trad-

ing of shares in secondary markets and regulation

facilitates takeovers. That is, in their model, mon-

itoring through concentrated ownership and other

forms of monitoring are substitutes.9

9.2.2 The Potential for Overmonitoring

Monitoring is useful because it reduces the scope

for diversion and thereby makes borrowers more ac-

countable to investors. Interestingly, though, moni-

toring can be excessive. In specific instances, a mon-

itor may have too strong an incentive to oversee the

borrower. There are three basic reasons for this.

9.2.2.1 Noninternalization of the Entrepreneur’s

Rent

As Pagano and Roell (1998) argue, the large mon-

itor exerts two types of externality when deciding

whether to increase the intensity of his monitoring.

First, he exerts a positive externality on other in-

vestors. By monitoring more he makes their claims

as well as his own claim more valuable; this exter-

nality is particularly strong when the monitor holds

only a small fraction of the investors’ total stake

since he then receives only a small fraction of the

value enhancements he brings about. In contrast,

there is no such externality if the monitor holds all

9. This is not always the case (see Section 9.5).
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the outside shares in the firm. Second, he exerts a

negative externality on the entrepreneur, by restrict-

ing the latter’s choice set in our framework. When

the monitor holds all outside shares, this negative

externality generates overmonitoring. It is then ap-

propriate to reduce the monitor’s incentives. The

fixed-monitoring-intensity variant developed above

cannot generate overmonitoring since the monitor-

ing intensity takes only two values. If the optimal

amount of monitoring is 0, then no monitor is hired

and there is no overmonitoring. We therefore con-

sider a variant with more than two intensities of

monitoring:

The variable-monitoring-intensity model. To for-

malize the notions of undermonitoring and over-

monitoring in a simple way, let us extend the moni-

toring model of Section 9.2.1 by introducing uncer-

tainty about the outcome of monitoring. Namely, the

monitor discovers the identity of the Bad project (the

one yielding private benefit B) with probability x,

and learns nothing with probability 1− x. The prob-

ability x of effective monitoring depends on the un-

verifiable effort cost or disutility of effort c(x) in-

curred by the large monitor. We assume that this

disutility of effort is increasing (c′ > 0) and convex

(c′′ > 0), and that c′(0) = 0 and c′(1) = ∞ (so as

to guarantee an interior solution when the monitor

has a positive stake in the firm’s success).

Let us assume without loss of generality that the

borrower’s reward, Rb, in the case of success is

smaller than B/∆p (otherwise, the incentive prob-

lem has been solved and monitoring is useless), and

larger than b/∆p (and thus effective monitoring pre-

vents shirking). Assuming that monitoring capital is

abundant, the project’s NPV for a monitoring inten-

sity x and the borrower’s utility are identical and

equal to

Ub = xpHR + (1− x)(pLR + B)− I − c(x). (9.11)

The level x∗ of monitoring that maximizes the NPV

is then given by

(∆p)R − B = c′(x∗). (9.12)

Let us assume that at this level of monitoring, there

is enough pledgeable income to pay back the in-

vestors, large and small:

[x∗pH + (1− x∗)pL]
[

R − b
∆p

]

� I −A+ c(x∗),

while condition (9.2) is still violated so unmonitored

borrowing is infeasible.

Let us now determine the large monitor’s optimal

stake. Letting Rm denote the monitor’s payoff in the

case of success, as earlier, the monitor chooses his

monitoring intensity so as to maximize

[xpH + (1− x)pL]Rm − c(x);
and so

(∆p)Rm = c′(x). (9.13)

Comparing (9.12) and (9.13) yields

Rm = R − B
∆p

. (9.14)

Because the entrepreneur is unable to borrow in

the absence of monitoring, Rb is strictly smaller than

B/∆p, and so

Rm < R − Rb. (9.15)

In words, the monitor should not hold all external

shares in the firm. As we explained, were the mon-

itor to hold all external shares, a unit increase in

the monitoring intensity x would exert no positive

externality on other outside investors (there would

be none) and would impose a negative externality—

namely, the loss of B − (∆p)Rb > 0—on the entre-

preneur.10

9.2.2.2 Killing Initiative

Alternatively, and as developed in more detail in

Section 10.3, a high monitoring intensity may dis-

courage the entrepreneur from coming up with new

ideas, as argued by Burkart et al. (1997) (see also

Crémer 1995; Aghion and Tirole 1997). For one

thing, the monitor may make up for the entrepre-

neur’s lack of ideas, with an obvious detrimental

impact on the entrepreneur’s incentive to generate

ideas. But even if the monitor does not generate the

10. The potential for overmonitoring also arises in a somewhat dif-
ferent context in Hermalin and Weisbach (1998). In their model, the
monitor is a board that tries to assess the CEO’s ability (rather than to
curb moral hazard as in the Pagano–Roell model) and decides whether
to fire the CEO. Hermalin and Weisbach’s model is a multiperiod one in
which the composition of the board both reacts to past performance
and affects future monitoring. To the extent that less independent
boards monitor less, a decrease in the independence of the board al-
leviates the overmonitoring problem; relatedly, Hermalin and Weis-
bach’s model predicts that CEO turnover is more sensitive to perfor-
mance when the board is more independent. Finally, the model implies
that independent directors are likely to be added to the board follow-
ing poor firm performance.
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ideas himself and only assesses whether the entre-

preneur’s proposals enhance the value for investors,

overmonitoring may still occur. It may be the case

that the entrepreneur no longer has incentives to

come up with new projects or new courses of action

if she anticipates that her proposal will be system-

atically modified to enhance investor value and be

expunged from any private benefit for the entrepre-

neur. There is a tradeoff between asserting whether

the entrepreneur’s proposed course of action en-

hances investor value and rewarding the entrepre-

neur for her initiative.

9.2.2.3 Careful Monitoring May Aggravate the

Soft-Budget-Constraint Problem

We observed in Chapter 5 that, in some situations,

committing to closing the firm when performance is

unsatisfactory even in circumstances in which the

firm’s continuation generates positive net pledge-

able income may strengthen managerial discipline

and force the entrepreneur to exert more effort. This

tough stance may, however, not be credible, since the

investors may gain more ex post by renegotiating

and refinancing the entrepreneur. As we observed

there, the dispersion of the investors may help pre-

vent renegotiation. The absence of large monitor

may contribute to make renegotiation difficult as

well if the lack of information about the continua-

tion value makes investors wary and induces them

not to refinance. A lack of information may thus act

as a commitment device.

9.2.3 Scarce Monitoring Capital

In general, the supply of players with both the ex-

pertise to monitor the entrepreneur and their own

capital to invest in the firm is limited. This implies

that monitoring an entrepreneur has an opportunity

cost over and above the mere disutility of effort.

Absence of monitoring capital. Let us first consider

the opposite polar case in which potential monitors

have no capital. The selected monitor then cannot

contribute to the initial investment. The monitor’s

stake, however, must still satisfy condition (9.5); and

since Im = 0, the monitor enjoys rent

pHRm − c = pH

(

c
∆p

)

− c =
(

pL

∆p

)

c.

In comparison with the case of abundant monitor-

ing capital, this rent decreases both the borrower’s

utility and the amount of income that can be pledged

to the uninformed investors. On the first point, note

that there is now a wedge between the borrower’s

utility,

Ub = pHR − I −
[

c + pL

∆p
c
]

,

and the project’s NPV (pHR − I − c). This wedge is,

of course, equal to the monitor’s rent. Similarly, the

condition that the pledgeable income exceed the un-

informed investor’s initial outlay becomes

pH

[

R − b + c
∆p

]

� I −A.

The implications are the same as in the case of

abundant monitoring capital. The no-monitoring re-

gion in Figure 9.1 is unaffected, while the monitor-

ing region shrinks as A is raised by the amount,

pLc/(∆p), of the monitor’s rent. Put differently, the

entrepreneur must make up through her own cash

on hand for the monitor’s rent if she wants to attract

uninformed investors.

General case. More generally, one may assume

that monitoring capital has a shadow cost. (This

shadow cost can only be determined in a general

equilibrium framework (see Chapter 13).) That is, the

monetary return χ on the monitor’s investment con-

tribution, defined by

χ ≡ pHRm

Im
,

is intermediate between its value, pH/pL, when mon-

itoring capital is abundant and the infinite level that

obtains when monitors have no capital.

The monitor enjoys rent M given by

M ≡ pHRm − Im − c =
[

pL − pH

χ

]

c
∆p

.

(This “rent” is relative to what he would obtain,

namely, 0, if he had no alternative use of this capital.

By definition, his rent exactly reflects the opportu-

nity cost χ of alternative investment opportunities.)

The borrower’s utility is again lower than the NPV

(as long as χ > pH/pL) and is equal to

Ub = pHR − I − c −M.
Similarly, the financing condition becomes

pH

(

R − b
∆p

)

− c −M � I −A.
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Unsurprisingly, the project is harder to finance, the

scarcer the monitoring capital (i.e., the higher χ is).

9.2.4 Other Costs Associated with Monitoring

Until now the cost of monitoring has been equal to

the monitor’s cost. This cost should be understood

broadly, and in general exceeds the mere disutility of

effort c(x). Besides the scarcity of monitoring capi-

tal, there are several reasons for this.

Lack of diversification. We have assumed that the

monitor is risk neutral. Suppose in contrast that the

monitor is himself an entrepreneur and furthermore

is risk averse, as in Admati et al. (1994). Then, pro-

viding the monitor with incentives is costly since the

wedge between the rewards of the monitor in the

cases of success and failure required by the provi-

sion of incentives to monitor creates a risk and de-

stroys the monitor’s insurance.11

Illiquidity. The monitoring activity may also have

a cost in terms of liquidity. To have incentives to

monitor, the monitor should not be allowed to re-

duce his stake in the firm’s success below its ini-

tial level c/∆p before the final outcome is revealed.

For, suppose that the monitor were allowed to re-

duce his stake in the firm’s success to R′m < Rm, and

that this privilege were not thought to impair the

initial incentive to monitor. The monitor would then

receive pH(Rm − R′m) for the liquid shares regard-

less of whether he has worked or shirked (which is

not observable). Assuming that these liquid shares

are sold to new investors without recourse (that is,

the proceeds of the sale are not put into escrow as

11. This is the standard “agency cost” (see, for example, Holmström
(1979), or the textbooks by Bolton and Dewatripont (2004), Laffont
and Martimort (2002), and Salanié (2005)). For example, suppose that
the monitor’s limited liability constraint is not relevant, and so we
can make a comparison with the case of abundant monitoring capital
studied above; for a concave utility function u(Y − c) (in case of mon-
itoring) and u(Y) (in the absence of monitoring) for income Y , and for
given payments {RS

m, RF
m} for the monitor in the cases of success and

failure, the incentive constraint is

pHu(RS
m − c)+ (1− pH)u(RF

m − c) � pLu(RS
m)+ (1− pL)u(RF

m),

and so RS
m > RF

m. Therefore the certainty equivalent of the left-hand
side of the incentive constraint is smaller than pHRS

m+(1−pH)RF
m−c.

The monitor’s participation constraint implies that the monitor’s
expected utility exceeds u(0). The income pledgeable to the other
investors (still assuming that the entrepreneur is risk neutral) is

pH

(

R − b
∆p

)

− [pHRS
m + (1− pH)RF

m] < pH

(

R − b
∆p

)

− c.

collateral in case the project fails; in other words,

the shares are really sold), then the monitor’s bene-

fit from monitoring is reduced to (∆p)R′m < c. And

so the belief that the shares’ liquidity does not im-

pair incentives to monitor is unwarranted.

On the other hand, the monitor may encounter

new and profitable investment opportunities before

the outcome on this particular investment is real-

ized. At this stage, the monitor would like to undo

his position in the firm in order to reorient his in-

vestment toward these new opportunities. For exam-

ple, venture capitalists typically design exit options

that allow them to undo their position in order to

be able to invest in new start-ups. But we observed

that such liquidity or exit options may jeopardize

monitoring. We come back to this topical subject at

greater length in Section 9.5.

Collusion. The investor activism paradigm is that

of the “three-tier hierarchy”: (1) agent (entrepre-

neur), (2) supervisor (large monitor), (3) principal

(other investors). The role of the monitor is, as for

any other supervisor, to reduce the asymmetry of in-

formation between the principal and the agent. This

role is endangered by the possibility of collusion.

Indeed, the asymmetry of information between the

principal on the one hand and the supervisor and the

agent on the other is the very essence of collusion.

The supervisor and the agent may take advantage

of their shared privy information in order to collude

against the principal; the agent may trade a more le-

nient supervisory activity against some favor to the

supervisor.

There are three standard responses to the threat

of collusion.12 The first is to reduce the dependency

of the agent’s welfare on the supervisory activity in

order to reduce the agent’s incentives to “bribe” the

supervisor. This generally results in low-powered in-

centives for the agent. The second is, conversely, to

increase the supervisor’s stake so as to make it more

costly for him to collude with the agent. The third

response consists in limiting the scope for “bribes.”

Such bribes may take various forms: tunneling, mon-

etary transfers, counterfavor in kind, friendship, and

so forth.

12. See Tirole (1986) and the surveys of Tirole (1992) and Laffont
and Rochet (1997).
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Collusion may occur “ex post” or “ex ante.” Ex post

collusion occurs when the monitor acquires infor-

mation and then makes an offer to the entrepreneur

to be “cooperative,” i.e., in the model of this chapter,

let the entrepreneur freely choose the project rather

than constraining her feasible set by ruling out the

Bad project. The entrepreneur, in exchange, does a

favor to the monitor. Ex ante collusion refers to an

agreement between the two parties drawn before the

monitor decides to acquire information. Ex ante col-

lusion is more powerful in that an ex ante agreement

allows the parties to economize on the monitoring

cost c and therefore to share a bigger gain from col-

lusion, but it may be harder to set up.13

Let us apply some of the general principles to the

situation at hand in the context of ex post collusion.

Dessi (2005) studies both ex ante and ex post col-

lusion and finds that the implications discussed be-

low apply to both situations. Because B > (∆p)Rb,

the entrepreneur is better off when the monitor does

not rule out the Bad project. The entrepreneur’s ben-

efit from colluding with the monitor when the latter

is informed is then B − (Rb/∆p). The monitor can

collude with the entrepreneur by not ruling out the

Bad project.14 But this is costly to the supervisor

who then loses (∆p)Rm in expectation. Somehow,

there must be a quid pro quo. As discussed above,

this quid pro quo may take several forms in prac-

tice. The entrepreneur may pay a monetary bribe

to the monitor. However, we have assumed that the

entrepreneur has invested all her wealth in the firm;

so, unless the entrepreneur has hidden wealth, it is

unlikely that the bribe will take the form of a di-

rect monetary transfer from the entrepreneur to the

monitor. Friendship may motivate collusion espe-

cially if c, and thereforeRm, is small. This case is par-

ticularly relevant for boards, composed of directors

13. First, the ex ante agreement may be compromised by asymmet-
ric information: the entrepreneur may not know whether the monitor
has the ability or time to figure out the nature of projects or whether
he holds information that facilitates his discovery of payoffs (techni-
cally, the monitoring cost may be either c, or a large number and the
entrepreneur does not know which prevails). The entrepreneur may
then wait and see whether the monitor comes up with information
that may constrain her policy. Second, the quid pro quo may be hard
to synchronize: the monitor may want an immediate favor rather than
a promise, which exposes the entrepreneur to future reneging by the
entrepreneur.

14. For example, he can rule out the bad or the good projects
instead.

who may be friendly with management and have low-

powered incentives, and who may therefore be too

complacent.

Lastly, and perhaps most interestingly, the entre-

preneur may use corporate resources to bribe the

monitor. For instance, the entrepreneur may spend

time otherwise devoted to the firm to help the mon-

itor in another activity, or else spend corporate

money to benefit one of the monitor’s affiliated en-

tities. For example, a firm may select a large share-

holder’s subsidiary as supplier even though another

supplier would have reduced cost; similarly, a firm

monitored by a bank may buy from a supplier who

is in distress and turns out to borrow from the

same bank. A last example is supplied by consulting

contracts given to the firm’s auditor’s consultancy

division.

In the context of our model, such diversions of

corporate resources can be modeled as creating a

gain G > 0 to the monitor and reducing the prob-

ability of success uniformly by an amount τ > 0.

That is, the favor done to the monitor reduces the

probability of success from pH to pH−τ if the entre-

preneur works, and from pL to pL − τ if she shirks.

The convenience afforded by the uniform reduction

in the probability of success is, as already noted in

this book, that it does not alter the entrepreneur’s

incentive constraint since (pH − τ)− (pL − τ) = ∆p.

That this diversion is wasteful can be expressed by

G < τR.15 We assume that any direct monetary

transfer between the entrepreneur and the moni-

tor, in contrast, can be detected by uninformed in-

vestors, and so the only means of side-payment is

this tunneling of corporate resources to the monitor.

Assuming, as earlier, that B > (∆p)Rb � b, the

monitor, when informed, reduces the probability of

success frompH topL−τ by colluding with the entre-

preneur and accepting the diversion of corporate re-

sources. Collusion therefore occurs if the monitor

gains from it,

G � (∆p + τ)Rm, (9.16)

and if the entrepreneur gains as well,

B � (∆p + τ)Rb. (9.17)

15. In Dessi’s (2005) richer model, the monitor is useful even if he
colludes with management and the diversion is not wasteful.
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Two straightforward implications follow from in-

equality (9.16). First, as one would expect, it is

preferable to choose monitors who do not have po-

tential conflicts of interest. In this case, a monitor

to whom it is hard to transfer funds through the di-

version of corporate resources (a monitor who has

a low G or a high τ) is unlikely to collude with the

entrepreneur.

It may, however, be hard to find such monitors

who have expertise, capital, and no conflict of in-

terest. This brings us to the second implication:

preventing collusion requires raising the monitor’s

stake from c/∆p to G/(∆p+τ) if the latter is higher

(which is the case if the monitoring cost is small).

The possibility of collusion may then raise the cost

of monitoring (e.g., because of the scarcity of moni-

toring capital or because of risk aversion).

9.2.5 A Different Form of Monitoring:
Advising

Venture capitalists, boards of directors, and other

monitors often do not content themselves with mon-

itoring the proposals and decisions of managers.

They may also bring some expertise and advice to

help the managerial team. For example, venture cap-

italists help recruit the managerial team, shape the

strategy and business model, and set up accounting

and employee compensation (Lerner 1995).

In the tradition of Holmström’s (1982) formula-

tion of moral hazard in teams, a string of contri-

butions, including Bottazzi et al. (2005), Casamatta

(2003), Hellmann (1998), Kaplan et al. (2003), Lerner

and Schoar (2005), Repullo and Suarez (2000, 2004),

and Schmidt (2003), have investigated such envi-

ronments. The monitor’s advisory activity in those

models is akin to that of the entrepreneur (it

raises the probability that the project is successful),

and accordingly this variety of monitoring models

are sometimes called “double-sided moral-hazard

models.”

While the monitoring model of Section 9.2.1 and

the advisory models are similar in structure, they dif-

fer in a couple of (related) insights. Namely, advisory

monitoring models predict the following:

• The advisor increases the NPV and so may be

brought on board even in the absence of financial

constraint. By contrast, a “pure monitor” in the

sense of Section 9.2.1 is brought on board solely

to release financial constraints, since he does not

bring any value beyond ensuring that a sufficient

fraction of the pie is turned back to investors.

• An entrepreneur with a stronger balance sheet is

more likely to bring a “pure advisor” on board.

An advisor is the corporate equivalent of a per-

sonal coach; access to an advisor is therefore re-

served to borrowers who have the means to pay

for his presence, i.e., to firms with strong balance

sheets. By contrast, we saw that only firms with

weak balance sheets enlist pure monitors.

We formalize the advisory role in the fixed-invest-

ment model in the context of a pure advisor (it is

then straightforward to combine the advisory and

monitoring functions for the monitor within the

same model). An investment of size I must be fi-

nanced from the entrepreneur’s net worth A < I and

other funds. As usual, the project yieldsR in the case

of success and 0 in the case of failure. The probabil-

ity of success is p + q, where

• p ∈ {pH, pL} is determined by the entrepreneur,

who receives private benefit B when misbehaving

(choosing probability pL) and 0 when behaving

(choosing probability pH),

• q ∈ {qH, qL = 0} is chosen by the monitor/

advisor, if any (if there is none, then q = qL = 0);

the monitor incurs a nonverifiable cost c > 0 in

order to give useful advice and thereby raise the

probability of success by qH.

The separable form postulated for the probability

of success will enable us to consider the two agents’

incentive constraints separately, as we will see.

Let ∆p ≡ pH − pL and ∆q ≡ qH − qL. We naturally

assume that the advisory activity is socially desir-

able:

(∆q)R � c.

Despite the symmetrical description of contribu-

tions to the probability of success, the entrepreneur

and the monitor differ in at least one key respect:

the entrepreneur owns the idea, and therefore de-

cides whether to enlist a monitor.16

16. By contrast, in Holmström’s (1982) original model of moral haz-
ard in teams, the principal (here the investors) hires the two agents
(here, the entrepreneur and the advisor).
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9.2.5.1 No Advisor

In the absence of an advisor (q = qL = 0), the treat-

ment is the standard one. The entrepreneur’s utility

(when obtaining financing) is the NPV,

Unm
b = pHR − I,

and funding can be secured if and only if the pledge-

able income exceeds the investors’ outlay:

pH

(

R − B
∆p

)

� I −A

or

A � A = I − pH

(

R − B
∆p

)

.

9.2.5.2 Advisor

As in Section 9.2.1, assume that monitoring capital

is plentiful, and so monitors’ rent can be captured

by asking them to contribute sufficiently to the in-

vestment (Exercise 9.4 verifies the robustness of the

insights to monitoring capital scarcity).

In the case of success, the entrepreneur receives

Rb, the monitor Rm, and the other investors R−Rb−
Rm. All receive 0 in the case of failure.

The entrepreneur’s and the monitor’s incentive

constraints are, respectively,17

(∆p)Rb � B

and

(∆q)Rm � c.

Let

Rm = c
∆q
.

The contribution Im to initial investment that is de-

manded from the monitor fully extracts his rent:

Im = (pH + qH)
(

c
∆q

)

− c.

The entrepreneur again receives the full NPV, since

neither the monitor nor the uninformed investors

receive a rent:

Um
b = (pH + qH)Rb −A = (pH + qH)R − I − c.

Note that when monitoring takes the form of ad-

vising, there can never be overmonitoring (Cestone

2004). Indeed, if monitoring capital is not scarce, and

17. Note that the two constraints are independent. For example, the
monitor’s constraint, (p + qH)Rm − c � pRm, does not depend on the
realization of p.

so the monitor contributes to the initial investment

at the level of his future quasi-rent, it is optimal to

allocate all shares not held by the entrepreneur to

the monitor.18

9.2.5.3 Comparison

Because (∆q)R > c,

Um
b > Unm

b .

The entrepreneur prefers to avail herself of the ad-

visory services as long as she can afford them. The

key issue is whether advisory services boost or de-

crease pledgeable income. The pledgeable income

under monitoring is

(pH + qH)
(

R − B
∆p

− c
∆q

)

(accounting for the fact that the monitor receives

(pH+qH)(c/∆q)), and so financing is possible if and

only if

(pH + qH)
(

R − B
∆p

− c
∆q

)

� I −A− Im
or

(pH + qH)
(

R − B
∆p

)

− c � I −A.

This last condition, taken as an equality, defines the

threshold level of cash on hand, Â, such that the

investors will let the entrepreneur hire an advisor.

Thus, the pledgeable income (net of the monitor’s in-

vestment contribution) increases (Â < A) if and only

if

qH

(

R − B
∆p

)

> c.

This condition is not implied by that guaranteeing

that monitoring increases the NPV (qHR > c). We are

thus led to consider two cases, depicted in Figure 9.2.

In case 2, the possibility of being monitored in-

creases the pledgeable income, and a fortiori the

NPV. It enhances the NPV, as well as enlarging the

set of net worths for which funding is secured.

In case 1, in contrast, monitoring increases the

NPV but lowers the pledgeable income. Hence, only

firms with strong balance sheets (a high A) can re-

sort to an advisor. The use of an advisor is a bit

similar to an upgrading of—or extra investment in—

this project; because the entrepreneur benefits from

18. It is weakly optimal here as long as (∆q)Rm � c. It would be
strictly optimal if the monitoring intensity were continuous.
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Case 1

Case 2

No funding Funding, advisor

•
A

• •
Funding,

no advisor A

No funding Funding, advisor

− ˆ

Â

A

A

Figure 9.2 Case 1: qH(R − B/∆p) < c. Case 2: qH(R − B/∆p) > c.

this upgrade in the form of a higher rent, investors

may not be able to put their hands on the increase

in social value. This situation is reminiscent of the

variable-investment model, in which an increase in

the size of investment both increased the NPV and

reduced the investors’ profitability. Conversely, not

taking on board an advisor is akin to a concession

made to investors.

9.3 The Emergence of Share Concentration

As we discussed in Chapter 1, there is currently

an important corporate governance debate as to

whether the fiscal, legal, and regulatory environment

sufficiently facilitates the emergence of large moni-

tors. We abstract from this debate by assuming away

any public restriction on or disincentive to the con-

centration of shares. Rather, we ask whether a large

monitor will endogenously arise in an unregulated

private economy. Share concentration may emerge

in three ways: (a) private deal or private placement,

(b) primary or seasoned offering, and (c) purchases

on the secondary market.

The analysis of Section 9.2 has implicitly consid-

ered the case of a private deal : the entrepreneur

chose a monitor (to be interpreted as a venture

capitalist, an LBO specialist, a large shareholder, a

bank, etc.) and then issued claims to nonmonitor-

ing investors (junior partners, minority sharehold-

ers, other lenders, etc.). This section investigates

whether a large monitor may arise endogenously

through the purchase of a block of claims in a pri-

mary offering or in the secondary market. We begin

with the latter possibility.

9.3.1 Tender Offer

Suppose that external shares are initially held by dis-

persed owners. A potential large monitor arrives and

makes an unconditional and unrestricted tender of-

fer at price P per share; that is, the large monitor

stands ready to buy at price P any external share,

regardless of the number of other shares tendered.

This situation gives rise to the well-known free-

rider problem identified in Grossman and Hart

(1980). Each initial owner of an outside share wishes

that the other shareholders would tender their

shares, since he would then benefit from the high-

est possible value enhancement. In general, though,

individual investors are insufficiently motivated to

supply the public good19 created by share concentra-

tion. The second observation is that the large moni-

tor in equilibrium does not acquire any share, since

he must pay the ex post value for these shares and

bears the cost of monitoring. Hence, no monitoring

happens in equilibrium.

More formally, consider the variable-monitoring-

intensity extension of Section 9.2.2.1. Let α de-

note the fraction of shares tendered to the large

monitor. The fraction α cannot exceed the fraction

ᾱ ≡ [1− (Rb/R)] of outside shares, where the entre-

preneur’s stake, Rb, is insufficient to generate good

behavior in the absence of monitoring: Rb < B/∆p
(the case Rb � B/∆p is, as we have seen, uninter-

esting, since monitoring is then irrelevant). These

19. The notion of “public good” is relative to the set of investors.
As we have seen, the entrepreneur ex post loses from increased mon-
itoring. Thus, share concentration may result in overmonitoring.
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shares create a stake αR and an intensity of mon-

itoring x∗(α) given by

max
x
{[xpH + (1− x)pL]αR − c(x)}

or
c′(x∗(α)) = (∆p)αR.

The intensity of monitoring is an increasing function

of the fraction of shares held by the large monitor.

Let
V(α) ≡ [x∗(α)pH + [1− x∗(α)]pL]R

denote the expected payoff of a share when the large

monitor holds a fraction α of shares. V(α) is an in-

creasing function of α in the interval [0, ᾱ], with

V(0) = pLR

and

V(ᾱ) = [x∗(ᾱ)pH + [1− x∗(ᾱ)]pL]R.

Consider a tender offer P in the relevant range

[V(0), V(ᾱ)]. The number of shares tendered is α =
α(P), where

V(α(P)) = P.
If the number of shares tendered were smaller than

α(P), then the value of a share would be smaller

than the tender offer and all investors would want

to tender, a contradiction. Conversely, if the num-

ber of shares tendered exceeded α(P), the value of

shares would exceed the offered price and no one

would actually want to tender. Note that the fraction

of shares tendered is an upward-sloping function of

the price, and that the supply curve is not perfectly

elastic despite the fact that investors are risk neu-

tral.

The large monitor’s profit is then

α(P)V(α(P))− c(x∗(α(P)))−α(P)P
= −c(x∗(α(P))),

and is therefore negative unless α(P) = 0, i.e., P =
V(0). We therefore conclude that the large investor

purchases no shares.

Remark (less extreme forms of free riding). The re-

sult that the large monitor acquires no shares is,

of course, extreme and only serves to illustrate the

free-rider and undermonitoring phenomena. In prac-

tice, large monitors, instead of purchasing shares

through a tender offer, can try to acquire shares

more discretely through anonymous orders and dis-

guise these acquisitions behind liquidity trading (see

Chapter 8); in many countries large investors can

indeed do so until their shareholdings reach some

threshold (e.g., 5% of the shares) at which point they

must publicly disclose their position. The essential

difference with the previous analysis of the free-

rider problem is that liquidity traders (as in Chap-

ter 8) lose money in expectation and thereby enable

the large monitor to profitably acquire some shares.

In contrast, the risk-neutral (and implicitly patient)

investors of our analysis fully capture any value en-

hancement associated with the acquisition of shares

by the monitor.

Similarly, the large monitor in Admati et al. (1994)

(who, as in this section, makes a tender offer) ac-

quires some shares despite free riding by small in-

vestors, because the latter have limited risk toler-

ance. The monitor supplies insurance to the small

investors by purchasing shares. This creates gains

from trade when the monitor buys shares, and in

equilibrium the monitor indeed buys some shares,

albeit an insufficient amount from the point of view

of investors.

9.3.2 IPO: Winner’s Curse in the Absence of
Asymmetric Information

(This section contains advanced material.20)

Suppose now that the entrepreneur offers the ᾱ
external shares in an IPO. For expository purposes

only,21 the auction is a discriminatory auction (the

generalization of the first-price auction): bidders an-

nounce a price and a maximum quantity they are

willing to buy at that price; the shares are then allo-

cated to the highest bidders by order of their bids,

and the bidders pay the price they bid for the shares

they acquire.

As in the previous section, there are a large num-

ber of risk-neutral small investors, who in this pri-

mary market can be called market makers or arbi-

trageurs.22 These arbitrageurs stand ready to buy

any amount of shares as long as the rate of return

20. The analysis in this section transposes those of Burkart et al.
(1998) and Joskow and Tirole (2000) to the IPO context.

21. In the United States, IPOs often do not use discriminatory auc-
tions.

22. The auction we consider is in no way an optimal one. We con-
sider it only to illustrate the main point. For some results on “mecha-
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they expect on these shares (which is conditional on

acquiring them: see below) is nonnegative. There is

also a potential monitor who is risk neutral as well.

The monitoring technology is again the uncertain

monitoring technology of Section 9.2.2.1.

The first point to note is that the equilibrium

bids of this IPO cannot be deterministic. Suppose,

first, that the monitor bids P = V(0), that is, the

value of shares when he acquires none. Either he

indeed acquires no share, and so no other investor

makes a (money losing) bid above V(0). The mon-

itor can then acquire all shares at a price slightly

aboveV(0) and make a profit approximately equal to

ᾱ[V(ᾱ)− V(0)]− c(x∗(ᾱ)) > 0. Or else he acquires

a fraction α > 0 at bid P = V(0), but then any in-

vestor can make a positive profit by placing a bid for

a single share at a price in the interval (V(0), V(α)).
Suppose, second, that the monitor bids P = V(α̂) for

some α̂ > 0 and acquires α shares. Either α > α̂, and

by the previous reasoning, any investor could in-

crease his profit by placing a bid for one share at

a price in the interval (V(α̂), V(α)). Or α � α̂, and

then the monitor’s profit is

α[V(α)− V(α̂)]− c(x∗(α)) � 0.

As in the case of a tender offer, free riding prevents

the monitor from making a deterministic offer at a

price above V(0).
Let us now describe the equilibrium. The mon-

itor randomizes over his bid P in some interval

[V(0), P̄], where P̄ < V(ᾱ), according to cumulative

distribution H(P) with continuous density h(P) (so

H(V(0)) = 0 and H(P̄) = 1). The monitor stands

ready to buy an arbitrary number of shares at the

price he bids (he does not specify a maximum

quantity).

The arbitrageurs’ aggregate demand for shares

is downward sloping rather than perfectly elastic.

Namely, the fraction of shares demanded by arbi-

trageurs is equal to ᾱ−α(P), where α(P), the frac-

tion of shares acquired by the monitor in the IPO

when bidding P , is an increasing function of P with

α(V(0)) = 0 and α(P̄) = ᾱ. Because of competition

(free entry) and risk neutrality, each bid by an ar-

bitrageur must have an expected payoff equal to 0.

nism design with externalities,” we refer to, e.g., Jéhiel and Moldovanu
(2000, 2001).

Let us compute this expected payoff conditional on

the arbitrageur receiving the corresponding share.

For bid P by the arbitrageur to be a winning bid,

it must be the case that the monitor has bid some

P̃ < P . The conditional density of the monitor’s bid

knowing that it is lower than P is equal toh(P̃)/H(P)
on (V(0), P). The zero-expected-profit condition can

therefore be written as
∫ P

V(0)
[V(α(P̃))− P] h(P̃)

H(P)
dP̃ = 0.

Since this condition must be satisfied for any P on

[V(0), P̄], the derivative of its left-hand side with re-

spect to P is also equal to 0, or

h(P)
H(P)

= 1
V(α(P))− P . (9.18)

Condition (9.18), the investors’ zero-profit condi-

tion, defines the mixed strategy H(P) played by the

monitor. The interesting point is the existence of a

winner’s curse. The acquisition of a share by an ar-

bitrageur is bad news as to its value; the arbitrageur

acquires the share for which he bids precisely when

the monitor bids low, that is, when the monitor ac-

quires few shares and performs little monitoring.

The monitor must be indifferent among all bids

in the support of his mixed strategy. Note that V(0)
is in the support of H, because otherwise, the arbi-

trageurs would not bid prices between V(0) and the

greatest lower bound P
¯

of the support ofH, and con-

sequently the monitor would gain by bidding V(0)
instead of P

¯
. Because he cannot make a profit by of-

fering P = V(0) (if he acquired some shares at this

price, then arbitrageurs could make a profit by bid-

ding just above V(0)), his profit must be equal to 0

for any bid on [V(0), P̄], or

α(P)[V(α(P))− P] = c(x∗(α(P))). (9.19)

Equation (9.19) implies that the monitor buys shares

at a discount (V(α(P)) > P) that is just sufficient to

compensate him for his monitoring cost. The upper

bound on bids, P̄ , is given by

ᾱ[V(ᾱ)− P̄ ] = c(x∗(ᾱ)).

Lastly, we have posited that the monitor wants to

purchase all available shares at his bid P . This fol-

lows from the fact that his profit function is convex

in the number of acquired shares for a given price
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per share:23 marginal value enhancements are more

profitable for the monitor, the higher his number of

shares.

We conclude that the IPO, although it leaves rents

neither to the monitor nor to the other investors,

does not generate an optimal monitoring structure.

It lies in between the tender offer and the private

deal in terms of free riding.

9.4 Learning by Lending

Through their monitoring activity, large blockhold-

ers or relationship lenders curb managerial moral

hazard, but they also learn private information

about the firm’s prospects. This section analyzes the

impact of learning by lending on the pricing of large

investor stakes and on managerial incentives. The

informational advantage acquired by current mon-

itoring generates future informational rents. These

future rents in turn tend to be competed away (i.e.,

dissipated) ex ante through a premium paid for the

“right to monitor.” Crucially, this section shows that

the asymmetry of information between incumbent

lenders and other potential lenders enables the for-

mer to partly hold up the manager for her invest-

ments in future productivity increases, and thereby

identifies a cost of relationship lending.

Let us now add a dynamic dimension to the (abun-

dant monitoring capital) model of Section 9.2.1.24

There are two periods, t = 1,2. The discount fac-

tor between the two periods is denoted by β. For

simplicity, we rule out any savings between the two

dates.25

23. By the envelope theorem,

d
dα

[(pL + x∗(α)∆p)αR − c(x∗(α))] = [pL + x∗(α)∆p]R,

whose derivative is (∆p)R[dx∗/dα] > 0.

24. A different model of relationship banking is developed in
Scheepens (1996, Chapter 5). In Scheepens’s model the borrower ben-
efits from establishing a reputation with a bank as this increases the
availability of financing later on. The initial loan may involve risky debt
in order to provide the bank with an incentive to monitor.

25. Because we will assume in this section that there is enough
pledgeable income and so funding is not an issue, it will not matter un-
der symmetric information (Section 9.4.1) whether the consumer con-
sumes or saves the compensation she earns in the case of date-1 suc-
cess. The no-savings assumption, in contrast, matters (quantitatively,
although presumably not qualitatively) when nonmonitoring investors
are less well-informed than other parties. The level of savings by the
entrepreneur and their use toward covering the date-2 investment may
then, as in Chapter 6, act as signals of date-2 profitability. The no-
saving assumption therefore considerably simplifies the analysis.

Date 1. Consider an entrepreneur without cash

(A = 0), but with a project requiring investment I
at date 1. This initial project is successful (yields R)

with probability p, and fails (yields 0) with the com-

plementary probability. The probability of success is

pH if the entrepreneur behaves and pL = pH −∆p if

she misbehaves. The private benefit of misbehaving

in the absence of monitoring, B, is large enough that

there is not enough pledgeable income to reimburse

the initial investors. That is, an arm’s-length relation-

ship is not an option. In contrast, monitoring (which

costs c to the monitor) brings down the private bene-

fit from misbehavior to b < B, and generates enough

pledgeable income to pay back the investment and

the monitoring costs. There is no scarcity of active

monitors and so, in a static context, the extra cost of

enlisting an active monitor is equal to c. Let us thus

assume that

pH

(

R − b
∆p

)

� I + c.

As shown in Section 9.2.1, this condition implies that

the pledgeable income exceeds the total payment to

investors (given thatA = 0) and so the project can be

financed even if there is no continuation project.26

Date 2. Regardless of the first-period profit, the

entrepreneur is endowed with a new idea. This sec-

ond project, which can be thought of as a continua-

tion of the first, is identical to the first project, except

for one thing: with probabilityα, the date-2 probabil-

ity of success has increased uniformly by τ > 0; that

is, the probability of success of the second project is

pH+τ if the entrepreneur behaves in the second pe-

riod, andpL+τ if the entrepreneur misbehaves. Even

with this improved profitability, an arm’s-length re-

lationship is still not an option at date 2; that is, the

private benefit B is so large that a monitor is still

needed. With probability 1−α, these probabilities

are still pH and pL; the second-period project is then

a perfect image of the first-period one. The profit re-

alizations (success, failure) are statistically indepen-

dent across periods. We will refer to the realization

26. As shown in Sections 3.7, 4.8, and 5.5, in particular, making
continuation contingent on performance allows managerial incentive
contracts to preserve incentives while reducing current compensation,
thereby increasing pledgeable income. Here, we rule out commitment
to future policies, so contracting ex ante on contingent continuation
is not a contacting option anyway.
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of the probability of success as the “date-2 profitabil-

ity” (since the other variables are public knowledge).

Quite importantly, we will assume that there is

no commitment and so first-period investors’ return

comes from the first-period profit (if any), and the

firm issues new claims in the second period. We con-

sider three cases.

• Symmetric information: no one learns the date-2

profitability. The expected probability of success for

the date-2 project is thenpH+ατ orpL+ατ , depend-

ing on the entrepreneur’s behavior.

• Asymmetric information: the date-1 active mon-

itor, and only the active monitor, learns the date-2

profitability.

• Endogenous profitability: the probability α of an

increase in the date-2 profitability is the outcome of

a date-1 investment by the entrepreneur. The entre-

preneur’s private cost of this investment isD(α). We

will assume that only the active monitor observes

the resulting date-2 profitability. That is, there is

asymmetric information as in the previous case, but

α is now endogenous.

9.4.1 Symmetric Information

Under symmetric information at date 2 (no one

learns the realized date-2 profitability), the market

for active monitors is competitive at dates 1 and 2.

The entrepreneur’s expected utility at date t is that

period’s NPV:

Ub(t) = pH(t)R − (I + c),
where pH(1) = pH and pH(2) = pH + ατ . And so

the entrepreneur’s overall utility is equal to the total

NPV over the two periods, or

Ub = [pHR − (I + c)]+ β[(pH +ατ)R − (I + c)].
In this symmetric-information environment, it does

not matter whether the entrepreneur engages in a

long-term relationship with a single active monitor,

or sequentially issues a block share to an active mon-

itor in each period. Symmetric information ensures

that “Bertrand competition” among active investors

operates and keeps the per-period borrowing cost

(I + c) at the minimum possible level.

9.4.2 Asymmetric Information

Let us now assume that only the date-1 active mon-

itor (the “incumbent”) learns the date-2 profitability

(but the parameter α is still exogenous). At date 2,

the incumbent and entrant monitors submit bids for

the active monitoring position. In general, a “bid” is

an offer by a monitor of (a) his investment contri-

bution, and (b) his rewards in the cases of success

and failure. Below, we will have the entrepreneur

fix an incentive-compatible compensation scheme

(part (b)), to be interpreted as the number of shares

held by the large blockholder, and select the highest

investment contribution offer (part (a)).

The description of the date-2 competition be-

tween the incumbent and the other potential active

investors (the “entrants”) is complex if we assume

that the incumbent and the entrants make simulta-

neous offers to the entrepreneur for the active mon-

itoring position. As observed in the literature (e.g.,

Rajan 1992), the equilibrium of this bidding game in

general is in mixed strategies. To show this heuris-

tically, suppose that the entrants’ bid is determinis-

tic and, if selected, yields zero profit for the mon-

itor for probability of success27 q ∈ (pH, pH + τ).
The incumbent then overbids the entrants when the

true probability is pH + τ and underbids them (or

does not bid) when the true probability is pH. That

is, an entrant is selected only if the profitability is

low. This implies that the entrant loses money. This

is the celebrated winner’s curse. Next, assume that

q = pH+τ . Because this bid is not matched by the in-

cumbent when profitability is low, again the selected

entrant loses money. Lastly, assume that q = pH.

Then it is optimal for the incumbent to bid an in-

vestment contribution corresponding to a probabil-

ity of success slightly above pH(“pH + ε”) when the

actual profitability is high. But this incumbent bid-

ding behavior generates a profit opportunity for the

entrants. By bidding a bit above the incumbent, they

make a lot of money with probability α and lose a

little with probability 1−α. Hence, the equilibrium

is necessarily in mixed strategies. A full treatment

of this mixed-strategy equilibrium can be found in

von Thadden (2004).

For the sake of simplicity, let us finesse this diffi-

culty and assume the following sequential timing of

offers by active monitors at date 2.

27. Technically, this means that (normalizing the active monitor’s
stake to be R2

m = c/∆p) the entrants bid the same investment contri-
bution I2m such that q(c/∆p) = I2m + c.
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(1) The entrepreneur defines the active monitor’s

stake R2
m = c/∆p in the case of success (and 0 in the

case of failure), and announces that the active moni-

tor will be the bidder offering the highest investment

contribution I2m. (There is actually no loss of gener-

ality in assuming that the stake, which must exceed

c/∆p for incentive compatibility, is exactly equal to

this value.28)

(2) New active monitors (the entrants) offer invest-

ment contributions.

(3) The incumbent active monitor then makes his

offer. That is, he either matches the entrants’ top of-

fer29 and then remains the firm’s large shareholder,

or he does not match it and is replaced.

(4) The residual date-2 investment, I − I2m, where

I2m is the highest bid, is then contributed by unin-

formed investors.30

In the bidding game, the entrants optimally bid as

if the probability of success were always the lowest

possible one (in this sense, our timing assumption

takes the adverse-selection problem to its extreme

and maximizes the incumbency rent):

I2m = pHR2
m − c

= pH
c
∆p

− c.

For, suppose that an entrant bids a level I2m corre-

sponding to a higher expected probability of suc-

cess q (I2m = qR2
m − c, where q ∈ (pH, pH + τ)). The

entrant knows that the incumbent will match if the

profitability is high and will not if the profitability is

low. The entrant suffers from the winner’s curse and

loses money.31

Because the entrepreneur has no independent

wealth at date 2,32 the uninformed investors con-

28. She could set a higher stake (and, indirectly, ask for a higher
investment contribution and thereby lead the large monitor to sub-
stitute for uninformed investors). But this would raise the incumbent
monitor’s informational rent.

29. Plus an arbitrarily small amount.

30. Following up on footnote 28, we could alternatively assume that
the incumbent can bid for these as well and take a bigger stake in
the firm. Note, though, that letting the incumbent do so extends the
adverse-selection problem to “uninformed shares” and is not in the
interest of the entrepreneur. We therefore assume that blockholdings
are limited to stake c/∆p.

31. For a bid I2m = (pH + τ)R2
m − c, whether the incumbent matches

in the high-profitability state is irrelevant, and so the same conclusion
holds.

32. Recall that, for the sake of simplicity, we assumed that there are
no savings between dates 1 and 2.

tribute the investment shortfall:

I2u = I − I2m.
How large a stake R2

u they receive on average does

not depend on who is assumed to win in a low-

profitability state (in which the incumbent is indif-

ferent between matching and not matching the en-

trant).33 Let us assume, for example, that the incum-

bent always wins (for example, the auction selects

the incumbent at equal bids). The stake R2
u is such

that uninformed investors break even:

(pH +ατ)R2
u = I2u .

The entrepreneur’s date-2 utility is then34

U2
b = (pH +ατ)(R − R2

m − R2
u)

= [(pH +ατ)R − I − c]−ατ
(

c
∆p

)

.

That is, the entrepreneur’s expected utility is equal

to the expected NPV minus the incumbent monitor’s

expected rent,

R2
m = ατ

(

c
∆p

)

.

Let us now consider date-1 competition among po-

tential large blockholders. At that date these poten-

tial active monitors are symmetrically informed and

therefore perfect competitors for the block share

R1
m = c/∆p. But the expectation of the future incum-

bency rent implies that they are willing to make a

generous introductory offer in order to obtain a prof-

itable toehold . Indeed, they are willing to contribute

up to

I1m = pH

(

c
∆p

)

+ βR2
m.

One can view the informational advantage of

the incumbent active monitor as a switching cost

that tends to lock the firm in with this monitor.

As emphasized by the switching cost literature in

industrial organization,35 the anticipated ex post

market power enjoyed by the incumbent provider of

the service (here the monitoring service) is competed

away at the ex ante stage through a (short-term)

33. Alternatively, we could have assumed that the uninformed in-
vestors bid before knowing who, between the incumbent and the en-
trant, wins. The equilibrium description would have been identical.

34. It is easily verified that the entrepreneur’s stake exceeds b/∆p;
and so the average probability of success is indeed pH +ατ .

35. See Klemperer (1995) for a survey.
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loss-making offer. The blockholding is initially ac-

quired at a premium, and is later maintained at a

discount.

One might conjecture that the winner’s curse can

be eliminated by preventing the incumbent (who af-

ter all has no comparative advantage in monitoring

relative to his rivals) from competing for the block

share at date 2. Note, though, that a commitment

to exclude the incumbent active monitor from the

second round of financing anyway is not time con-

sistent. For, if entrants offered a contribution corre-

sponding to probability of success pH + ατ , noth-

ing would prevent the entrepreneur from accepting

an offer corresponding to a slightly higher proba-

bility from the incumbent; and this renegotiation

(which would occur only if the probability of success

is pH + τ) would recreate the winner’s curse.

9.4.3 Holdup Cost of a Tight Relationship

Until now the “monopoly” power enjoyed by the

incumbent monitor has had no inefficiency or

redistributive impact. This property is special and

one would in general expect ex post monopoly power

to have some negative consequences. Let us here fo-

cus on a specific one: the ability of the active mon-

itor to hold up (partly expropriate) the entrepre-

neur, who is then unable to fully benefit from the

fruits of her investments. The holdup here takes a

slightly unusual form. The incumbent active moni-

tor does not formally have bargaining power vis-à-

vis the entrepreneur as he is engaged in a bidding

war with other prospective active monitors to keep

his blockholding. But, because the latter are reluc-

tant to bid against the incumbent, the incumbent is

able to obtain supranormal date-2 profits.

Suppose therefore that the probability α of a

profitability improvement is endogenous and de-

termined at date 1 by the entrepreneur. Let D(α)
denote the entrepreneur’s date-1 (increasing and

convex) private cost of generating a profitability

improvement at date 2 with probability α.36 Nei-

ther D nor α are observable by anyone but the

entrepreneur.

36. We will assume D(0) = 0, D′(0) = 0, D′(α) > 0 for α > 0,
D′′(α) > 0, and D(1) = ∞.

• When the profitability increase (that is, whether

the probability of success has increased by τ) is pub-

licly observable at date 2, the entrepreneur receives

the full benefit from her investments, and α solves

max
α
{−D(α)+ βατR}.

Let α∗ denote this first-best value:

D′(α∗) = βτR. (9.20)

• When information is still symmetric among in-

vestors, but no one observes at date 2 whether there

has been a profitability increase,37 investors (active

or not) assess the returns on the date-2 financial con-

tracts on the premise that the value of α is the equi-

librium value α̂. So

I2m = (pH + α̂τ)
(

c
∆p

)

− c
and

I2u = I − I2m = (pH + α̂τ)R2
u.

The entrepreneur’s date-2 expected utility as a func-

tion of the equilibrium value α̂ and her actual

choice α (the two must coincide in equilibrium) is

U2
b (α, α̂) = (pH +ατ)

(

R − c
∆p

− R2
u

)

= (pH +ατ)
(

R − I + c
pH + α̂τ

)

.

The entrepreneur selects α so as to maximize

−D(α)+ βU2
b (α, α̂); and so

D′(α̂) = βτ
(

R − I + c
pH + α̂τ

)

< βτR. (9.21)

The entrepreneur underinvests in productivity im-

provement (α̂ < α∗) because she captures only the

fraction of the benefits corresponding to her share

in date-2 profits.

• Lastly, let us introduce asymmetric information

and assume that the incumbent active monitor, but

not the entrants, learns the realization of profit-

ability.38

37. Of course, the entrepreneur, when choosing α different from
the equilibrium α̂ does not have the same information as investors.
The situation is similar to, but a bit different from, that considered in
the model of privately-known-prospects of Section 6.2, since investors
here believe that the probability of success is pH + α̂τ for certain. The
entrepreneur does not have scope for signaling a high profitability
when choosing an off-the-equilibrium path level α > α̂, though.

38. We keep assuming that the entrepreneur organizes an auction
between incumbent and entrants for the monitoring blockholding. We
do not investigate more complex schemes.
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From our previous analysis, and letting α̌ denote

the new equilibrium probability,

I2m = pH

(

c
∆p

)

− c

and

I2u = I − I2m = (pH + α̌τ)R2
u.

Simple computations show that

U2
b (α, α̌) = (pH +ατ)

(

R − I + c + α̌τc/∆p
pH + α̌τ

)

and

D′(α̌) = βτ
(

R − I + c + α̌τc/∆p
pH + α̌τ

)

. (9.22)

Thus,

α̌ < α̂ < α∗.

The first-best level of investment in profitability is

obtained when the realization of profitability is ob-

served and the capital market is competitive. Nonob-

servability reduces the incentive to invest. Lastly, ob-

servability by the incumbent active monitor reduces

the incentive even more as others are worried about

bidding against a party who is better informed; low-

bidding by uninformed monitors results in a lower

stake in second-period profit for the entrepreneur,

who therefore has less incentive to invest in date-2

value enhancements. The informational asymmetry

now has an efficiency cost in terms of fewer incen-

tives for entrepreneurial innovation.

This analysis points to a benefit in terms of entre-

preneurial initiative of an arm’s-length relationship

with investors (when feasible—as we have seen and

as embodied in the assumptions of the analysis, an

arm’s-length relationship may not be an option for

the borrower): in a dynamic perspective, the firm in a

sense has access to a more competitive capital mar-

ket in the future if it is not linked to a powerful in-

vestor today.39

39. An alternative way of making the capital market more competi-
tive ex post is information sharing among lenders, if it can be verified
that incumbent lenders do not hide information about borrowers from
their competitors. See Padilla and Pagano (1997) and Exercise 6.7 for
the costs and benefits of information sharing. (There is some anal-
ogy between this solution to the holdup problem and the literature
in industrial organization on licensing by a supplier to (i.e., the shar-
ing of information with) competitors as a commitment not to abuse
monopoly power on a customer in the future and to thereby encour-
age investments by this customer (see Farrell and Gallini 1988; Shepard
1987).)

If we introduced feasible date-1 “concessions,”

such as costly collateral pledges or a lower invest-

ment scale, the entrepreneur might want to make

such concessions so as to enable an arm’s-length

relationship, even though the latter would be inef-

ficient from the point of view of date 1. This arm’s-

length relationship would serve to commit the entre-

preneur to higher investments in date-2 profitability.

9.4.4 Arm’s-Length Relationships and
Firms’ Ability to Refinance

Arm’s-length relationships on the other hand may

also have drawbacks, assuming that they are feasi-

ble. Several studies (e.g., Hoshi et al. (1990a,b, 1991)

for Japan) show that firms with close ties to financial

institutions are less liquidity constrained than those

without such ties.

To understand why this may be so, let us return,

for simplicity, to the exogenously random profitabil-

ity improvement version of the model. Instead of

assuming that, under perfect knowledge by the in-

vestors of the date-2 profitability, the date-2 project

is always financed, let us posit that it is financed

only if the probability of success has increased. So,

if I2 denotes the second-period investment (because

the first project is financed, the following condition

requires that the second-period investment cost ex-

ceeds the first-period cost, keeping other parameters

constant),

pH

(

R − b
∆p

)

< I2 + c < (pH + τ)
(

R − b
∆p

)

;

let us also assume that I2 is such that an arm’s-length

relationship is not feasible at date 2.

If, furthermore,

(pH +ατ)
(

R − b
∆p

)

< I2 + c,

an arm’s-length relationship at date 1 (assuming that

it is feasible) makes it impossible in the absence of a

long-term contract for the firm to obtain refinancing

at date 2 even by resorting to a large monitor at that

date. In contrast, a date-1 active monitor who learns

by monitoring enables date-2 financing with proba-

bility α. Relatedly, a number of papers, starting with

James (1987), have shown that the existence or re-

newal of a banking relationship is associated with a

positive reaction in the stock price.
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However, if refinancing is a sure thing when start-

ing with an arm’s-length relationship,

(pH +ατ)
(

R − b
∆p

)

> I2 + c,

then the presence of an informed monitor at date 2

reduces the probability of refinancing. We thus con-

clude that we can rationalize the impact of arm’s-

length relationships on refinancing, but a richer

theory is needed for crisper conclusions.40

9.4.5 Discussion

This treatment of holdup by a large monitor makes

several strong assumptions. First, it assumes away

any form of commitment. There are several issues

with this lack of commitment. Coming back to the

case in which date-2 financing is always optimal,

the entrepreneur could better protect her invest-

ment through a long-term contract. For example, the

entrepreneur could provide herself with incentives

to sink α = α̂ (given by (9.21)) by setting in advance

the date-2 reward of the monitor (and committing

to keep the incumbent monitor). The entrepreneur

could further improve her incentives to invest by

“backloading” her compensation and making it con-

tingent on date-1 and date-2 successes.

A second criticism is that, in the case in which

the incumbent monitor acquires private information

about date-2 productivity, no use is made of the

entrepreneur’s own knowledge of her date-2 produc-

tivity. In particular, were the entrepreneur to observe

the realization of the date-2 productivity and were

she able to offer a date-2 contract to the incumbent

monitor, she would be able to ask for conditions that

reflect the actual productivity realization and the

expropriation problem would disappear: α = α∗.41

And, even if she did not observe this realization, she

40. A further caveat is that this discussion does not allow for the
long-term financing arrangements (long-term debt, equity or credit
lines) considered in Chapter 5.

41. Situations with shared information make it easier to elicit the
true state of the world (Maskin 1977). Here, the entrepreneur would
more generally set at date 2 a strike price I2m at which the incumbent can
keep its blockholding (in case the incumbent elects not to exercise his
option, the blockholding is auctioned off to the highest bidder among
new monitors).

As in Maskin and Moore (1999), renegotiation would reduce the
power of such schemes. For example, the incumbent monitor could
strategically refuse to exercise his option when the productivity is
pH + τ and try to renegotiate with the entrepreneur.

would still know what α she chose and use this to

extract good terms from the incumbent monitor.42

Finally, we have focused on the impact of short-

term contracting on managerial investments. Short-

term contracting may also alter the borrower’s abil-

ity to receive funds in the first place: suppose that

the firm initially generates low cash flows relative

to the investment cost but, provided that it receives

initial financing, will later be very profitable. A mon-

itor will be willing to lose money initially only if he

is able to earn supranormal profits later on. These

supranormal profits may be secured through a long-

term stake, such as an equity stake, in the firm’s

profit.43 In the presence of short-term contracting,

though, the key to the monitor’s ability to recoup

his initial investment is to enjoy monopoly power

in the loan market in the future (see Exercise 9.7).

Interestingly, Petersen and Rajan (1994, 1995), ana-

lyzing small businesses’ banking relationships in the

United States around 1988–1989, show that more

young firms were able to obtain external financing

in concentrated local banking markets than in com-

petitive local banking markets. The idea is that such

firms have initially low cash flows and that banks,

for regulatory reasons, took debt rather than equity

claims; and so a concentrated local banking market

offered more scope for banks to recoup initial losses

in the future. Indeed, Petersen and Rajan offer evi-

dence that banks smoothed interest rates intertem-

porally in concentrated markets.

9.5 Liquidity Needs of Large Investors and
Short-Termism

9.5.1 The Issues

Recall that the Anglo-Saxon model of financial orga-

nization is often criticized for its lack of investor

commitment (Coffee 1991; Bhide 1993: Roe 1990,

1994), and that, conversely, that prevailing in conti-

nental Europe and Japan is criticized for sacrificing

investor liquidity. This section, which closely follows

the lines of Section 4.4, shows that there is indeed

a tradeoff between commitment and liquidity. In a

42. Readers who are knowledgeable about contract design with cor-
related information will here see the link between this argument and
the analysis of Crémer and McLean (1985).

43. Another way of obtaining a long-term profit is to secure a first
right of refusal for future loans at predetermined high rates of interest.
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nutshell, a large investor has a limited incentive to

build long-term value if he can resell his stake be-

fore the impact of his monitoring is either realized

or observed by the market (as in Chapter 8). In the

absence of market certification of his value enhance-

ment, this implies that the large investor must be a

“long-term player.” Or, using Hirschman’s (1970) ter-

minology, “exit” is inconsistent with “voice.” There

are, in practice, various ways of making it costly for

a large investor to exit. The illiquidity of the shares

(especially if shares are held privately, as in the case

of letter stocks) is an obvious one. Vesting mecha-

nisms (for example, granting extra shares or stock

options if the initial shares are held beyond some

prespecified length of time) are another.

Yet being a long-term player involves a substan-

tial cost in terms of liquidity. A financial intermedi-

ary (or another firm playing the role of the monitor)

may need cash to withstand its own liquidity shocks:

a bank may have to honor an unusually high number

of credit lines due to an industrial recession, or face

an interest rate or exchange rate shock against which

it is not completely hedged; it may also forgo prof-

itable new investment opportunities if it is not able

to free its assets in this firm. A parent company may

similarly need to withstand its own liquidity shocks

(as in Chapter 5). Venture capitalists usually insist

on having an exit mechanism that enables them not

to get stuck with their initial venture capital under-

takings, and thereby allows them to undertake new

investments.

An interim market validation or certification of

the large investor’s activity, on the other hand, pro-

vides a faster exit mechanism without necessarily

jeopardizing monitoring. Suppose that, as in Chap-

ter 8, some market participants collect retrospective

information about the final outcome and therefore

about the large investor’s monitoring activity. The

large investor, like the entrepreneur in Chapter 8,

can then be assessed on the basis of the market’s

evaluation of his performance, or rather of the per-

formance of the team composed of the large investor

and the entrepreneur, and not only on the basis of

the final outcome. Passive monitoring thus provides

an exit mechanism for the active monitor.

Let us provide some illustrations of the use of

speculative monitoring as an exit mechanism for the

active monitor. Consider first the process of certifi-

cation. A loan originator wants to dispose of some of

its illiquid assets in order to withstand its liquidity

shocks or undertake new investments. For example,

by replacing risky assets by cash or cash equivalents,

the financial institution relaxes its capital adequacy

requirement and can thus invest in new assets. But

the loan originator in general has private informa-

tion about the quality of the assets to be disposed of.

Typically, this loan originator—the active monitor—

creates a special-purpose trust that purchases the

loans and issues (“asset-backed”) securities and then

goes and searches for passive monitoring. There are

several types of collectors of retrospective informa-

tion, who often concurrently certify the quality of

the loan portfolio that is being securitized: credit

enhancers who provide a bank letter of credit or a

cash collateral account, rating agencies,44 indepen-

dent auditors, and underwriters. At that point the

asset-backed securities can be marketed to individ-

ual or institutional investors.

Another case in point is provided by venture capi-

talists, who may liquidate a substantial part of their

holdings in a venture through an IPO or a sale to a

large company. In the case of an IPO, the venture cap-

italist trades his shares against cash, shares in pub-

licly traded companies, or short-term debt, which

are all more liquid assets (this is called a “cash-out

acquisition” (see Plummer 1987)). Alternatively, the

start-up may be sold to a buyer, again providing the

venture capitalist with liquidity. There is ample ev-

idence that venture capitalists carefully plan their

exit (see Black and Gilson 1998; Gompers and Lerner

1999; Lerner 1999; Sahlman 1990).

9.5.2 Modeling

Consider Figure 9.3, which describes the timing.45

The situation is the same as in Section 9.2 except for

44. Often several agencies are involved. For example, in some cases
the four main agencies, Standard & Poor’s, Moody’s, Fitch, and Duff
and Phelps, all rate the issue.

45. The following treatment is inspired by that in Aghion et al.
(2004). Kahn and Winton (1998) and Maug (1998) also emphasize the
relationship between market liquidity and monitoring, but focus on
small investors’ liquidity demands rather than those of large block-
holders/active monitors. Faure-Grimaud and Gromb (2004) and Ful-
ghieri and Larkin (2001) are similar to Aghion et al.; they put less em-
phasis on mechanism design and the optimal degree of liquidity for
the active monitor.
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the possible presence of a liquidity shock at an inter-

mediate stage, “date 1.” As in Section 9.2, the entre-

preneur, who must borrow I −A, needs to be moni-

tored. Monitoring reduces the entrepreneur’s private

benefit of shirking from B to b, but involves private

cost c for the monitor. The probability of eventual

(“date 2”) success is pH if the entrepreneur works

and pL if she shirks.

At date 1, the monitor either does not face a liq-

uidity shock, in which case he does not need money

until date 2, or faces a liquidity shock. In the case of

a liquidity shock, the monitor can transform an arbi-

trary amount of cash rm (provided that it is available

to him at date 1), into µrm, where µ > 1. The interpre-

tation of the liquidity shock is therefore the accrual

of attractive outside investment opportunities at the

intermediate stage. We assume that the proceeds,

µrm, associated with the outside reinvestments, en-

tirely go to the active monitor; that is, none of this

return is pledgeable to those uninformed investors

who have invested their money at date 0 in the firm

(or to the entrepreneur for that matter). The prob-

ability of a liquidity shock is λ. The active monitor

learns at date 1 whether he faces a liquidity shock.

The other players never receive direct evidence on

this shock.

To benefit from these attractive investment op-

portunities, the active monitor must be provided

with liquidity at date 1. There are two issues with

rewarding the monitor at date 1, though.

Imperfect performance measurement. The moni-

tor receives (at least some of) the reward before the

firm’s final performance is realized. This limits the

sanction inflicted on the monitor for poor firm per-

formance.

We will assume that some early measure of per-

formance is available, though (the signal accrues af-

ter the monitor learns whether he faces a liquidity

shock). While this performance measure does not

bring any information beyond that contained in the

final payoff (the final payoff is a “sufficient statis-

tic” to learn effort) and thus is not as good as the fi-

nal performance, this “speculative information” will

be used when the active monitor wants to realize

his stake in the firm at date 1. More precisely, the

date-1 signal is H (“high signal”) or L (“low signal”).

The probability of a high signal given a high (respec-

tively, low) effort is qH (respectively, qL); comparing

the likelihood ratios,

Lq ≡ qH − qL

qH
< Lp ≡ pH − pL

pH
.

In words, the final outcome is more informative

about effort than the intermediate signal,46 but the

latter is nonetheless informative (qH > qL).
Strategic exit. Because the event of a liquidity

shock is observable only by the monitor, the monitor

can fail to monitor and claim to be facing a liquidity

shock at date 1 even when he is not.

Monitoring capital is costly. In Section 9.2.3, we

defined a required return χ on monitoring capital

as the ratio of the active monitor’s expected mon-

etary payoff over his investment contribution. We

can no longer define scarcity in those terms here, be-

cause the active monitor cares not only about how

much he receives but also about when he receives it.

46. In Chapter 8, we assumed in contrast that the intermediate sig-
nal is a sufficient statistic and is more informative than the final out-
come. Were we to assume this here, then providing the active monitor
with a fully liquid contract (no vesting of rewards) would be optimal.
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So, scarcity must be defined in terms of the active

monitor’s utility. In order not to confuse these two

closely related concepts, we will denote by “κ” rather

than “χ” the utility return on monitoring investment.

Thus, if the active monitor receives gross surplusUm

from the contract, he is willing to contribute up to

Im, where

κIm = Um.

Note that, necessarily,

κ � λµ + 1− λ,

since the active monitor can always not sign a con-

tract and enjoy return µ (with probability λ) or 1

(with probability 1− λ) on the corresponding invest-

ment contribution.

Without loss of generality (see Aghion et al. 2004),

the entrepreneur can offer either an “illiquid con-

tract” in which the active monitor’s stake is vested

until date 2 so nothing can be withdrawn at date 1,

or a “liquid contract” under which the active moni-

tor has a choice between pulling out at date 1 and

receiving rm if the high signal accrues at that date

(the monitor receiving nothing at date 2 if he asked

to pull out at date 1), and waiting until date 2 to re-

ceive success-contingent reward Rm. Let us consider

these two forms of contract sequentially.

Illiquid contract. Under the illiquid contract, the

active monitor receives Rm in the case of success at

date 2, 0 in the case of failure, and withdraws noth-

ing at date 1.47 Note that because the final payoff is

a sufficient statistic, there is no point rewarding the

active monitor at date 2 as a function of the date-1

signal.

To attract the active monitor, this contract must

satisfy

pHRm − c = Um = κIm. (9.23)

The active monitor’s stake Rm must be sufficient to

induce him to monitor:

(∆p)Rm � c. (9.24)

47. For simplicity, we assume that the illiquid contract is not rene-
gotiated at date 1. Midstream renegotiation of agency contracts under
moral hazard reduces the attractiveness of such contracts (e.g., Fuden-
berg and Tirole 1990), and here would imply that the optimal contract
would deliver some degree of liquidity anyway.

Conditions (9.23) and (9.24) imply that the cost of

enlisting the active monitor is then

C = C IL = pHRm − Im =
[

pH − pL/κ
pH − pL

]

c.

Because κ > 1, the cost of enlisting the monitor

exceeds, as in Section 9.2.3, the monitoring cost c.

The borrower’s utility and the pledgeable income are

then

Ub = pHR − I − C
and

P = pH

(

R − b
∆p

)

− C,

respectively. The same expressions will hold in the

liquid contract case as well (although, in general,

the cost C of enlisting the monitor takes a different

value).

Liquid contract. Suppose now that the active mon-

itor has the choice between

• receiving rm at date 1 in the case of a high signal

and nothing at date 2, and

• receiving nothing at date 1 and Rm in the case of

success at date 2.

This menu is designed so that he exercises the for-

mer option in the case of a liquidity shock and the

latter option in the absence of such a shock.

Let us assume for simplicity that the probability of

success when shirking, pL, is small, so that if he does

not monitor, the active monitor is better off receiving

rm than waiting for an unlikely reward Rm even if he

has no attractive reinvestment opportunity. So his

utility if he does not monitor is

λµqLrm + (1− λ)qLrm.

Truthful revelation of the absence of a liquidity

shock at date 1 requires that

pHRm � qHrm. (9.25)

Similarly, in the case of a liquidity shock, the condi-

tion

µqHrm � pHRm (9.26)

must be satisfied; but as we will see, inducing the

active monitor to truthfully announce that he faces

a liquidity shock is not constraining.

The active monitor’s utility if he monitors is

Um = λµqHrm + (1− λ)pHRm − c. (9.27)
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Ex ante incentive compatibility requires that

Um � (λµ + 1− λ)qLrm. (IC)

It is easy to check that this constraint is binding.48

And so

Um = (λµ + 1− λ)qLrm. (9.28)

The cost of hiring the active monitor is

C = λqHrm + (1− λ)pHRm − Im,
so that, using Um = κIm, (9.27), and (9.28),

C =
[

−λ(µ− 1)qH +
(

1− 1
κ

)

(λµ+ 1−λ)qL

]

rm + c
= Crm + c. (9.29)

Because κ � λµ + 1 − λ, the coefficient C of rm in

the expression of C is always positive when the in-

termediate signal is uninformative (qH = qL). But it

becomes negative for qH/qL sufficiently large.

Assume for simplicity that pL = 0, so that C IL = c.

(The case pL positive, but small, is almost identical.)

If C > 0, then the unconstrained optimum has

rm = 0. And so a lower bound on C is c. This im-

plies that the optimal contract is illiquid. In contrast,

if C < 0, then rm should be “as large as possible.”

Given (IC), it is then clear that (9.25) is binding (and

that (9.26) is not). And so, from (9.27) and (9.28),

[λµ + 1− λ][qH − qL]rm = c. (9.30)

Hence, provided that

λ(µ − 1)qH >
(

1− 1
κ

)

(λµ + 1− λ)qL, (9.31)

which can be rewritten so as to highlight the signal’s

likelihood ratio,

Lq � 1
κ − 1

[

κ
λµ + 1− λ − 1

]

,

the optimal rm is given by (9.30), and the cost of

hiring the monitor by

CL = c + Crm.

Given pL = 0, (9.31) is a necessary and sufficient con-

dition for

CL < C IL,

and so the optimal policy is to offer liquidity to the

active monitor.

48. If this were not the case, then rm = Rm = 0 would be optimal,
which obviously violates (IC).

Since (9.31) is the necessary and sufficient con-

dition for the optimal contract to be liquid, we

can finally derive the following comparative statics

results:

The optimal contract for the active monitor is more

likely to be liquid if

• the frequency of attractive reinvestment opportu-

nities (λ) or/and the value of these opportunities

(µ) is/are high,

• the intermediate signal is informative (Lq high),

• monitoring capital is not too scarce (κ low).

The first two implications are intuitive. The third

is perhaps less so; to see why the active monitor’s

claim is more likely to be liquid when monitoring

capital is not too scarce, recall that part of the moni-

tor’s benefit from liquidity is returned by him in the

form of a contribution to the initial investment. But

this effect plays a minor role if monitoring capital is

scarce.

Speculative monitoring (the presence of an inter-

mediate signal) is needed in order to provide the ac-

tive monitor with an exit option. And the more pre-

cise the corresponding information, the better the

case for liquidity. This result explains why monitors’

exit strategies are often associated with an IPO or

a sale to a large buyer. In either case, the floating

or sale of securities creates an early performance

measurement, i.e., a valuation of assets in place; the

rationale for it is the same as in Chapter 8: specu-

lative monitoring enables an assessment of perfor-

mance before the actual profits accrue. Interestingly,

venture capital contracts may include “drag-along”

covenants that allow the general partner to force exit

by limited partners and possibly the entrepreneur

in the case where he finds a buyer; and often re-

quire that all convertible debt be converted prior to

putting up the firm for sale or an IPO. These contrac-

tual features may be interpreted as ways of increas-

ing the volume of equity put up for sale, thereby in-

creasing the incentive of the buyer or of investors

in an IPO to engage in careful speculative monitor-

ing. Similar covenants can be found in shareholder

agreements, which include joint ventures.49

49. See Chemla et al. (2004) for a theoretical analysis of these and
other rights specified in shareholder agreements.
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Finally, the demand for speculative monitoring

leads to a violation of the pecking order (see Ap-

plication 3 in Chapter 6): it is important to float

high-information-intensity securities such as equity

in order to stimulate information acquisition by the

market.

9.6 Exercises

Exercise 9.1 (low-quality public debt versus bank

debt). Consider the model of Section 9.2.1, except

that the project has a positive NPV even if the entre-

preneur misbehaves.

As usual, the entrepreneur is risk neutral and

protected by limited liability. She has assets A and

must finance an investment of fixed size I > A. The

project yields R in the case of success and 0 in the

case of failure. The probability of success is pH if the

entrepreneur behaves (no private benefit) and pL if

she misbehaves (private benefit B). Investors are risk

neutral and demand a 0 rate of return.

Instead of assuming that the project has positive

NPV only in the case of good behavior, suppose that

pHR > pLR + B > I.
Suppose further that there is a competitive supply

of monitors and abundant monitoring capital. At pri-

vate cost c, a monitor can reduce the entrepreneur’s

private benefit of misbehavior from B to b. Assume

that

pH
B − b
∆p

> c > (∆p)R − pH
b
∆p

and

(∆p)R > c + B.
Show that there exist thresholds A1 < A2 < A3

such that

• if A � A3, the firm issues high-quality public

debt (public debt that has a high probability of

being repaid);

• if A3 > A � A2, the firm borrows from a monitor

(and from uninformed investors);

• if A2 > A � A1, the firm issues junk bonds

(public debt that has a low probability of being

repaid);

• if A1 > A, the firm does not invest.

Exercise 9.2 (start-up and venture capitalist exit

strategy). There are three periods, t = 0,1,2. The

rate of interest in the economy is equal to 0, and ev-

eryone is risk neutral. A start-up entrepreneur with

initial cashA and protected by limited liability wants

to invest in a fixed-size project. The cost of invest-

ment, incurred at date 0, is I > A. The project yields,

at date 2, R > 0 with probability p and 0 with prob-

ability 1− p. The probability of success is p = pH

if the entrepreneur works and p = pL = pH − ∆p
(∆p > 0) if the entrepreneur shirks. The entrepre-

neur’s effort decision is made at date 0. Left unmon-

itored, the entrepreneur obtains private benefit B if

she shirks and 0 otherwise. If monitored (at date 0),

the private benefit from shirking is reduced to b < B.

There is a competitive industry of venture capi-

talists (monitors). A venture capitalist (general part-

ner) has no fund to invest at date 0 and incurs pri-

vate cost cA > 0 when monitoring the start-up and 0

otherwise (the subscript “A” refers to “active moni-

toring”). The twist is that the venture capitalist wants

his money back at date 1, before the final return,

which is realized at date 2 (technically, the venture

capitalist has preferences c0+c1, while the entrepre-

neur and the uninformed investors have preferences

c0 + c1 + c2, where ct is the date-t consumption).

Assume that

I − pH

(

R − B
∆p

)

> A > I − pH

(

R − b + cA

∆p

)

.

(i) Assume first that the financial market learns

(for free) at date 1 whether the project will be suc-

cessful or fail at date 2. Note that we are then in

the standard two-period model, in which the out-

come can be verified at date 1 (one can, for exam-

ple, organize an IPO at date 1, at which the shares in

the venture are sold at a price equal to their date-2

dividend).

Show that the entrepreneur cannot be financed

without hiring a venture capitalist. Write the two in-

centive constraints in the presence of a venture cap-

italist and show that financing is feasible. Show that

the entrepreneur’s utility is pHR − I − [pHcA/∆p].
(ii) Assume now that at date 1 a speculator (yet un-

known at date 0) will be able to learn the (date-2) re-

alization of the venture’s profit by incurring private

cost cP, where the subscript “P” refers to “passive

monitoring.”
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At date 0, the venture capitalist is given s shares.

The date-0 contract with the venture capitalist spec-

ifies that these s shares will be put for sale at date 1

in a “nondiscriminatory auction” with reservation

price P . That is, shares are sold to the highest bidder

at a price equal to the highest of the unsuccessful

bids, but no lower than P . If left unsold, the venture

capitalist’s shares are handed over for free to the

date-0 uninformed investors (the limited partners)

in the venture.

(a) Find conditions under which it is an equilib-

rium for the speculator (provided he has monitored

and received good news) to bid R for shares, and for

uninformed arbitrageurs to bid 0 (or less than P ).

(b) Write the condition on (s, P) under which the

speculator is indifferent between monitoring and

not monitoring. Writing the venture capitalist’s in-

centive constraint, show that P satisfies

R − P
P

= cP

cA

∆p
pH
.

How should the venture capital contract be struc-

tured if these conditions are not satisfied?

Exercise 9.3 (diversification of intermediaries).

Consider two identical entrepreneurs. Both are risk

neutral, are protected by limited liability, have a

project of fixed size I, and must borrow I −A in or-

der to finance their project. Each project, if under-

taken, yields R with probability p and 0 with proba-

bility 1− p. The probability of success is pH if the

entrepreneur behaves (receives no private benefit)

and pL if she misbehaves (receives private benefit B).

The two projects are statistically independent. The

rate of interest in the economy is 0.

There is also a competitive supply of monitors,

call them venture capitalists. Venture capitalists

have no cash. Monitoring a firm involves a nonmon-

etary cost c for the venture capitalist. The entre-

preneur’s private benefit from misbehaving is then

reduced from B to b < B. Assume that

I −A > max
{

pH

(

R − B
∆p

)

, pH

(

R − b + c
∆p

)}

.

(i) Show that the entrepreneurs cannot obtain fi-

nancing without uniting forces (on a stand-alone ba-

sis, with or without monitoring).

(ii) Consider now the following structure: the two

firms are monitored by the same venture capitalist.

By analogy with Diamond’s diversification reasoning

(see Chapter 4), argue that the venture capitalist is

paid a reward (Rm) only if the two firms succeed.

Show that if

pH

(

R − b + cpH/(pH + pL)
∆p

)

> I −A,

then financing can be arranged.

Exercise 9.4 (the advising monitor model with cap-

ital scarcity). Work out the model of Section 9.2.5,

but assume that monitors have no capital (Im = 0).
Find conditions under which the enlisting of a

monitor facilitates financing, or conversely requires

a stronger balance sheet.

Exercise 9.5 (random inspections). This exercise in-

vestigates a different way of formalizing monitoring.

Rather than limiting the set of options available to

the entrepreneur, the monitor ex post inspects, and,

when finding evidence of misbehavior, takes a cor-

rective action.

The timing is described in Figure 9.4.

The model is the standard one, with risk-neutral

entrepreneur and investors. The entrepreneur is pro-

tected by limited liability and the investors demand

a rate of return equal to 0.

At private cost c, the monitor can learn the choice

of effort. If the entrepreneur has behaved, the firm

is on the right track (as long as the entrepreneur

stays on to finish the project), and there is no ac-

tion to take. By contrast, if the entrepreneur misbe-

haves, the best policy is to kick her out, in which

case she will enjoy neither her private benefit B nor

any reward in the case of success. The remedial ac-

tion (which includes firing the entrepreneur) raises

the probability of success to pL+ν , where ν > 0 and

pL + ν < pH.

In questions (i) and (ii), one will assume that the

entrepreneur and the monitor are rewarded solely as

a function of the final outcome (they get Rb and Rm

in the case of success, and 0 in the case of failure).

Assume that νRm > c and (∆p)Rb < B, and that

the monitor has no cash (so Im = 0).

(i) Show that in equilibrium the entrepreneur and

the monitor play mixed strategies: the entrepreneur

misbehaves with probabilityx ∈ (0,1), and the mon-

itor fails to monitor with probability y ∈ (0,1).
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The entrepreneur
secretly chooses
between

The monitor secretly
chooses between

The entrepreneur
has cash A, invests
I > A, and borrows
I − A from investors.

Entrepreneur
enjoys B if
not fired.

In the case of
observed mis-
behavior, the
monitor takes
a remedial action
(firing the
entrepreneur,
increasing the
probability of
success to pL +   ).

Outcome
(R or 0).

misbehaving
(private benefit B,
probability of
success pL).

behaving (no
private benefit,
probability of
success pH) and

monitoring
(cost c, learns
entrepreneur’s
choice).

not monitoring
(no cost, no
information 
acquired) and

ν

• • • ••

Figure 9.4

(ii) Write the entrepreneur’s utility and the unin-

formed investors’ income as functions of Rm and Rb.

What is the optimal financing arrangement?

(iii) In view of Chapter 8, is the performance-based

contract studied in (i) and (ii) optimal?

Exercise 9.6 (monitor’s junior claim). A risk-neutral

entrepreneur protected by limited liability has a

fixed-size project that yields RS in the case of suc-

cess and RF ∈ (0, RS) in the case of failure. Her cash

on hand A is smaller than the investment cost I.
As in Section 9.2, there are three versions of the

project: good (probability of success pH, no private

benefit), bad (probability of success pL, private ben-

efit b), Bad (probability of success pL, private ben-

efit B). A risk-neutral monitor can at private cost c
rule out the Bad version. Monitoring capital is scarce;

actually consider the polar case in which the moni-

tor has no cash on hand (and is protected by limited

liability).

As usual, uninformed investors are risk neutral

and demand a rate of return equal to 0; one will also

assume that funding can be secured only if the entre-

preneur is monitored and is induced to choose the

good version.

Compute RS
m and RF

m, the monitor’s compensa-

tions in the cases of success and failure, respectively.

Show that

RF
m = 0.

Exercise 9.7 (intertemporal recoupment). An entre-

preneur has a sequence of two projects to be under-

taken at t = 1,2, respectively. There is no discount-

ing between the two periods. The only link between

the two projects is that the second project can be

undertaken only if the first has been. Each project is

as described in Section 9.2, and has three versions:

good (probability of success pH, no private benefit),

bad (probability of success pL, private benefit b), Bad

(probability of success pL, private benefit B). A risk-

neutral monitor can at private cost c rule out the Bad

version.

There is no scarcity of monitoring capital, in the

sense that a monitor is willing to participate as long

as his rate of return (which includes his monitoring

cost) exceeds 0. As usual, uninformed investors are

risk neutral and demand a rate of return equal to 0;

one will also assume that funding can be secured

only if the entrepreneur is monitored and is induced

to choose the good version.

A project yields R in the case of success and 0 in

the case of failure.

Assume that the entrepreneur has no cash on

hand (A = 0) and that the investment costs for the

two projects, I1 and I2, satisfy

I1 + c > pH

(

R − b
∆p

)

> I2 + c

(the second project can for example be viewed as a

continuation project, involving a lower investment

cost),

I1 + I2 + 2c < 2pH

(

R − b
∆p

)

,

and

pHR − I1 − c > 0.

Consider two situations depending on whether

there is competition among potential monitors:

Concentrated lending market. There is a single po-

tential monitor. This monitor furthermore has full
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bargaining power, i.e., makes a take-it-or-leave-it

contract offer (or offers) to the borrower.

Competitive lending market. There are multiple po-

tential monitors, who compete for the borrower’s

business.

(i) Long-term contracts. First, assume that a con-

tract covers the two periods; characterize the out-

come under concentrated and competitive lending,

and show that in either case the borrower receives

funding for both investments.

(ii) Short-term contracts. suppose now that the

only contracts that a monitor can sign are one-period

(spot) lending contracts, in which the monitor is

compensated through a claim on the current profit

only. Show that the borrower secures funding only

in a concentrated market.

References

Admati, A. and P. Pfleiderer. 1994. Robust financial contract-

ing and the role of venture capitalists. Journal of Finance

49:371–402.

Admati, A., P. Pfleiderer, and J. Zechner. 1994. Large share-

holder activism, risk sharing and financial market equilib-

rium. Journal of Political Economy 102:1087–1130.

Aghion, P. and J. Tirole. 1997. Formal and real authority in

organizations. Journal of Political Economy 105:1–29.

Aghion, P., P. Bolton, and J. Tirole. 2004. Exit options in cor-

porate finance: liquidity versus incentives. Review of Fi-

nance 8:1–27.

Barclay, M. and C. Holderness. 1989. Private benefits from

control of public corporations. Journal of Financial Eco-

nomics 25:371–395.

Berger, A., N. Miller, M. Petersen, R. Rajan, and J. Stein. 2005.

Does function follow organizational form? Evidence from

the lending practices of large and small banks. Journal of

Financial Economics 76:237–269.

Berglöf, E. 1994. A control theory of venture capital finance.

Journal of Law, Economics, & Organization 10:247–267.

Besanko, D. and G. Kanatas. 1993. Credit market equilib-

rium with bank monitoring and moral hazard. Review of

Financial Studies 6:213–232.

Bhide, A. 1993. The hidden costs of stock market liquidity.

Journal of Financial Economics 34:31–51.

Biais, B. and C. Gollier. 1997. Trade credit and credit ration-

ing. Review of Financial Studies 10:903–937.

Black, B. and R. Gilson. 1998. Venture capital and the struc-

ture of capital markets: banks vs stock markets. Journal

of Financial Economics 47:243–277.

Bolton, P. and M. Dewatripont. 2004. Contract Theory. Cam-

bridge, MA: MIT Press.

Bolton, P. and E. von Thadden. 1998. Blocks, liquidity, and

corporate control. Journal of Finance 53:1–25.
Boot, A. 2000. Relationship banking: what do we know? Jour-

nal of Financial Intermediation 9:7–25.
Bottazzi, L., M. Da Rin, and T. Hellmann. 2005. What role

of legal systems in financial intermediation? Theory and

evidence. Mimeo, Università Bocconi.
Burkart, M. and T. Ellingsen. 2004. In-kind finance: a theory

of trade credit. American Economic Review 94:569–590.
Burkart, M., D. Gromb, and F. Panunzi. 1997. Large share-

holders, monitoring and the value of the firm. Quarterly

Journal of Economics 112:693–728.
. 1998. Why higher takeover premia protect minority

shareholders. Journal of Political Economy 106:172–204.
Cantillo, M. and J. Wright. 2000. How do firms choose their

lenders? An empirical investigation. Review of Financial

Studies 13:155–189.
Casamatta, C. 2003. Financing and advising: optimal finan-

cial contracts with venture capitalists. Journal of Finance

58:2059–2086.
Cestone, G. 2004. Venture capital meets contract the-

ory: risky claims or formal control? Mimeo, Universitat

Autònoma de Barcelona.
Chemla, G., M. Habib, and A. Ljungqvist. 2004. An analysis

of shareholder agreements. Mimeo, Imperial College, Lon-

don, University of Zurich, and New York University.
Coffee, J. 1991. Liquidity versus control: the institutional

investor as corporate monitor. Columbia Law Review 91:

1278–1328.
Crémer, J. 1995. Arm’s-length relationships. Quarterly Jour-

nal of Economics 104:275–295.
Crémer, J. and R. McLean. 1985. Optimal selling strategies

under uncertainty for a discriminating monopolist when

demands are interdependent. Econometrica 53:345–361.
Dessi, R. 2005. Start-up finance, monitoring and collusion.

RAND Journal of Economics 36:255–274.
Diamond, D. 1984. Financial intermediation and delegated

monitoring. Review of Economic Studies 51:393–414.
. 1991. Monitoring and reputation: the choice between

bank loans and directly placed debt. Journal of Political

Economy 99:689–721.
Farrell, J. and N. T. Gallini. 1988. Second-sourcing as a

commitment: monopoly incentives to attract competition.

Quarterly Journal of Economics 103:673–694.
Faure-Grimaud, A. and D. Gromb. 2004. Public trading and

private incentives. Review of Financial Studies 17:985–

1014.
Fudenberg, D. and J. Tirole. 1990. Moral hazard and renego-

tiation in agency contracts. Econometrica 58:1279–1320.
Fulghieri, P. and D. Larkin. 2001. Information production,

dilution costs, and optimal security design. Journal of Fi-

nancial Economics 61:3–42.
Gompers, P. and J. Lerner. 1999. The Venture Capital Cycle.

Cambridge, MA: MIT Press.



References 383

Greenbaum, S., G. Kanatas, and I. Vennezia. 1989. Equilib-

rium loan pricing under the bank client relationship. Jour-

nal of Banking and Finance 13:221–235.

Grossman, S. and O. Hart. 1980. Takeover bids, the free rider

problem, and the theory of the corporation. Bell Journal

of Economics 11:42–64.

Hellmann, T. 1998. The allocation of control rights in ven-

ture capital contracts. RAND Journal of Economics 29:57–

76.

Hellwig, M. 1991. Banking, financial intermediation and cor-

porate finance. In European Financial Integration (ed. A.

Giovannini and C. Mayer). Cambridge University Press.

Hermalin, B. and M. Weisbach. 1998. Endogenously cho-

sen boards of directors and their monitoring of the CEO.

American Economic Review 88:96–118.

Hirschman, A. O. 1970. Exit, Voice, and Loyalty. Cambridge,

MA: Harvard University Press.

Holmström, B. 1979. Moral hazard and observability. Bell

Journal of Economics 10:74–91.

. 1982. Moral hazard in teams. Bell Journal of Eco-

nomics 13:324–340.

Holmström, B. and J. Tirole. 1997. Financial intermediation,

loanable funds, and the real sector. Quarterly Journal of

Economics 112:663–692.

Hoshi, T., A. Kashyap, and D. Scharfstein. 1990a. Bank

monitoring and investment: evidence from the changing

structure of Japanese corporate banking relationships. In

Asymmetric Information, Corporate Finance, and Invest-

ment (ed. R. Glenn Hubbard). University of Chicago Press.

. 1990b. The role of banks in reducing the costs of fi-

nancial distress in Japan. Journal of Financial Economics

27:67–88.

. 1991. Corporate structure, liquidity and investment:

evidence from Japanese industrial groups. Quarterly Jour-

nal of Economics 106:33–60.

Jain, N. 2001. Monitoring costs and trade credit. Quarterly

Review of Economics and Finance 41:89–110.

James, C. 1987. Some evidence on the uniqueness of bank

loans. Journal of Financial Economics 19:217–235.

Jéhiel, P. and B. Moldovanu. 2000. Auctions with down-

stream interaction among buyers. RAND Journal of Eco-

nomics 31:768–791.

. 2001. Efficient design with interdependent valuations.

Econometrica 69:1237–1259.

Joskow, P. and J. Tirole. 2000. Transmission rights and mar-

ket power on electric power networks. RAND Journal of

Economics 31:450–501.

Kahn, Ch. and A. Winton. 1998. Ownership structure, liq-

uidity demand, and shareholder monitoring. Journal of

Finance 53:99–129.

Kaplan, S., F. Martel, and P. Strömberg. 2003. How do le-

gal differences and learning affect financial contracts?

Mimeo, University of Chicago.

Klemperer, P. 1995. Competition when consumers have

switching costs: an overview with applications to in-

dustrial organization, macroeconomics, and international

trade. Review of Economic Studies 62:515–540.
Laffont, J. J. and D. Martimort. 2002. The Theory of In-

centives: The Principal–Agent Model. Princeton University

Press.
Laffont, J.-J. and J. C. Rochet. 1997. Collusion in organiza-

tions. Scandinavian Journal of Economics 99:485–495.
La Porta, R., F. Lopez-de-Silanes, A. Shleifer, and R. Vishny.

1998. Law and finance. Journal of Political Economy 106:

1113–1155.
Lerner, J. 1995. Venture capitalists and the oversight of pri-

vate firms. Journal of Finance 50:301–318.
. 1999. Venture Capital and Private Equity: A Casebook.

New York: John Wiley.
Lerner, J. and A. Schoar. 2005. Does legal enforcement affect

financial transactions? The contractual channel in private

equity. Quarterly Journal of Economics 120:223–246.
Lummer, S. L. and J. McConnell. 1989. Further evidence on

the bank lending process and the capital-market response

to bank loan agreements. Journal of Financial Economics

25:99–122.
Maskin, E. 1977. Nash equilibrium and welfare optimality.

Mimeo, MIT. (Published in Review of Economic Studies

(1999) 66:23–38.)
Maskin, E. and J. Moore. 1999. Implementation and renego-

tiation. Review of Economic Studies 66:39–56.
Maug, E. 1998. Large shareholders as monitors: is there

a trade-off between liquidity and control? Journal of Fi-

nance 53:65–98.
Morrison, A. 2002. Credit derivatives, disintermediation and

investment decisions. Mimeo, Merton College, University

of Oxford.
Padilla, J. and M. Pagano. 1997. Endogenous communication

among lenders and entrepreneurial incentives. Review of

Financial Studies 10:205–236.
Pagano, M. and A. Roell. 1998. The choice of stock ownership

structure: agency costs, monitoring, and the decision to

go public. Quarterly Journal of Economics 113:187–225.
Petersen, M. and R. Rajan. 1994. The benefits of lending re-

lationships: evidence from small business data. Journal of

Finance 49:3–37.
. 1995. The effect of credit market competition on lend-

ing relationships. Quarterly Journal of Economics 110:

407–443.
Plummer, C. 1987. QED Report on Venture Capital Financial

Analysis. Palo Alto, CA: QED Research.
Rajan, R. 1992. Insiders and outsiders: the choice between

relationship and arm’s length debt. Journal of Finance 47:

1367–1400.
Repullo, R. and J. Suarez. 2000. Entrepreneurial moral haz-

ard and bank monitoring: a model of the credit channel.

European Economic Review 44:1931–1950.



384 References

Repullo, R. and J. Suarez. 2004. Venture capital finance: a

security design approach. Review of Finance 8:75–108.

Roe, M. 1990. Political and legal restraints on ownership

and control of public companies. Journal of Financial Eco-

nomics 27:7–41.

. 1994. Strong Managers, Weak Owners: The Political

Roots of American Corporate Finance. Princeton Univer-

sity Press.

Sahlman, W. 1990. The structure and governance of venture-

capital organizations. Journal of Financial Economics 27:

473–521.

Salanié, B. 2005. The Economics of Contracts. A Primer, 2nd

edn. Cambridge, MA: MIT Press.

Scheepens, J. 1996. Financial intermediation and corporate

finance: an analysis of agency problems and optimal con-

tracts. PhD Dissertation, Tilburg University.

Schmidt, K. 2003. Convertible securities and venture capital

finance. Journal of Finance 58:1139–1166.

Sharpe, S. 1990. Asymmetric information, bank lending, and

implicit contracts: a stylized model of customer relation-

ships. Journal of Finance 55:1069–1087.

Shepard, A. 1987. Licensing to enhance demand for new

technologies. RAND Journal of Economics 18:360–368.

Shleifer, A. and R. Vishny. 1986. Large shareholders and cor-

porate control. Journal of Political Economy 94:461–488.

Tirole, J. 1986. Hierarchies and bureaucracies. Journal of

Law, Economics, & Organization 2:181–214.

. 1992. Collusion and the theory of organizations. In

Advances in Economic Theory: Proceedings of the Sixth

World Congress of the Econometric Society (ed. J.-J. Laf-

font), Volume 2, pp. 151–206. Cambridge University Press.

Von Thadden, E. L. 2004. Asymmetric information, bank

lending, and implicit contracts: the winner’s curse. Fi-

nance Research Letters 1:11–23.

Winton, A. 1993. Limitation of liability and the ownership

structure of the firm. Journal of Finance 48:487–512.



PA R T IV

Security Design: The Control Right View





10
Control Rights and Corporate Governance

10.1 Introduction

Covenants can only go so far in determining a firm’s

future course of action. New information accrues

and circumstances that were not clearly conceptu-

alized at the onset arise after the initial funding has

been secured. The firm therefore needs a governance

structure that will elicit the parties’ information and

act on it to select a range of short-term and long-

term decisions over which parties may have disso-

nant preferences: day-to-day management, choice of

personnel, refinancing and dividend distribution, in-

vestments, mergers and acquisitions, and so forth.

This chapter takes a look at the design of deci-

sion processes and in particular at a special class

of decision processes, namely, “decision rights” or

“control rights.” By “control right,” I mean the right

for a party (or group of parties) to affect the course

of action in certain circumstances once the firm has

gotten started.1, 2 Despite their simplicity, control

1. In general, decision processes are much more complex than just
giving someone the right to decide. For example, in politics, a complex
web of sequential rights (gatekeeping power by committees, bicameral
enacting process, presidential or judicial review, etc.) is often used to
produce new legislation.

2. I will not dwell here on the issues of whether control rights are
best formalized in a complete or an incomplete contract setting or
what an incomplete contract is exactly (see Maskin and Tirole (1999a,b)
and Tirole (1999) for discussions of these issues). The distinction is
irrelevant for what follows.

It is worth reminding the reader, though, that complete contracting
does not mean that the future course of action is described in the initial
contract (otherwise, the notion of control right would be meaningless).
For one thing, the parties’ preferences over known alternative actions
may not be known ex ante; furthermore, future actions may not be de-
scribable when designing the contract. A control right allocated to one
of the two parties is a simple way to elicit this information. Complete
contracting simply means that the parties write an optimal contract
given their limited knowledge of their future preferences and of the
set of future alternatives.

The impact of the allocation of control rights received its first for-
mal analysis in Grossman and Hart’s (1986) and Hart and Moore’s
(1990) models of incomplete contracts (see also Williamson’s (1985)
less formal approach).

rights come in many guises: they can be contin-

gent (“debtholders receive control if covenant X is

violated”; “the venture capitalist surrenders control

rights to the entrepreneur if certain financial or non-

financial performance criteria are met”). They cover

certain decisions, but not others. And they may be

induced by another control right: control over de-

cision A (the primary control right) may implicity

grant some control over decision B (i.e., an induced

control right) even if, formally, one has no control

over the latter decision. That is, one can use one’s

control right over decision A as a bargaining chip

to obtain concessions along dimension B. For ex-

ample, when a class of investors has gatekeeping

power over the issuing of senior claims and there-

fore may control financing (the primary right stems

from covenants such as “investor Y cannot be di-

luted without his assent” or “the holders of short-

term debt can force liquidation if the payments are

not made on time”), the need to secure the assent of

the holders of such rights gives the latter a control

over future decisions that is sometimes as strong

as that provided by an explicit control right.3 These

examples as well as the fact that some types of

shares carry special voting rights also demonstrate

that charters, contracts, and the law may disconnect

cash-flow rights and control rights.

In a sense, we already touched on the issue of con-

trol rights when we discussed active monitoring in

Chapter 9. We assumed that the active monitor could

reduce the extent of moral hazard by ruling out

some egregious forms of managerial misbehavior.

Conditional on the active monitor being informed,

3. To give another example, it is often said that an independent
regulatory agency is never really independent if Congress controls its
budget. The argument is that Congress can threaten to substantially
reduce the agency’s budget in order to influence decisions that it is
otherwise formally unable to control.
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there was no issue as to whom the control right

should go to, though: interference by the monitor

increased both the NPV and the pledgeable income.

It was trivially optimal to let the monitor interfere,

and there was therefore no interesting allocation of

the control right. This chapter studies the more in-

teresting situation in which there is a real tradeoff.

Section 10.2 analyzes the allocation of (formal)

control rights between insiders and outsiders. Its

main theme is that when a firm is constrained in

its ability to secure financing, the allocation of con-

trol between insiders and outsiders does not just

reflect who desires control most; that is, control is

not necessarily allocated to the party who will use

it in the collectively most efficient way. In the pres-

ence of financing constraints, the allocation of con-

trol serves another purpose because it affects the

extent to which the insiders can “commit” to return

the funds to the investors. The design of a corpo-

rate governance structure should not only aim at ef-

ficiency, but should also keep an eye on its impact

on pledgeable income. This logic implies that firms

with severe financing problems are not able to avoid

granting rights to their investors, including rights

that decrease overall value.

Section 10.2 first makes this key point in the con-

text of a single decision right. It then extends the

analysis to multiple and contingent rights. Like col-

lateral pledging, the allocation of control should

be contingent on measures of performance. Indeed,

contingent control boosts managerial incentives and

raises pledgeable income. It is further shown that the

allocation of multiple control rights follows a rule

of relative willingness to pay for these rights, and

that firms with stronger balance sheets can afford

to relinquish fewer rights to investors. The theoret-

ical predictions in the matters of contingent rights

and multiple rights are supported by existing empir-

ical evidence. Finally, Section 10.2 analyzes the rela-

tionship between control rights and specific invest-

ments, a relationship that was a key focus in the first

formal papers on control rights (see, in particular,

Grossman and Hart 1986; Hart and Moore 1990). It is

shown that investor control reduces entrepreneurial

initiative and may even reduce pledgeable income.

Section 10.3 argues that corporate behavior can-

not be fully understood by looking solely at the

formal allocation of control rights, and that it often

requires examining who is actually in control. In all

organizations, players who have no formal control

often have an important impact on decision mak-

ing. In the corporate governance context, manage-

ment controls many decisions that are in principle

bestowed upon the board of directors or the gen-

eral assembly of shareholders; and large minority

shareholders often influence the final outcome even

though they do not hold enough voting shares to for-

mally control it. The issue of real control is central to

a discussion of corporate governance; in particular,

the extent of control by management hinges on the

alignment of its incentives with investors’ goals and

on the existence of informed investors and their abil-

ity to interfere with decision making. Section 10.3 ar-

gues that private information is an important source

of real control. Namely, managers (or large minority

blockholders) are able to influence decision making

because they are better informed than shareholders

and directors.

We should abstain from assuming that man-

agers (or large minority blockholders) actually de-

cide on corporate policies. An important theme in

Section 10.3 is that the ability of informed parties to

manipulate decisions depends on how trustworthy

they appear to uninformed parties; trustworthiness

in turn depends on the informed party’s incentives

and their alignment with the uninformed parties’ in-

terests. For example, the extent of managerial con-

trol can be shown to increase with the strength of the

balance sheet. Another important theme of that sec-

tion is that managerial control depends on corporate

governance; for example, the presence of monitors

(see Chapter 9) affects the extent of managerial con-

trol. Finally, the degree of informational asymmetry

is endogenous, which further stresses the need for

a clear distinction between formal and real control.

Section 10.4 returns to the allocation of for-

mal control, now among outsiders. For example,

how should control be allocated between equity-

holders and debtholders? To answer this question,

one must first ask, what is the point of creating

multiple classes of securities? After all, the creation

of several classes of securities is bound to gener-

ate conflicts of interest. For example, equityholders,

if given the right to decide, may engage in asset
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substitution, that is, may expropriate debtholders by

taking excessive risk. And, as we have seen in Chap-

ter 2, debt covenants can only go so far in limiting

excessively risky behavior by shareholders. This ap-

parently simple question will lead us to a general dis-

cussion of security design, and to several hypotheses

as to why, contrary to the Modigliani–Miller theory,

it may matter.

10.2 Pledgeable Income and the Allocation
of Control Rights between Insiders
and Outsiders

10.2.1 The Aghion–Bolton Model

The importance of control rights in corporate fi-

nance was first noted by Aghion and Bolton (1992),

and substantially developed by Hart (1995a) and

Hart and Moore (1989);4 for the purpose of this chap-

ter, we can rephrase their finding in the following

way: the transfer of control rights to investors in-

creases the pledgeable income and facilitates financ-

ing. Or, to put it differently, control rights may sub-

stitute for necessarily limited cash-flow rights.

To illustrate this in the simplest possible way, let

us return to the basic (fixed-size) model of Chapter 3:

to finance her project, the entrepreneur must borrow

the difference between the investment cost I and her

net worthA. The project succeeds (and then yieldsR)

with probability p, where p = pH if she behaves and

pL if she misbehaves (and then takes private bene-

fit B); otherwise the project fails and yields nothing.

Let us further introduce the possibility of taking an

interim action that

(i) raises the probability of success uniformly by

τ > 0 (so the probability of success becomes

pH+τ orpL+τ , depending on the entrepreneur’s

behavior, if the action is taken, and remains pH

or pL if the status quo action is selected);5 and

(ii) engenders private cost γ > 0 for the entrepre-

neur (or, more generally, the firm’s insiders6).

4. See also Hart (2001) for a clear exposition of the importance of
control rights for financial contracting.

5. Needless to say, τ must not be “too large,” i.e., pH + τ � 1.

6. The quid pro quo between management and employees may
induce the former to internalize some of the latter’s concerns. See,
for example, Pagano and Volpin (2005) for some modeling and
implications of this quid pro quo.

For example, the interim action could consist in

switching to a more routine but also more profitable

strategy,7 severing a long-time relationship with a

collaborator, firing workers, or divesting a division

that management is eager to run. There is then a

tradeoff between profitability and insiders’ welfare.

We assume that this interim action cannot be con-

tracted upon at the initial (financing) stage. By con-

trast, the parties can contract on who is entitled to

decide.8 The choices of p (the moral-hazard dimen-

sion) and of the interim action both exhibit a po-

tential conflict of interest between entrepreneur and

investors. Unlike for the moral-hazard dimension,

though, the choice of the interim action need not be

delegated to the entrepreneur.

We look at whether the choice between this action

and the status quo action is to be allocated either

to investors or to insiders. The modified timing is

described in Figure 10.1, where we indicate with bold

letters the modification to the basic fixed-investment

model of Chapter 3.

The assumption that the profit-enhancing action

is orthogonal to managerial moral hazard, i.e., raises

the probability of success uniformly, simplifies the

analysis since it does not affect the incentive com-

patibility condition: if the profit-enhancing action is

to be taken, then the incentive constraint becomes

[(pH + τ)− (pL + τ)]Rb � B

7. Think of an academically oriented software or biotech entrepre-
neur whose choice of research orientation affects her future job market
opportunities or her intrinsic motivation on the job.

8. As discussed in footnote 2, if the interim action and the status
quo are identified at the contract design stage, the contract can simply
specify which course of action will be selected. In contrast, suppose
that either the payoffs attached to the various actions known at the
initial date are not yet known at this date or that the actions cannot
even be described ex ante. In that case, the players’ interim informa-
tion about the actions and their payoffs must be elicited at the interim
stage. It turns out that in this model a focus on control rights is not
restrictive, although the optimal (complete) contract may involve a ran-
domization over who will have the control right (which does not affect
the qualitative implications derived below).

For other and more sophisticated examples of situations in which
the optimal complete contract takes the form of a simple institu-
tion, see, for example, Aghion and Tirole (1997), Che and Hausch
(1999), Hart and Moore (1999), Maskin and Tirole (1999b), Nöldeke and
Schmidt (1998), Segal (1995, 1999), and Tirole (1999). A broad and very
useful framework for the analysis of the limits on the effectiveness of
complete contracts when these can be renegotiated was developed by
Segal and Whinston (2002), building on Maskin and Moore (1999) and
Green and Laffont (1992, 1994).
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Project costs I.
Entrepreneur
has equity A < I ;
borrows I − A.

• • •
Choice between status quo action
(probability of success is p), and
profit-enhancing action
(probability of success is p +    ).

Financing
stage

•
Entrepreneur’s choice affects
the probability of success: p = pH
(no private benefit) or pL
(private benefit B).

Verifiable profit: R with
probability p (or p +   ),
0 with probability 1 − p
(or 1 − p −   ).τ

Interim
action

Moral-hazard
stage

Outcome
stage

τ

τ

Figure 10.1 Control rights.

or

(pH − pL)Rb � B,

where Rb is the borrower’s reward in the case of suc-

cess. Note that τ does not enter the incentive con-

straint. For this reason, it does not matter whether

the action is selected before (as in Figure 10.1) or

after the managerial moral-hazard stage.

Let us first focus on the interesting case in which

the profit-enhancing action reduces aggregate wel-

fare and is thus first-best suboptimal:

τR < γ.

Suppose that the control right is given to the in-

vestors. Because they share part of the profit and

bear none of the cost, they indeed select the profit-

enhancing action, resulting in pledgeable income:

(pH + τ)
[

R − B
(pH + τ)− (pL + τ)

]

= (pH + τ)
[

R − B
∆p

]

.

Because investors do not earn supranormal profits

in a competitive capital market (they break even),

the NPV is also the entrepreneur’s welfare when rais-

ing funds. This NPV must account for both the in-

crease τ in the probability of success and the entre-

preneur’s cost γ associated with the interim action:

Ub = NPV = (pH + τ)R − I − γ.

The reader may wonder whether the entrepre-

neur and the investors would not want to renego-

tiate from the profit-enhancing action to the total-

surplus-maximizing, status quo action after the

investment has been sunk and before the interim

action is selected. That is, would the Coase Theorem

not imply that the two parties should not anticipate

the profit-enhancing action? There is, however, no

renegotiation since the entrepreneur has no money

to compensate investors for the loss of value on their

claims.9

Suppose in contrast that the entrepreneur does

not relinquish control. BecauseRb � R, τRb < γ, and

therefore the entrepreneur does not pick the profit-

enhancing action. In words, the entrepreneur bears

the entire cost and gets only part of the benefits of

the profit-enhancing action. The pledgeable income

is, as in Chapter 3,

pH

(

R − B
∆p

)

,

and the NPV (i.e., the entrepreneur’s payoff) is

pHR − I > (pH + τ)R − I − γ.
As expected, allocating control to investors reduces

the NPV by γ − τR > 0. But it increases pledgeable

income by τ[R − (B/∆p)].
Suppose now that

pH

(

R − B
∆p

)

< I −A < (pH + τ)
(

R − B
∆p

)

.

Then the entrepreneur has insufficient cash on hand

and can raise funds only by relinquishing the control

right to the investors.10 This first-best suboptimal

9. The entrepreneur might, of course, keep enough wealth (keep
some of her cash on hand A or even receive money from investors
at the financing stage) in order to be able to compensate investors for
surrendering control over the interim action. But then, why would the
entrepreneur not just keep the control right in the first place (which
is what we study next)? Giving the control right to investors to then
buy it back does not alter the basic constraint that the entrepreneur
is facing: she must allow investors to break even on average! We leave
it to the reader to make this loose reasoning more rigorous.

10. Note that we allow only a “0/1 allocation” of the control right.
Optimally, the entrepreneur would want to relinquish control stochas-
tically under the set of inequalities just stated: that is, to give control
to investors with probability x, and to retain control with probability
1−x, such that (pH+xτ)(R−B/∆p) = I−A. A continuous allocation
of control is far fetched in the situation considered here, but is less so
once we consider the extensions developed later in the chapter. First,
the existence of multiple control rights (Section 10.2.2) provides for
a more continuous allocation of control (see Exercise 10.9 for a limit
case of many control rights). Second, the entrepreneur’s real authority
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• •
No financing

I −  ( pH +   )(R − B /    p) Entrepreneur’s
cash on hand A

Financing with transfer
of control to investors

Financing with
entrepreneur control

τ ∆ I −  pH(R − B /    p)∆

Figure 10.2

choice can thus be second-best optimal once imper-

fections in the credit market are accounted for.

Note the strong analogy with the strategy of

costly collateral pledging under moral hazard. In

Section 4.3 we noted that an entrepreneur who has

insufficient pledgeable income may want to boost

pledgeable income by pledging collateral that has

more value to her than to the investors. Costly col-

lateral pledging was thus first-best suboptimal (re-

duced the NPV), but was second-best optimal, as it

allowed the entrepreneur to raise funds. Here, as in

Section 4.3, the entrepreneur cannot commit to re-

turn the full value of the project to the investors and

so there may not be enough pledgeable income to

attract financing. Allocating control to investors en-

ables the entrepreneur to commit, albeit in an inef-

ficient way, to return money to investors.

This reasoning actually provides us with an argu-

ment in favor of shareholder value (see Section 1.8),

or more precisely in favor of “investor value,” since

the model does not distinguish between different

types of investor: a substantial initial investment by

investors requires sufficient pledgeable income and

therefore may force the entrepreneur to relinquish

a right even when this reduces value in a first-best

sense.11

Figure 10.2 summarizes the analysis so far.

Lastly, we note that the allocation of control is a

trivial issue when investor control is first-best opti-

mal, that is, when

τR > γ.

(Section 10.3) varies more continuously, especially if one considers an
environment that is uncertain at the date at which rights are allocated
but less so at the date at which decisions are taken; in this context,
the composition of the board (with more or less independent mem-
bers) also provides for a more continuous allocation of control (as in
Hermalin and Weisbach 1988).

11. Hart (1995b) makes a similar argument when discussing the pos-
sibility of a statutory rule requesting companies to have worker repre-
sentatives on the board. He observes that such a rule may discourage a
company from setting up in the first place, given that it may no longer
lay off workers in the event of an adverse demand shock (p. 687).

In this case, investor control increases both the NPV

from pHR− I to (pH+τ)R− I−γ and the pledgeable

income from pH(R − B/∆p) to (pH + τ)(R − B/∆p).
In words, giving control to investors both facilitates

financing and, when financing occurs, increases the

utility of the entrepreneur, who gains more in re-

duced investors’ stake than she loses through the

loss in control.12

Reinterpretation (going public). As usual, the in-

vestment model can be reinterpreted as one in which

the firm already operates, but must borrow in order

to finance growth prospects. The prediction in this

context is that the entrepreneur may have to surren-

der control in order to be able to finance growth. One

important channel through which entrepreneurs re-

linquish control is the going-public process. Entre-

preneurs often issue new shares with voting rights

and thereby lose the control majority in their firm.13

Conversely, entrepreneurs often prefer to sacrifice

growth and keep control over operating, investment,

and personnel decisions (for example, staying pri-

vate may enable them to select their heirs as succes-

sors; not being able to select one’s heir is akin to the

cost γ in the model).

12. Note, furthermore, that allocating control to the entrepreneur
is not credible anyway: because entrepreneur control results in a first-
best inefficient action, there are gains to transferring control to in-
vestors at the interim stage. Furthermore, investors have cash to com-
pensate the entrepreneur for the loss of control. Hence, entrepreneur
control is always renegotiated away. This is a key difference with the
case of investor control when γ > τR, for which investor control was
inefficient but not renegotiated away as long as the entrepreneur in-
vests her cash on hand in the project.

13. Share dilution is not the only way entrepreneurs lose control
when they go public. As Boot et al. (2005) note, they also lose control
in more insidious ways, due to the regulations they must abide by (re-
strictions on board composition, information disclosure, shareholder
voting rights, and so forth).

In that paper, the cost γ of going public is modeled in a different way
relative to this chapter: Boot et al. assume that the entrepreneur and
the investors have different priors (heterogeneous beliefs) about prof-
itability, but that there is no adverse selection (each party knows the
other party’s beliefs, and they just “agree to disagree”). Thus, the in-
vestors’ preferred action is viewed as suboptimal by the entrepreneur,
who is willing to incur costs in order to retain control.
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10.2.2 Multiple Control Rights

In practice, there are multiple control rights to be

divided between insiders and outsiders: product

design, day-to-day management, long-term strategic

decisions, hiring decisions, mergers, alliance build-

ing, etc. The analysis above is straightforwardly gen-

eralized.14 The intuition derived from the single-

control-right analysis suggests, and this section con-

firms, that, in the presence of multiple control rights,

it is always optimal for the entrepreneur to abandon

all rights for which investor control is first-best op-

timal as well as, possibly, some rights for which it is

not. Again, the optimal split of rights accounts not

only for the value (NPV) impact of the allocation, but

also for its impact on pledgeable income.

More formally, and generalizing the framework of

Section 10.2.1 to multiple rights, suppose there are

K dimensions of decision making and therefore K
rights to allocate. Each right k ∈ {1, . . . , K} is char-

acterized by the uniform increase τk > 0 in the prob-

ability of success and the cost γk > 0 borne by insid-

ers if the course of action is altered in dimension k.

The governance structure is now defined by the al-

location x ≡ {x1, . . . , xK} of formal control rights,

where xk = 1 if investors obtain the control of deci-

sion k andxk = 0 if the entrepreneur retains control.

Let us maximize the NPV (that is, the entrepre-

neur’s utility) subject to being able to secure financ-

ing and to the entrepreneur’s incentive compatibility

constraint:

max
{Rb,x}

{[

pH +
∑

k
τkxk

]

R − I −
∑

k
γkxk

}

s.t.
[

pH +
∑

τkxk
]

[R − Rb] � I −A,

Rb � B
∆p

.

The solution to this program has the following fea-

tures in the interesting case in which the financ-

ing constraint is binding:15 there exists a threshold

14. See Aghion and Tirole (1997) for the derivation in a different
context.

15. Let µ denote the shadow price of the financing constraint. In
the interesting case in which µ is strictly positive, then Rb = B/∆p,
and the derivative of the Lagrangian with respect to xk is equal to
[τkR − γk]+ µτk[R − B/∆p]. The first term is just the (first-best) effi-
ciency of taking the profitability-enhancing stance on decision k, while
the second term reflects the benefits in terms of relaxing the financing

θ < 1 such that investors receive control over deci-

sion k if and only if their relative willingness to pay

for that right exceeds the threshold, that is, if and

only if16

τkR
γk

� θ.

As one would expect, it is optimal for the entre-

preneur to abandon to investors those rights that

matter most to them and for which investor con-

trol will not create large negative externalities on

the entrepreneur.17 Conversely, the entrepreneur

should keep control over decisions that matter most

to her and are unlikely to have a substantial negative

constraint. Clearly, xk = 1 only if

τkR
γk

� 1
1+ µ(1− B/R∆p) .

Note that R � B/∆p (otherwise, the entrepreneur could not borrow)
and so the threshold is smaller than 1.

The financing constraint is in general not satisfied with equality if
the xk are constrained to take values 0 or 1. In order not to leave a rent
to investors, the entrepreneur must in general make the allocation of
the marginal right (that is, the right k0 with the lowest ratio τkR/γk
among the rights granted to the investors) random (0 < xk0 < 1).

The less interesting case, in which the investor breakeven constraint
is not binding (µ = 0), admits solution

xk = 1 if and only if τkR > γk

(ignoring the nongeneric case in which τkR = γk for some k). That is,
the allocation of control is always efficient.

16. This condition is presented in its simpler form; we leave it to
the reader to check that it is equivalent to ordering, for the various
rights, the investors’ benefit from control divided by the entrepre-
neur’s benefit from control and setting a cutoff over which investors
receive control.

17. As in the case of a single control right, we briefly discuss the
possibility of renegotiation: might an allocation of rights that is not
first-best efficient be renegotiated before the control rights are exer-
cised? The only rights for which the allocation is not first-best efficient
(i.e., those with θ � τkR/γk < 1) are rights that are given to investors.
Let us first assume that the entrepreneur has committed her cash on
hand A and borrowed only what is needed to fund the investment
cost, I −A (it turns out to be optimal to do so). Then the entrepre-
neur no longer has any means of payment after securing financing,
the entrepreneur has no way to compensate the investors for relin-
quishing these rights. In other words, there are potential gains from
trade ex post, but these gains cannot be reaped in the absence of com-
pensating transfer (technically, utility is “nontransferable”).

As we noted in the single-control-right case, though, the entrepre-
neur could keep some cash so as to be able to renegotiate and “reac-
quire” some control rights that are initially allocated to investors,
but for which investor control is first-best inefficient (control rights
for which the initial allocation yields the first-best efficient exercise
are not renegotiated since renegotiation cannot deliver ex post gains
from trade). But then, such control rights could be directly allocated
to the entrepreneur. The two constraints in the maximization of the
NPV would still need to be satisfied (in net terms for Rb), and so the
entrepreneur cannot do better by creating scope for renegotiation. We
conclude that the optimal allocation of rights obtained above is not
renegotiated.
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impact on profitability. To give a trivial illustration

of this, consider the CEO’s decision over what to eat

for lunch at the headquarters’ dining room. Share-

holders may have a preference for a fish diet, be-

cause it reduces the CEO’s probability of heart attack

during her tenure very slightly relative to meat. Yet,

one would expect τkR to be very small relative to γk
and so the choice would be left to the CEO. The same

applies to most so-called “personal decisions.”

The entrepreneur’s incentive constraint is then

binding (Rb = B/∆p). Intuitively, the entrepreneur

prefers to pay investors in the “efficient” currency

(cash, which is one-for-one) than in the “inefficient”

one (control rights, whose transfer involves a dead-

weight loss). The conclusions are again analogous

to those reached in Chapter 4 as to the allocation

of costly collateral. There, we saw that the entrepre-

neur prefers to pledge collateral that investors value

relatively most; and, of course, money is the best

collateral.18

An important implication of this analysis is that,

ceteris paribus, firms with stronger balance sheets

(say, with a higher A; see Section 3.2.2 for a broader

definition of balance-sheet strength) abandon fewer

rights. This prediction fits with the evidence. Firms

with strong balance sheets (high initial equity, strong

collateral, safe income stream) obtain financing on

markets, where they relinquish only a few control

rights by including some covenants. Firms with in-

termediate balance sheets relinquish a few more

control rights through more restrictive and exten-

sive covenants when they deal with banks. Firms

with weak balance sheets, such as high-tech start-

ups which have little equity, collateral, and guaran-

teed income, relinquish most control rights to, say,

venture capitalists.

Lerner et al. (2003) analyze the assignment of

what industry practitioners perceive to be the five

key control rights in alliances between small biotech-

nology (R&D) firms and pharmaceutical corporations

in the United States: (1) “management of clinical tri-

als” (the alliance may seek regulatory approval on

a given bioengineered product for a variety of uses,

some of which may compete with the pharmaceu-

tical company’s existing products); (2) “control of

18. A second parallel with collateral pledging is that in both cases
the inefficiency is not renegotiated away.

the initial manufacturing process”;19 (3) “control of

manufacturing after product approval” (the move

of the production to the pharmaceutical company’s

facilities requires an extensive and time-consuming

review by the Food and Drug Administration); (4) “re-

tention of all sales categories for financing firm”

(who gets the right to control marketing by disease

or country); and (5) “ability to exclude the R&D firm

from all aspects of the marketing process.”20

Lerner et al. find that the R&D firm retains more

control rights when it is in a stronger financial posi-

tion; and that projects that are in their early stages

and are thereby presumably subject to more signif-

icant agency costs are associated with more control

rights transferred to the pharmaceutical company.

Lastly, contracts signed at times when little exter-

nal financing can be raised in public equity markets

assign the most control rights to the pharmaceuti-

cal company. All three observations fit well with the

theoretical prediction.

10.2.3 Contingent Rights

Control rights are often contingent on some ob-

servable event. For instance, a start-up entrepre-

neur loses some of her control rights when fail-

ing to meet some targets. Kaplan and Strömberg

(2003, 2004) provide evidence that founders obtain

or retain more control rights as performance im-

proves and, relatedly, have more control rights in

later-stage financings (which occur only if previous

performance was satisfactory, because poor perfor-

mance in early stages may interrupt refinancing).

19. A drug is approved in the United States not as a matter of general
principle, but rather only as manufactured in a particular facility. To
get approval in another manufacturing facility requires an extensive
review process. As a result, whichever party in an alliance in whose
facility the drug is manufactured has an important advantage over his
partner: even if the other party has the contractual right to terminate
the alliance and to manufacture the drug in its own facility, it will be
quite costly for that party to do so.

20. The smaller biotech company, seeking to develop its skills as
a marketing organization (which many perceive as an essential step
in becoming a fully integrated pharmaceutical firm), is often given the
right to sell the drug alongside the pharmaceutical firm. In some cases,
this means that the two firms’ sales representatives sell the drug inde-
pendently in the same territory; in others, that the biotech company’s
sales force plays a support role (e.g., they hire salesmen who provided
technical backup to the pharmaceutical firm’s “frontline” sales force);
in yet others, the firms’ sales forces take the lead in different market
niches (e.g., the biotech firm’s sales force might take the lead while
selling to the military).
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Figure 10.3 Contingent control right.

The transfer of control rights is often made contin-

gent on verifiable variables. For example, the venture

capitalist obtains voting control if the firm’s EBIT

(earnings before interest and taxes) falls below some

amount, or obtains board control if the firm’s “net

worth,” here measured by the cumulative cash flow

to date, falls below some threshold.21 The transfer

of control may also be contingent on nonfinancial

performance variables: tests of product functional-

ity, approval of the new drug by the Federal Drug Ad-

ministration, or patent approval. One mechanism for

the transfer of control is the automatic conversion

provisions (see Black and Gilson 1998; Kaplan and

Strömberg 2003); for example, the venture capitalist

loses his superior control, voting, board, and liqui-

dation rights when the firm completes a “successful”

IPO (its stock sells at a price above some prespeci-

fied threshold) and his convertible preferred stock

and debt are then converted into common stock.

Contingent control rights resemble multiple ones:

the rights to control the same decision in multiple

states of nature are de facto multiple rights (one

right per state). An important insight is, however,

specific to contingent rights: if the right is contin-

gent on some measure of performance, it can act

as a reward and relax the incentive constraint. The

allocation of the control right then contributes di-

rectly and indirectly to securing financing, where the

indirect effect refers to the motivational impact of

the threat of losing control in case of bad perfor-

mance. In general, making control rights contingent

enhances managerial incentives and boosts borrow-

ing capacity.

To illustrate this, consider the choice of a close

collaborator for a software entrepreneur or a restau-

21. Note that earnings and cumulative cash flows are verifiable
accounting variables. Market values cannot be used as contingencies
for unlisted companies.

rant owner. Suppose that hiring a friend (or a family

member) of the entrepreneur provides for a more

pleasant work environment for the entrepreneur,

while hiring a stranger with slightly better qualifi-

cations or a sharper profit focus would increase the

probability of success. It may then make sense to let

the entrepreneur pick her close collaborator, and if

targets are not met (e.g., short-term losses are regis-

tered) to authorize the investors to replace the col-

laborator. Venture capital contracts discussed above

provide another motivation.

Suppose that the control right is exercised after

the entrepreneur’s choice of effort and after a sig-

nal about entrepreneurial performance accrues (see

Figure 10.3).

The signal can be high (H) or low (L). For effort

i (high if the entrepreneur behaves or low if the

entrepreneur misbehaves), the probability of signal

j is σij . As in Chapter 8, let us simplify the analysis

by assuming that the signal is a sufficient statistic

for learning about entrepreneurial effort; that is, the

final outcome conveys no further information (be-

yond that contained in the signal) about the choice

of effort. We know that the entrepreneur should be

rewarded only as a function of the realization of the

signal.22 Let Rb denote the entrepreneur’s reward in

the case of a high signal (the reward is optimally set

equal to 0 in the case of a low signal).

With noncontingent investor control, the entrepre-

neur’s incentive compatibility constraint is

(σHH − σLH)Rb � B,

since she bears cost γ regardless of the realization

of the signal. So, with a noncontingent control right

22. We could, therefore, have omitted the signal and made the al-
location of the control right contingent on the outcome; this requires,
however, that the decision is taken after the outcome is realized, which
is less natural unless the outcome itself stands for an intermediate
performance.
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allocated to the investors,23 the pledgeable income

is

(pH + τ)R − σHH

[

B
σHH − σLH

]

.

With contingent control, the entrepreneur both is

rewarded and retains control in the case of a high

signal (i.e., she both receives Rb and avoids cost γ
when the signal is high), and so the incentive con-

straint becomes

(σHH − σLH)(Rb + γ) � B.

A contingent control right thus yields pledgeable in-

come

(pH + σHLτ)R − σHH

[

B
σHH − σLH

− γ
]

.

Contingent control therefore increases the pledge-

able income and facilitates financing relative to non-

contingent control allocated to investors if and only

if
σHHγ > (1− σHL)τR or γ > τR.

This is nothing but the condition under which

investor control is first-best suboptimal. This is no

“coincidence”: starting from noncontingent control,

allocating control to the entrepreneur in the case of

a good signal increases, in that state, her payoff (in

absolute terms but also relatively to the low signal

case) by γ but reduces the expected revenue by τR.

This explains why first-best suboptimality is also the

condition under which contingent control increases

pledgeable income in this simple model.

Finally, note the strong analogy with the treatment

of contingent collateral in Section 4.3.4, where we

show that collateral is optimally pledged in the case

of failure. This analogy is not fortuitous. When in-

vestor control destroys value, allocating control to

investors is like allocating collateral that is valued

more highly by the borrower than by the investors. In

both cases, a contingent allocation boosts borrower

incentives and reduces the agency cost.

10.2.4 Control Rights and the Protection of
Noncontractible Investments

The analysis so far has focused on the connection

between the allocation of control and the entrepre-

neur’s borrowing capacity. The literature on control

23. A noncontingent control right allocated to the entrepreneur
yields a lower pledgeable income.

rights, in contrast, has often emphasized the rela-

tionship between the protection of specific invest-

ments, i.e., investments that are valuable only if they

are used in the context of a specific relationship

between two parties, and asset ownership, where

asset ownership confers the right to determine the

use of the asset (see, primarily, the work of Gross-

man and Hart (1986) and Hart and Moore (1990), as

well as that by Klein et al. (1978) and Williamson

(1985)).24

A typical environment in that literature involves

a bilateral relationship between a “buyer” and a

“seller” who sink noncontractible relationship-spe-

cific investments.25 There are two key themes:

• Having control over assets that are used to cre-

ate value within the relationship allows their owner

to threaten to take the assets away and deal with a

third party (another seller if the owner is a buyer,

another buyer if the owner is a seller). The existence

of such “outside options”26 enables the owner to

bargain for a larger share of the total surplus if the

two parties need to renegotiate during the course of

their relationship. That is, the allocation of control

affects the sharing of the pie in the event of future

renegotiation.

• The sharing of the surplus matters in partic-

ular if one or two parties to the relationship sink

specific investments. The specific-investment-based

theory of asset ownership has repeatedly stressed

that asset ownership boosts the owner’s incentive

to invest.27

24. Applications of the specific-investment theory of control rights
to cash-constrained entrepreneurs and innovation include Aghion and
Tirole (1994) and Lerner and Malmendier (2005).

25. In applications, who is the “buyer” and who is the “seller” is
sometimes a matter of convention. The theory is, however, often mo-
tivated by examples of a supplier of an input (e.g., automobile parts)
to a downstream producer (e.g., car manufacturer).

26. A corporate finance example of the exercise of an outside option
is the replacement of the current CEO by a new CEO by the board of
directors. (Who is the “buyer” and who is the “seller” are questions
of semantics (see previous footnote). The board of directors acts on
behalf of investors who are the suppliers of capital. The CEO is the
supplier of managerial skills and effort.)

27. We have shown earlier in the chapter that lenders have more
incentive to invest in the firm if they receive the control rights. A dif-
ference with the result mentioned here is that Section 10.2.1 assumed
that the lenders’ specific investment (I − A) can be contracted upon.
The holdup literature, in contrast, assumes that specific investments
cannot be contracted upon, but in general does not rely on the exis-
tence of cash constraints.
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This section, in contrast, ignores threats of trad-

ing with alternative parties;28 rather, it analyzes the

impact of the allocation of control on the borrower’s

incentive to come up with improvements to the orig-

inal project. (Section 10.3 will further the analysis of

managerial initiative by stressing the role of infor-

mational asymmetries rather than that of the alloca-

tion of control.)

Suppose that, in the model of Section 10.2.1, the

idea leading to a potential modification of the initial

project does not come out of the blue, but rather

necessitates managerial initiative. As indicated in

Figure 10.4, the borrower must sink some unobserv-

able, private cost c in order to come up with an al-

ternative to the status quo. For simplicity, only the

borrower can find a relevant alternative.

In the absence of managerial initiative (the bor-

rower does not spend c), the status quo prevails:

the probability of success is p = pH or p = pL de-

pending on the borrower’s later behavior. Manage-

rial initiative results in the possibility of modifying

the initial project. This possibility becomes common

knowledge as it arises.29 The modification, however,

comes in two versions.

Borrower-friendly version: relative to the status quo,

the modification increases the probability of suc-

cess by τb and creates a private benefit −γb > 0

for the borrower;

Lender-friendly version: the modification increases

the probability of success by τl and creates a

28. While much of the literature has focused on the interaction be-
tween control and outside options, there have also been a number of
contributions analyzing the allocation of control when control rights
do not boost the value of these outside options; recent entries along
the latter line include Aghion et al. (2004) and Hart and Moore (2004).

29. If only because the borrower has to exposit it if she wants in-
vestors to act upon it or to renegotiate.

private benefit −γl for the borrower, with τl >
τb > 0 and (−γb) > (−γl) > 0.

Note that the insiders’ “cost” from the profit-

enhancing action is now a benefit. This assumption

guarantees that the entrepreneur is made better off

when coming up with a possible modification, even

though the latter becomes common knowledge (and

thereby could hurt the entrepreneur in the absence

of this assumption).

At the interim action stage, the choice of ver-

sion may be the object of renegotiation if both par-

ties can benefit from it. That is, if the privately

optimal choice of version by the party in control

is collectively inefficient (and so there are poten-

tial gains from renegotiation) and if the other party

has the means to compensate the former for the

change of version, then renegotiation occurs. Note

that, since there are only two versions, it does not

matter whether the interim action (the choice of ver-

sion) becomes contractible at the interim stage or

not: renegotiation can indifferently take the form of

a transfer of control or of the specification of a par-

ticular version if feasible. We will assume that the

entrepreneur then has the bargaining power (makes

a take-it-or-leave-it offer to investors).30

Let us make the following three assumptions.

• In the relevant range of rewards Rb (i.e., rewards

that are consistent with the investors’ breakeven

condition), the borrower ranks the borrower-friendly

version over the lender-friendly version (from our

previous assumptions, both are preferred to the sta-

tus quo):

τbRb − γb > τlRb − γl > 0.

30. This is indeed an assumption, since it is not implied by the
fact that investors are competitive (and therefore have no bargaining
power) ex ante.
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We already know that lenders prefer the lender-

friendly version to the borrower-friendly version,

and the latter to the status quo:

τl > τb > 0

(and so the lenders benefit from managerial initia-

tive even if the borrower-friendly version is imple-

mented). Thus, both parties want to move away from

the status quo, but they disagree on the version.

• Investor control is ex post (first best) optimal

and initiative is desirable:

τlR − γl > τbR − γb > c.

• For expositional simplicity, we focus on con-

tracts that specify an incentive-compatible stake

Rb � B/∆p. As footnotes will indicate as we pro-

ceed through the analysis, this focus involves no

loss of generality. (Furthermore, the reader may

ignore ex post moral hazard by setting B = 0 if

(s)he wants. This section is primarily focused on the

agency cost associated with noncontractible man-

agerial initiative.)

Even though investor control is ex post efficient,

we will show that investor control may not be desir-

able, and that, for given stakes, investors may even

be worse off from having control.

First, note that if the borrower comes up with a

potential modification, the selected version is always

the efficient, lender-friendly one:

Investor control. Investors, when having control,

choose the lender-friendly version, which is not

renegotiated because there are no gains to renego-

tiation. The borrower demonstrates initiative if and

only if31

τlRb − γl � c.

31. How would this analysis be altered if Rb < B/∆p? In the ab-
sence of initiative, the contract might be renegotiated to be incentive
compatible (R′b � B/∆p) with pH(R − R′b) = pL(R − Rb) (recall that
the borrower has the bargaining power in renegotiation). Similarly, un-
der borrower initiative, the contract might be renegotiated to R′′b such
that (pH + τl)(R − R′′b ) = (pL + τl)(R − Rb). Furthermore, renegoti-
ation occurs in the absence of initiative if it occurs in its presence.
Suppose, first, that there is renegotiation in both cases. The borrower
then spends c if and only if

(pH + τl)R′′b − γl − c � pHR′b or (τlR − γl)− c � τl(R − Rb),

which is the same condition as when Rb � B/∆p. If renegotiation fails
in the presence of initiative, but occurs in its absence, then the incen-
tive to demonstrate initiative is even smaller.

As usual, the entrepreneur’s utility is equal to the

total value minus what is appropriated by the in-

vestors. So, we can rewrite this condition in terms of

a comparison between the increase in NPV brought

about by initiative, (τlR − γl)− c, and the investors’

“free-riding benefit,” τl(R − Rb), namely, the extra

rent that they automatically enjoy when the bor-

rower spends c:

(τlR − γl)− c � τl(R − Rb).

Entrepreneur control. Without initiative, the entre-

preneur obtains pHRb.

With initiative, the entrepreneur can use her con-

trol over versioning to offer to choose the lender-

friendly version against a higher stake R′b > Rb in

the case of success.32 Knowing that the borrower

chooses the borrower-friendly version if they refuse

the offer, the lenders accept to renegotiate as long

as33

(pH + τl)(R − R′b) � (pH + τb)(R − Rb).

The borrower thus chooses the highest valueR′b such

that this inequality is satisfied. And so the borrower

obtains utility

(pH + τl)R′b − γl − c
= (pH + τl)R − γl − (pH + τb)(R − Rb)− c.

The borrower demonstrates initiative if and only

if this utility exceedspHRb, which can be written as34

(τlR − γl)− c � τb(R − Rb).

32. The entrepreneur could also ask for a lump-sum (not
performance-based) payment over and above Rb. This does not alter
the analysis when Rb � B/∆p and is dominated if Rb < B/∆p.

33. The borrower would like to threaten to choose the status quo
(τ = 0) if the investors refuse to renegotiate, so as to force the latter to
make even more concessions. This threat, however, is not credible, as
it is indeed in the borrower’s interest to choose the borrower-friendly
version when the renegotiation has failed.

34. Again, let us check that this condition is unaltered if the initial
contract specifies a stake that is not incentive compatible: Rb < B/∆p.
In the absence of initiative, the contract may be renegotiated to an
incentive-compatible level R′b such that pH(R − R′b) = pL(R − Rb), in
which case the borrower’s utility becomes pHR′b.

In the presence of initiative, the contract may be renegotiated to R′′b
such that (pH+τl)(R−R′′b ) = (pL+τb)(R−Rb). As in footnote 31, one
can sequentially consider the situation in which renegotiation occurs
in both cases, and that in which it occurs only in the absence of ini-
tiative. In the former case, for example, the borrower’s utility is then
(pH+τl)R−γl−(pL+τb)(R−Rb)−c. The borrower is willing to spend
c provided that (τlR − γl)− c � τb(R − Rb).
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To sum up, total value in the absence or presence

of initiative is unaffected by the allocation of con-

trol since under borrower control there is renegotia-

tion to implement the version that yields the highest

NPV.35 What is altered by the allocation of control is

the extent of investor free riding on the borrower’s

initiative: for all Rb,

τb(R − Rb) < τl(R − Rb).

Put differently, the borrower appropriates more of

the return on her noncontractible investment when

she has control over the decision.36

Finally, we show that entrepreneur control may

increase pledgeable income and thereby facilitate fi-

nancing.37 Focusing on initiative-inducing contracts

(which, as noted in footnote 36, also solve ex post

moral hazard if B is small enough),38 investor con-

trol is inconsistent with borrower initiative and

funding if

(pH + τl)(R − Rb) < I −A (10.1)

for all Rb such that τlRb − γl � c.

By contrast, entrepreneur control is consistent

with borrower initiative and funding provided that

(pH + τb)(R − Rb) � I −A (10.2)

for some Rb such that (τlR − γl)− c � τb(R − Rb).

35. This is actually a general result: renegotiation always leads to
an ex post efficient outcome when the party under whose control the
outcome is efficient has cash, that is, is not wealth constraint (and
there is no asymmetry of information).

36. Note that if ex post moral hazard is small, i.e., B satisfies

c + γl

τl
>
c − (τl − τb)R + γl

τb
>

B
∆p

,

the stakes Rb that generate initiative are also ex post incentive com-
patible, i.e., satisfy (∆p)Rb � B.

37. Note the strong analogy with the basic moral-hazard model first
developed in Section 3.2. There, we saw that an increase in the entre-
preneur’s stake directly hurts investors, but indirectly benefits them
through enhanced managerial effort. Here, and similarly, entrepre-
neurial control directly hurts investors, but boosts entrepreneurial ini-
tiative. Like that of a higher managerial compensation, the net effect
of entrepreneur control may be to boost pledgeable income, that is, to
benefit investors.

38. With an ex ante competitive capital market, the lenders obtain
no surplus, and so the entrepreneur receives the NPV. The issue is
therefore how to induce initiative while generating enough pledgeable
income to secure funding.

Finally, we could consider the case in which investors have (at least
some) bargaining power at the renegotiation stage. Investors would
still break even because the extra gains from renegotiation (which ex-
ist provided that the entrepreneur keeps enough motivation to demon-
strate initiative) are competed away in the ex ante capital market.

Conditions (10.1) and (10.2) are consistent pro-

vided that

(pH + τl)
(

R − c + γl

τl

)

< (pH + τb)
(

τlR − γl − c
τb

)

⇐⇒ τlR − γl > c,

which is the condition that initiative increases NPV.

Remark (ex post efficient investor control). We have

assumed that investor control is ex post efficient.

The analysis of the case in which entrepreneur con-

trol is ex post efficient is similar, with the follow-

ing twist: when investors have control and there-

fore choose the inefficient version in the absence of

renegotiation, renegotiation may not result in the ef-

ficient transfer of control to the entrepreneur (or,

equivalently, an agreement on the efficient version).

Indeed, the entrepreneur has no cash. She can offer

a reduction of her stake from Rb to R′b � 0, but this

reduction (a) may not be sufficient to compensate in-

vestors or/and (b) may demotivate the entrepreneur

(if (∆p)R′b < B). Thus, renegotiation may be ineffi-

cient, unlike in the case considered here.

Remark (another perverse effect of investor control).

Exercise 10.5 develops a different reason why in-

vestor control may make financing more difficult.

In that exercise, the investors’ exercise of control

occurs simultaneously or after the entrepreneur’s

choice of effort and demotivates the entrepreneur by

engaging in “damage control” (increasing the proba-

bility of success in the case of misbehavior at a pri-

vate cost to the entrepreneur). The entrepreneur is

then more tempted to misbehave; her stake must

therefore be increased, which leads to a reduction

in pledgeable income.

10.3 Corporate Governance and
Real Control

Often players without formal control rights actually

enjoy substantial control over their organizations.39

To give two standard examples in the corporate fi-

nance area, it is well-known that boards of direc-

tors often rubber-stamp the top management’s de-

cisions, and that large minority shareholders often

39. This section is influenced by my joint work with Philippe Aghion
(Aghion and Tirole 1997) on formal versus real authority.
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decide for the majority group of smaller ones. The

allocation of formal control thus cannot be the full

story: there is “separation between ownership and

control.”

Leading theories in corporate finance do not al-

ways make a clear distinction between formal and

real control. Rather, they often assume that man-

agement has the formal right to select various deci-

sions such as long-term investments, dividends and

retained earnings, new debt and other securities is-

sues, the CEO’s successor, and takeover defenses.

These assumptions are, for the most part, factually

inaccurate: in practice, management needs to refer

to higher authorities (board, general assembly) for

permission concerning many of these decisions.40

The assumptions are also partly nonintuitive. To the

extent that the governance structure is in charge of

controlling management, it would seem that man-

agement would face strong conflicts of interest, in

particular when making decisions that affect the

firms’s corporate governance.

This is not to say that management does not have

a substantial influence on such decisions in prac-

tice. It does. Managers enjoy much power, though,

in part because they have proprietary information

that often enables them to get their way. So, while

shareholders have formal control over a number of

decisions, managers often have real control.

If managers end up making the decisions in the

end, would it not be appropriate to assume directly,

in “reduced form,” that they have formal control?

The answer is, in general, “no.” By presuming that

management decides, one is unable to analyze two

key aspects of the corporate governance debate:

• first, the allocation of formal control rights

(why must management defer to shareholders for

some decisions, but not others? how is the alloca-

tion of control rights influenced by the firm’s bal-

ance sheet?); and

• second, the impact of corporate governance in-

stitutions on managerial effective/real control over

40. For example, corporate charter defenses (including staggered
boards, supermajority rules, and so forth) require shareholder ratifi-
cation. Poison pill plans may be adopted without shareholder approval,
but they must still be approved by the board of directors (and can later
be removed by shareholders through a vote). For an institutional back-
ground on takeovers, see Section 1.5, as well as Jarrell et al. (1988) and
Shleifer and Vishny (1988).

decisions (when formal control is given to investors,

as is the case for many key decisions, the extent of

actual control enjoyed by management is a function

of the presence and incentives of active monitors, of

the divergence of objectives among investors, and so

forth).

It is preferable to start from first principles and

then derive the conditions under which management

gets its way either by procedural design or by lack

of alternative for its principals.

10.3.1 Heuristics

To illustrate the benefits of starting from first princi-

ples, let us discuss the extent of real control by man-

agement. Assume that a number of actions are avail-

able, but that an action away from the status quo

and chosen at random would have disastrous con-

sequences. Only one action besides the status quo

is “relevant” and it is ex ante unknown which action

that is. Indeed, all actions ex ante look alike. Formal

control belongs to investors (this can be justified, for

example, by assuming that there is another action,

which is preferred to all others by the entrepreneur

and is disastrous for investors, i.e., it does not gen-

erate enough pledgeable income for the investors to

break even).

Let us generalize the model of Section 10.2.1

slightly by assuming that

(a) the values of the increase, τ , in the probability

of success and the cost, γ, to the insiders are

random and unknown at the date of contracting;

(b) these values can be positive or negative,

τ ≷ 0 and γ ≷ 0.

A negative τ means a profit-decreasing action, and

a negative γ refers to a private benefit for the entre-

preneur (beyond B, that obtained by shirking). As-

sume that the initial contract, besides allocating for-

mal control to investors, specifies a compensation

Rb for the entrepreneur in the case of success.

Suppose in a first step that the entrepreneur

learns which is the relevant action as well as its pay-

off characteristics {τ,γ} at the interim stage, and

that investors learn nothing. The entrepreneur can

propose the action to investors (the description of

the action, by itself, reveals no information about the

values of τ and γ as all actions are identical in the
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eyes of investors), and will do so if the action yields

the entrepreneur a payoff superior to the status quo

action, that is, if

τRb − γ � 0.

Should investors then rubber-stamp the entrepre-

neur’s proposal (without knowing τ and γ) or refuse

to go along with it, resulting in a deadlock? Since

they bear or receive none of the private cost or ben-

efit γ, investors try to figure out whether the pro-

posed action is on average profit enhancing. To this

purpose their only piece of information is that it is in

the interest of the entrepreneur to recommend the

action, i.e., that the entrepreneur prefers the action

to the status quo. Investors therefore rubber-stamp

if and only if

E(τ | τRb − γ � 0) � 0. (10.3)

Condition (10.3) implies that the key to managerial

real control is congruence. As we now show, the

higher the power of the managerial incentive scheme,

the more likely it is that investors will go along with

the entrepreneur’s proposal: for any joint distribu-

tion of {τ,γ}, the left-hand side is positive when the

entrepreneur’s stake is Rb provided it is positive for

some stake R′b < Rb. To see this, it suffices to repre-

sent the set defined by τRb � γ in the {τ,γ}-space.

An increase in the entrepreneur’s stake from R′b to

Rb adds to this set only points with τ > 0 and sub-

tracts only points with τ < 0 in Figure 10.5.

We can now discuss the impact of the strength

of the balance sheet on the separation of owner-

ship and control. We measure this strength by the

entrepreneur’s cash on hand A. As discussed in

Chapter 3, other measures of balance-sheet strength

include the two measures of moral hazard—the pri-

vate benefit B and the likelihood ratio ∆p/pH—and

the market interest rate when it is not exogenously

fixed.41 These other indicators would lead to the

same conclusions. A firm with a strong balance sheet

(a high A) must pay back less to investors; thus Rb

is large and so the entrepreneur enjoys much real

control over decisions.42 Conversely, a firm with a

weak balance sheet (a low A) has a low Rb and there-

fore a low congruence between the entrepreneur and

investors. This will result in frequent deadlocks, as

one would expect.

This brings us to a discussion of active monitor-

ing. When deadlocks are frequent, an active monitor

who can bring further information to bear on the

decision, may break deadlocks and therefore be par-

ticularly helpful, as argued by Burkart et al. (1997)

(who, citing Franks et al. (1996), note that ownership

concentration in the United Kingdom increases dur-

ing periods of financial difficulty).

Suppose that an active monitor collects at a cost

a signal σm about the quality of the entrepreneur’s

proposal, and that this active monitor has interests

that are congruent with those of other investors, so

that his recommendation to rubber-stamp or veto

the entrepreneur’s proposal is trusted by the latter.

The signal σm contains information about the values

of τ and γ (technically, it refines the investors’ in-

formation partition). Thus, combined with the infor-

mation conveyed by the fact that the entrepreneur

recommends moving away from the status quo, it al-

lows investors to make a better-informed decision.

41. Collateral and income prospects are other indicators of the
strength of a balance sheet.

42. In the model, there is a single decision and so the entrepreneur
enjoys either full or no control over this decision. More generally, we
could envision multiple decisions with different characteristics (differ-
ent joint distributions over τ and γ), or equivalently a single decision
to be taken in different states of nature (some information about the
joint distribution over τ and γ could be learned by investors after the
initial financing stage but before they choose whether to rubber-stamp
the proposal). There would then be a broader range of degrees of real
control.
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The criterion for rubber-stamping the proposal is43

E(τ | τRb − γ � 0, σm) � 0.

In the next subsection, we will refer to the exis-

tence of such a monitor as “relationship lending”

(see Chapter 9). By contrast, the absence of a monitor

will be referred to as an “arm’s-length relationship.”

When the monitor does not have a majority of vot-

ing shares and has a conflict of interest with the

other investors (for example, because the decision

may affect one of his affiliated entities, or because

the monitor certified the initial financing to the other

investors in the first place and may want to try to

cover up his mistake or else because the monitor

may collude with the entrepreneur), the other in-

vestors should assess their relative congruence with

the entrepreneur and the monitor for the type of

decision at stake.

10.3.2 Strength of the Balance Sheet and
Corporate Governance

This section provides a formal analysis of the ques-

tion just posed: is a firm with a strong balance sheet

more or less likely to resort to relationship lending?

10.3.2.1 Determinants of Trust and Monitoring

We first demonstrate two results:

(i) A stronger balance sheet leads to a less conflict-

ual relationship with (more rubber-stamping by)

arm’s-length lenders.

(ii) Relationship lending is associated with a weak

balance sheet.

To show this, suppose that the firm has enough

pledgeable income under an arm’s-length relation-

ship provided that investors have control (otherwise

an arm’s-length relationship is not an option, mak-

ing result (i) vacuous).

43. While I am unaware of general results to this effect, it is straight-
forward to construct robust examples where, say, a small reduction
in net worth calls for the presence of an active monitor. The next
subsection studies one such environment. Here note simply that,
for a continuous joint distribution over {τ,γ}, the pledgeable in-
come is continuous in Rb (with or without active monitoring). In con-
trast, in the absence of active monitoring, the NPV jumps down when
E(τ | τRb − γ � 0) = 0 and Rb decreases slightly. So, under regularity
conditions, if active monitoring is almost optimal before Rb decreases,
then it becomes strictly optimal after the decrease.

Arm’s-length relationship. In the absence of active

monitoring, the entrepreneur’s net utility (also equal

to the NPV) is

Ub = pHR − I
if managerial proposals are turned down (deadlock),

and

U+b (Rb) = pHR − I + E(τR − γ | τRb − γ � 0)

× Pr(τRb − γ � 0)

if they are embraced (rubber-stamping). Because

managerial proposals are accepted when

E(τ(R − Rb) | τRb − γ � 0) � 0,

U+b (Rb) > Ub, for all such Rb.

Put differently, rubber-stamping cannot hurt inves-

tors who always have the option not to go along with

the entrepreneur’s recommendation; and it always

benefits the entrepreneur, who makes a recommen-

dation only if its acceptance benefits her. Because

rubber-stamping requires mutual consent, the action

can only increase value in expectation, if not neces-

sarily in each of its realizations. Let R̄b denote the

minimum managerial stake such that investors trust

managerial proposals; it is defined by

E(τ | τR̄b − γ � 0) = 0;

we assume that B/∆p < R̄b < R.44

The investors’ gross payoff (see Figure 10.6) as a

function of Rb is

P(Rb) = pH(R − Rb)

+max{0, E(τ(R − Rb) | τRb − γ � 0)

× Pr(τRb − γ � 0)}.
The first term on the right-hand side of this equa-

tion is the only term in the deadlock region; it de-

creases linearly with Rb. The second term’s varia-

tion with Rb is complex, but it can easily be shown

that this second term increases with Rb when in-

vestors have a weak preference for rubber-stamping,

that is, in the left part of the no-deadlock region

in Figure 10.6. Accordingly, the pledgeable income

need not be a monotonic function of entrepreneurial

compensation.

44. If R̄b < B/∆p, then investors always go along with managerial
proposals in the relevant range (Rb � B/∆p). The analysis is then
straightforward.
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Figure 10.6

The borrower’s stake Rb is the highest value

R∗b (A) that enables investors to break even. If two

stakes lead to the same expected investor income,

the higher of the two makes the entrepreneur better

off both because it directly yields her more income in

the case of success and because it gives her more real

authority. So, for example, for initial wealth A2, the

stake is R2
b. The value R∗b (A) is an increasing func-

tion of A. As seen in Figure 10.6, managerial propos-

als are accepted only when Rb � R̄b.

The borrower’s utility is U+b = U+b (R
∗
b (A)) for

A � A∗, and is increasing in A. For A < A∗, the

borrower’s net utility, Ub, is independent of A. This

proves result (i).

Relationship lending. Relationship lending may be

beneficial for two reasons. The first, emphasized in

Chapter 9, is that a tight relationship with a large in-

vestor reduces moral hazard and may be the only

way for the firm to harness sufficient pledgeable

income and thereby secure financing. The second,

stressed here, is that relationship lending facilitates

decision making in a situation in which investors are

suspicious of the borrower’s motivation.

To simplify the analysis, let us assume that an

active monitor, by spending monitoring cost c, has

access to the same information as the borrower

concerning potential project modifications. More

precisely, to prepare for his monitoring task, the

monitor must spend the cost c upfront, that is,

before being presented with a proposed modifica-

tion; he can then assess the modification’s profitabil-

ity once the entrepreneur comes up with a sugges-

tion. Provided that the monitor is given enough of a

stake in success to be incentivized to learn about

such modifications, the initial project is amended

when τ � 0. The borrower’s utility in the presence of

an active monitor (and assuming there is no scarcity

of monitoring capital and so the total cost of em-

ploying an active monitor is c)45 is

Ua
b = pHR − I + [E(τR − γ | τ � 0) · Pr(τ � 0)− c].
This utility is independent of A. In contrast, we

have seen that under an arm’s-length relationship,

U+b is increasing in A. For A large (close to I), an

arm’s-length relationship is optimal. More generally

there exists A∗∗ such that an arm’s-length relation-

ship is optimal if and only if46 A � A∗∗. This proves

result (ii).

10.3.2.2 Application to Disclosure

The same logic implies that the entrepreneur will

need to supply more information to investors as the

balance sheet deteriorates and this deterioration is

observed by investors (an unobserved degradation

by definition does not raise concerns with investors).

Disclosure may be formalized in two ways: an

overall “ex ante” disclosure policy and an “ex post”

spontaneous disclosure, where “ex post” refers to a

situation in which the entrepreneur already knows

the proposal’s characteristics (τ,γ). For simplic-

ity, let us restrict attention to the case of ex ante

disclosure.47 Suppose that setting up a disclosure

mechanism costs c (transaction costs, involuntary

45. Recall from Chapter 9 that monitors, even if they are competi-
tive, may enjoy a rent. That is, their return may exceed that justified
by their contribution to the initial investment and the monitoring cost.
We have assumed that monitors have enough cash on hand that they
do not enjoy such scarcity rents.

46. If Ua
b < pHR− I, then A∗∗ = I −pH(R−B/∆p); A∗∗ ∈ (A∗, I) if

Ua
b > Ub.

47. Ex post disclosure could, for example, be modeled as in Dewa-
tripont and Tirole (2005). In that paper, the agent with private infor-
mation (the entrepreneur here) can at a cost disclose decision-relevant
information that, also at a cost, can be assessed by the decision maker
(here the investors); she can also disclose “cues” (information that has
no direct bearing on the decision at hand, but is useful to assess the
congruence between the two parties). In particular, the informed agent
can either disclose information (provide information that helps the de-
cision maker to assess his payoff from the proposed course of action),
or put no effort into communication and rely on the decision maker to
rubber-stamp the proposal. Communication does not increase mono-
tonically with congruence. The agent with private information does
not disclose information when congruence is high: she knows that the
decision maker will rubber-stamp and therefore takes him for granted.
By contrast, the agent discloses information when congruence is lower.
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disclosure of strategic information to competitors

and so forth), but supplies investors with useful

information to evaluate the managerial proposals.

Adopting a disclosure policy is then equivalent, in

the previous analysis, to going for relationship lend-

ing, rather than keeping an arm’s-length relation-

ship. We can thus conclude that firms that need

to raise funds or renegotiate existing loans will en-

gage in more disclosure when having an (observably)

weaker balance sheet. Put differently, firms will dis-

close more in bad times than in good times.

10.3.2.3 Managerial Initiative

Let us now assume that ideas for a new course of

action do not arise exogenously; rather, they require

entrepreneurial initiative. Initiative can be measured

by the probability that the entrepreneur comes up

with a proposed change in the course of action; this

probability is now endogenous and smaller than 1,

and can be expected to be influenced by the pres-

ence of a monitor who collects information about

the investors’ benefit from moving away from the

status quo. In general, the monitor will collect more

information if he has a higher stake in the firm. The

following result (due to Burkart et al. 1997) can also

be obtained.

(iii) Entrepreneurial initiative decreases with the

ownership share of the monitor when the entre-

preneur has real authority in the absence of

monitoring.

The intuition for this result, developed in more

detail in Section 10.6, is that an increase in the mon-

itor’s share enhances the latter’s incentive to acquire

information about the profitability of the entrepre-

neur’s proposal. If the entrepreneur enjoys real au-

thority in the absence of monitoring, the resulting

increase in the intensity of monitoring results in a

higher likelihood that the proposal be overturned or

modified and thus in a lower payoff associated with

coming up with proposals in the first place.48

48. The reader will here note the analogy with the treatment of spe-
cific investments and the allocation of control rights in Section 10.2.4.

A well-known paper stressing the potentially negative impact of a
principal’s information on an agent’s effort is Crémer (1995), who em-
phasizes a different reason why monitoring may reduce an agent’s
effort (see also Riordan’s (1990) early work on the topic). In Crémer’s
multiperiod model, a principal has more difficulty in committing to a

Note that result (iii) relies on the interests of the

entrepreneur and the investors being ex post disso-

nant with regards to the monitoring decision, that

is, on the entrepreneur having real authority in the

absence of monitoring and therefore losing control

over the decision on when the active monitor be-

comes informed. By contrast, if the entrepreneur

does not enjoy real authority in the absence of mon-

itoring (her suggestions are rejected), then monitor-

ing necessarily enhances initiative, because monitor-

ing creates at least some probability that a sugges-

tion be accepted.49

10.3.3 Private Benefits of Large Shareholders

Students of corporate finance are sometimes sur-

prised by the frequent assertion that a holder of a

large minority stake (10 or 20%, say) “controls” the

firm. Relatedly, large blocks (which, incidentally, are

seldom broken up) sell at a premium relative to the

market price of individual shares, as was shown by

Barclay and Holderness (1989) for blocks of at least

5% of common stocks listed on the New York Stock

Exchange or the American Stock Exchange. Formal

control is normally associated with a majority of

voting rights, and the conventional wisdom regard-

ing large minority blockholdings must be associated

with a different channel of control.

There are several reasons why a block share may

be valuable in firms without a majority shareholder.

First, when shareholders’ interests diverge, coali-

tions must be formed in order for the board to make

a decision. A large blockholder may be uniquely

placed to be part of this coalition and may derive

threat of kicking out the agent in a case of poor performance when he
is better informed about the underpinnings of this performance. The
framework is one of moral hazard, unknown agent ability and non-
commitment: the agent exerts effort that together with an unknown
ability (plus perhaps exogenous noise) results in a first-stage observ-
able performance. The principal may then keep the agent or fire her.
The principal may or may not become informed about the agent’s abil-
ity at the end of the first stage. If he becomes informed, the decision
over whether to retain the agent depends only on this observed ability
and therefore not on performance, which reduces the agent’s incentive
to exert effort in the first place. Thus, being informed may well hurt
the principal in a noncommitment environment.

49. This point is reminiscent of the discussion in Section 9.4 as
to whether the presence of an active monitor facilitates refinancing.
There, we saw that if refinancing is a sure thing when starting with an
arm’s-length relationship, then the presence of an informed monitor
necessarily reduces the probability of refinancing, while the reverse
holds if an arm’s-length relationship does not allow refinancing.



404 10. Control Rights and Corporate Governance

some benefits, e.g., a cash transfer or an increase in

ownership stake, in the formation of a majority coali-

tion (Zwiebel 1995). Similarly, a large blockholder

may be courted by the raider in a takeover attempt.

Second, there may be a serious failure of corporate

governance. For example, a large shareholder may

collude with management to let the management

pursue value-decreasing policies in exchange for,

say, below-market transfer prices with a subsidiary

of the large shareholder or an access to the firm’s

knowhow.50 Third, the large shareholder may enjoy

“control amenities” (prestige and perks attached to

sitting on the board, etc.).

We are here interested in a fourth possible reason:

even when corporate governance functions properly,

the large blockholder may enjoy real authority, in the

same way that the manager enjoys real authority. As

one would expect, the large blockholder will have

a higher impact on decision making if his interests

are better aligned with those of majority sharehold-

ers. Conversely, high potential private benefits and

low ownership share make it unlikely that the large

shareholder will be able to convince other sharehold-

ers to go against managerial policy choices (see Ex-

ercise 10.3). Furthermore, they make the large share-

holder unlikely to represent a useful counterpower

to the manager if his interests are aligned with her

own; for, the large blockholder will then tend to sec-

ond managerial proposals to his own benefit.

10.4 Allocation of Control Rights among
Securityholders

10.4.1 Potential Rationales for the
Multiplicity of Securities

Part III distinguished between informed investors

(active or passive monitors) and uninformed in-

vestors; because monitors are subject to moral haz-

ard themselves, they may face income streams that

differ from those of other investors. But there is a

sense in which we have still been considering a sin-

gle class of securities: we have introduced no reason

why one should design different classes of securi-

ties with different control rights. In the case in which

50. The idea is that the large shareholder fails to perform the role
of an active monitor in exchange for a favor from management (see
Chapter 9 for a model of this type of collusion).

control rights are relevant (active monitoring), it was

optimal to achieve as much congruence among the

active monitor and other investors as is consistent

with incentives to monitor. That is, there was no gain

attached to artificially creating conflicting goals and

externalities from decision making among investors.

In practice, though, we observe claims, such as out-

side equity and debt, with very conflicting interests

and different control rights. The cost of such secu-

rity designs is obvious: those investors in control

may not internalize the welfare of other investors.

The divergence of objectives creates externalities.

For example, it is well known that shareholders may

want to select negative-NPV actions that increase

risk and “expropriate” debtholders, and that costly

covenants and exit options protecting debtholders

(short-term debt, convertible debt) must be put in

place so as to limit the importance of this phenome-

non (Jensen and Meckling 1976). The puzzle is thus

to find the benefits, not the costs, of the coexistence

of multiple securities. Explaining the coexistence of

multiple securities with differentiated control rights

is one of the main challenges currently facing corpo-

rate finance theory.

From a broad perspective, there are several pos-

sible explanations for the multiplicity of securities.

Each probably has some relevance, but none is im-

mune to criticism.

10.4.1.1 Investors’ Demand for Specific Securities

Investors do not have identical preferences as to the

characteristics of securities. They may for example

face different tax treatments or marginal rates, or

have different liquidity needs. Thus, they may de-

mand differentiated securities. An important con-

tribution along this line, reviewed in Chapter 12,

is due to Gorton and Pennacchi (1990). Consider

an economy with “short-term” and “long-term” in-

vestors. The difference between the two categories

of investors is that short-term investors anticipate

buying a house, facing possible unemployment, or

being sick, say, and are therefore likely to be forced

to sell their assets. Unlike long-term investors, short-

term investors are concerned about losing money to

better-informed traders in the market when they re-

sell their assets (as in Kyle (1985) for example). They

will thus be eager to buy “low-information-intensity
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securities,” that is, securities for which private in-

formation held by speculators is less likely to be an

important factor. In a nutshell, AAA bonds (which by

definition are unlikely to default, and on whose pay-

off there is therefore little asymmetric information)

will probably be resold on the market at a fair value,

while the stock of a firm will be subject to substan-

tial adverse selection in the market and will there-

fore probably sold at a discount. Assuming that the

speculative monitoring considerations discussed in

Chapter 8 are minor for this firm, it pays the firm

to tailor the securities to the needs of its clientele:

issue stocks for long-term investors and bonds for

those with more pressing liquidity needs.

While this explanation for the multiplicity of

securities seems to make sense, more work is still

required to make it tight. In particular, it is un-

clear whether security design and repackaging for

the clientele’s benefit should be performed at the

firm’s level or at that of an intermediary. Could

one not obtain the benefits of congruence among

investors at the firm’s level and create the bene-

fits from diversity for investors through unbundling

at the intermediary’s level?51 A different issue re-

lated to the existence of intermediaries is whether

they could not bundle high-information-intensity as-

sets from different firms in order to create the low-

information-intensity securities desired by short-

term investors? This bundling is actually performed

on a routine basis for example by closed-end funds

offering market indices such as the S&P 500, which

are less subject to asymmetric information than in-

dividual stocks (see Subrahmanyam 1991; Gorton

and Pennacchi 1993).

10.4.1.2 Liquidity Management

Another important dimension of security design is

the timing of the firm’s liquidity needs. A high-tech

start-up usually generates little or no income for a

long time and must therefore be financed mainly

through equity; as we saw in Chapter 5, short- and

medium-term debt would create serious liquidity

problems and would result in inefficiencies. In con-

trast, a firm in a mature industry with large cash

51. Alternatively, the firm could issue multiple securities, but al-
locate control rights to a “neutral” group of investors, whose payoff
would be representative of all other investor claims combined.

flows and few investment needs should be subject

to substantial leverage in order to ensure that the

firm disgorges the excess cash.

More generally, because refinancing is subject to

the same credit rationing problems as the initial fi-

nancing, the firm’s future liquidity must be carefully

planned at the initial stage. Different securities have

different impacts on the firm’s available liquidity.

Short-term debt drains liquidity whereas equity does

not: while stockholdings are liquid at the level of the

individual investor, they are illiquid for the collectiv-

ity of investors as a whole since an investor must re-

sell his/her shares to another investor, without any

flow of money out of the firm. Long-term debt in

this respect is somewhat akin to equity, which ex-

plains why it is often proposed (in prudential regu-

lation, for example) that part of long-term debt be

counted as equity, even though long-term debt has

very different cash-flow and control-rights charac-

teristics compared with equity.

Liquidity management represents an important

dimension of security design. But per se it does

not explain the multiplicity of securities. The firm

could equivalently replace this array of securities

(short-term debt, equity, etc.) with different cash-

draining characteristics by a single, composite one

which would have the same timing and amount of

liquidity demands on the firm. Thus, liquidity man-

agement can offer a clue as to the multiplicity of se-

curities only if it is combined with one of the last

two explanations, which we now describe.

10.4.1.3 Monitoring

Another, relatively unexplored, approach to explain-

ing the multiplicity of claims would focus on the

multidimensional nature of monitoring, together

with a conflict of interest between the various mon-

itoring tasks (otherwise the multiple monitoring

tasks could be performed by the same monitor).52

For instance, it may be optimal to separate the mon-

itoring of moral hazard along the first- and second-

order stochastic dominance dimensions. Monitoring

52. See Dewatripont and Tirole (1999) for a theoretical perspective
on the rationale for advocacy in a situation in which an agent must
perform conflicting tasks (which echoes on the output side Holmström
and Milgrom’s (1991) work on multitask effort substitution on the in-
put side). These remarks borrow from discussions with Mathias Dewa-
tripont.
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of first-order stochastic dominance (profit enhance-

ment) usually requires compensating the monitor

with a claim on profit that puts heavy weight on the

upside. Such claims, however, may discourage the

monitor from paying attention to risk taking. Simi-

larly, it may be odd to ask a monitor in charge of pre-

venting distress to also monitor that the firm main-

tains the resale value of its collateral in the case of

distress.

To sum up, multitask monitoring may give rise

to the creation of conflicting claims for different ac-

tive monitors; yet, per se, it will not explain the mul-

tiplicity of claims offered to uninformed investors

(e.g., corporate bonds and equities held by small in-

vestors). In this respect, it would be interesting to

analyze the coexistence of multidimensional specu-

lative monitoring as well.

The structure of return flows associated with a

security is not the only factor impacting the mon-

itoring of the firm by the holders of this security.

The liquidity/resellability of the claim also plays a

major role, as already discussed in Section 9.5 in the

case of active monitors. Chapter 11 will return to this

aspect in the context of potential active monitors.

This chapter will discuss takeovers and the concomi-

tant incentive for potential acquirers to spot value-

enhancing actions.

10.4.1.4 Control Rights: Multiple Securities as

a Disciplining Device

The return structure of a claim determines its

holder’s monitoring focus on some aspects of man-

agement as well as the intensity of monitoring, as we

just saw. But the return also determines the holder’s

choice of intervention if control rights are bundled

with the return stream. Thus security design also

matters from a control rights perspective. Now, as

we already observed, decision making that is effi-

cient from the investors’ perspective would seem to

call for a congruence between the rights holders and

the other investors in order to prevent externalities.

So, allocating control to claimholders who do not

represent the collective interest of all investors in

the firm would seem to make little sense unless this

allocation serves to discipline management. We de-

velop this theme in Section 10.4.2.

10.4.2 Security Design as a Disciplining
Device

As we just discussed, designing securities with dif-

ferent return streams is bound to generate con-

flicts of interest among different securityholders.

It is therefore a priori unclear why, provided one

has reached the conclusion that investors should be

given a specific control right (see Section 10.2), this

control right should be allocated to a specific class of

investors (e.g., shareholders or debtholders) whose

interests are not representative of those of the com-

munity of investors as a whole. Put differently, the

Aghion–Bolton model does not explain the coexis-

tence of multiple claims (e.g., debt and equity) with

different control rights.

Control, however, is often exerted by investors

whose claim makes them unrepresentative of the

community of investors as a whole. For example,

during “normal times” equityholders have control,

while in “bad times” debtholders acquire control,

if only through their threat of liquidating the firm

or through that of calling the entire principal due.

Interestingly, control in normal (bad) times goes to

securityholders who care more (less) about the up-

side than about the downside. Why do certain con-

trol rights go to certain cash flow claims? Somehow,

such biases in policy preferences must serve one of

several possible incentive purposes. This section in-

vestigates a specific one: security design disciplines

management through a carrot-and-stick mechanism.

A carrot-and-stick view of security design is de-

veloped in Dewatripont and Tirole (1994) on the co-

existence of debt and equity, and by Berglöf and

von Thadden (1994) on the coexistence of short-

and long-term debt. The basic idea of these pa-

pers is straightforward and builds on the contingent-

control insight of Section 10.2.3. Managers’ welfare

in general depends on their firm’s course of action

as well as on their monetary compensation scheme.

That is, interim decisions by investors should be

treated as part of the managerial incentives pack-

age. But, while the carrot-and-stick theory of con-

trol in Section 10.2.3 emphasized the contingent

allocation of control between insiders and outsiders,

the carrot-and-stick view of security design empha-

sizes the contingent allocation of control among

outsiders.
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Project costs I.
Entrepreneur
has equity A < I ;
borrows I − A.

• • •

Financing
stage

•
Choice of probability of
success: p = pH
(no private benefit) or
pL (private benefit B).

Verifiable profit:
R with probability p,
0 with probability 1 − p.

Moral-hazard
stage

Outcome
stage

••
First
effort Decision

Intermediate
profit r

Interference

Firm value L,
no rent for entrepreneur

Figure 10.7 Multiple securities as a disciplining device.

The carrot and the stick are provided by allo-

cations of control to investors who are more or

less congruent with management. In particular, al-

locating control to “tough investors”—namely, in-

vestors whose preferences (as implied by their cash

flow claim) have little congruence with those of

managers—when interim managerial performance

is weak and to “soft investors”—namely, investors

whose preferences are less dissonant with those

of management—when interim managerial perfor-

mance is satisfactory creates good incentives for

management.

Let us consider debtholders. The fact that they

do not benefit from the upside makes them con-

servative, inclined to liquidate assets, downsize, en-

courage routine management, and more generally

interfere to make the firm’s return safer. Debtholder

control is feared by managers and should arise when

the firm’s performance is poor. In contrast, equity-

holders, who are compensated on the upside, are

somewhat less likely than debtholders to interfere

with management53 (although they still have sub-

stantial conflicts of interest with management) and

should receive control in good times.

To illustrate the carrot-and-stick idea, let us en-

rich the basic model of Chapter 3 by adding an inter-

mediate date and performance, and a decision over

whether to “continue” or “interfere” in the firm’s

management after this intermediate performance is

observed. The timing is summarized in Figure 10.7,

where the new building block relative to the stan-

dard model is in bold characters.

53. Or they might interfere equally but not take actions that are as
painful for management.

After the financing stage (“date 0”), the entrepre-

neur exerts a first effort, that (possibly stochasti-

cally) determines a “date-1” or intermediate perfor-

mance. This performance (short-term profit/EBIT,

functionality test, drug approval, etc.) is verifiable.

For concreteness, assume this is a short-term profit

r ∈ {rL, rH} with rL < rH; but as some of the ex-

amples suggest, the intermediate performance mea-

surement may refer to a nonmonetary variable as

well.

A decision must then be made as to whether to

let the entrepreneur “continue” with her selected

course of action or to “interfere.” In the case of con-

tinuation, the “date-2” operations are as in the basic

model. The entrepreneur is subject to moral hazard

and must therefore be given a minimum share of the

final cake R in the case of eventual success. In the

case of interference, the investors can recoup a value

L and the entrepreneur receives no rent or, more

generally, a lower rent than under continuation.

To make things interesting, let us assume that

what constitutes “continuation” and “interference”

cannot be contracted upon at the financing stage.54

This may be because “interference” can take many

forms: reduction in the riskiness of the project or

refusal to invest in new activities, downsizing, en-

hanced oversight by an active monitor, reduction

in the entrepreneur’s scope of authority, firing of

the entrepreneur, reorganization, liquidation, and so

54. If the actions can be described, managerial incentives are not
altered, but security design is irrelevant. Indeed, the initial contract
can specify the course of action contingently on “date-1” performance.
In a sense, and as we will see later, the design of securities with dis-
sonant objectives serves to implement or approach the optimal state-
contingent course of action.
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forth. The inability to describe precisely the deci-

sion ex ante will, as in previous sections, lead to

an allocation of control rights. Ruling out entrepre-

neur control, say because it would lead to a shortage

of pledgeable income, we focus on the allocation of

control to different classes of investors.

Abstracting from the details of this formulation,

the first key assumption is that different courses of

action have different impacts on the entrepreneur’s

welfare. This assumption implies that the entrepre-

neur is not indifferent as to who will receive con-

trol rights, and hence that a contingent allocation of

control rights can be used to discipline the entre-

preneur. This first assumption delivers a theory of

security design in which contingent control rights

covary with cash-flow rights.

The second key assumption, which underlies the

specific security design, namely, the allocation of con-

trol to equityholders in normal times and to debt-

holders in bad times, is that the course of action least

preferred by the entrepreneur (which we labeled “in-

terference”) produces a less risky cash flow.55 As we

will see, this assumption will imply that the entre-

preneur can be punished by allocating control to a

class of investors with a conservative slant.

Returning to our model, let us assume that

pH

(

R − B
∆p

)

> L.

That is, when the entrepreneur is held to her incom-

pressible share,Rb = B/∆p, interference reduces the

income that can be pledged to the investors (it is “in-

efficient” even from the point of view of pledgeable

income).

The reason why the decision in general is part

of the incentives package is again the scarcity of

pledgeable income. Paying the entrepreneur a bonus

for a high intermediate profit rH over and above her

“quasi-rent” (her expected share in the final profit)

under continuation reduces the pledgeable income.

Offering the entrepreneur the prospect of this con-

tinuation quasi-rent, pHRb (where, as earlier, Rb �
B/∆p is the entrepreneur’s reward in the case of fi-

nal success), for a high first-period profit and of in-

terference for a low first-period rL profit may well

55. In this model, this reduced riskiness is extreme, since the value
L is taken to be deterministic.

be a cheaper way to provide the same incentives, in

the sense that it delivers a higher pledgeable income

(note again, the analogy with the treatment of contin-

gent control in Section 10.2.3). There is, of course, a

cost of doing so. In this model, interference is costly

for the investors as long as pH(R − Rb) > L. Thus,

the threat of interference reduces both the project’s

NPV (since pHR > L) and, for a given date-1 entre-

preneurial behavior, pledgeable income. However, if

the entrepreneur can control the first-period profit

fairly well (there is little noise in first-period perfor-

mance), the probability of interference conditional

on a high first-period effort is low and so is the cost

of basing the first-period incentives on the threat of

interference.

To implement this contingent continuation deci-

sion, the entrepreneur can issue a level of short-

term debt d exceeding the low first-period profit and

smaller than or equal to the high first-period profit:

rL < d � rH. If short-term debt is paid back from

date-1 income, then equityholders, whose only po-

tential income is an amount RE > 0 in the case of fi-

nal success (if the firm continues), have control. They

choose to continue because (a) debtholders have pri-

ority, and so total (short- plus long-term) debt d+D
must first be paid in full out of the payoff L under

interference before shareholders can receive any in-

come, and (b) debtholders are better off when being

paid in full. Because by assumption the investors’

total income (debt plus equity) is greater under con-

tinuation than under interference, the shareholders’

income is a fortiori larger under continuation.

In contrast, in the case of distress (the short-term

debt is not paid back entirely), the whole debt (short-

term debt d and long-term debt D = R − RE − Rb)

becomes due. Assume for simplicity that the low in-

termediate profit is equal to 0, so that none of d is

repaid and so (d+D) remains due. Debtholders, who

have priority over the reorganization value L and re-

ceive (d+D) in the case of continuation and success

and 0 otherwise, want to interfere if pH(d+D) < L.

Exercise 10.1 studies this general logic in more

detail. The following example makes the account-

ing particularly simple. Suppose that a high (re-

spectively, low) intermediate effort deterministically

yields profit rH (respectively, rL = 0), and that a

low intermediate income yields private benefit B0
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(over and above the private benefit, B, if any, poten-

tially enjoyed under continuation). Assume further

that there is just enough pledgeable income to allow

funding in the case of a high intermediate effort and

continuation,

rH + pH

(

R − B
∆p

)

= I −A;

and that the threat of termination suffices to disci-

pline management at the intermediate stage when

the entrepreneur’s reward in the case of success is

set at its minimal incentive-compatible level,

B0 � pHRb = pH

(

B
∆p

)

.

The NPV is then rH + pHR − I.
To implement this outcome and receive funding,

the entrepreneur can issue short-term debt d = rH

(and, say, no long-term debt, although this is not im-

portant), and give control to debtholders in the case

of nonrepayment. Provided that

pHd < L,

debtholders prefer not to roll over their debt when

they are not repaid, as they receive min{d,L} by in-

terfering. And so the entrepreneur receives no in-

come when the firm’s short-term profit is low. We

also check that shareholders prefer not to interfere

when they have control, i.e., when the short-term

debt has been reimbursed, since

pH

(

R − B
∆p

)

> max{L− d,0},

which results from the assumption that investors’

total income is large in the absence of interference.

It is important to point out what the multiplicity

of claims accomplishes. Suppose there were a single

claim (“100% equity”). When deciding whether to in-

terfere, the investors would compare pH(R−Rb) and

L, and therefore would always continue provided Rb

is not too large (or always interfere otherwise) re-

gardless of the intermediate performance. Because it

would be noncontingent, the exercise of the control

right would then have no disciplining impact on the

date-1 effort. Indeed, the reader will here recognize

an illustration of the soft-budget-constraint problem

studied in Chapter 5. The control right is exercised

with a forward-looking perspective while its use as a

disciplining device requires it to be backward look-

ing; or, put differently, the date-1 profit does not af-

fect future prospects and therefore does not change

the incentives of the securityholders as a whole.56

Finally, the key property of the carrot-and-stick

scheme is that the incentives of the controlling in-

vestors be made contingent on some measure of per-

formance. This is naturally accomplished as above

by transferring control from one class of security-

holder to another. Alternatively, and equivalently, a

single class of securityholders might retain control,

but its returns stream would be adjusted as a func-

tion of the measure of entrepreneurial performance

so as to duplicate the contingent incentives of the

control-transfer mechanism.57

10.4.3 The Investors’ Coalition Conundrum:
Is Modigliani–Miller Back?

A crucial assumption for the theory just described,

as for other potential theories of the multiplicity of

securities, is that the securityholders do not undo

the multiplicity.

In the context of control rights, the carrot-and-

stick argument requires that whoever is in control

does not renegotiate with other securityholders. In

the theory of debt and equity discussed above, debt-

holders exert a negative externality on sharehold-

ers when they interfere. In the absence of full re-

payment of the short-term debt, debtholders who

have control interfere even though the continuation

value from the point of view of debtholders and

equityholders, pH(R − Rb), exceeds the liquidation

proceeds, L. Debtholders could, for example, design

56. Symmetrically, the same reasoning can be used to derive a
security-design version of investor promises to refinance projects or
retain management when the firm returns cash to investors (see, for
example, the Bolton–Scharfstein model in Sections 3.8, 4.7, and 7.2, as
well as Section 11.4 in the next chapter). Suppose that pH(R−B/∆p) <
L. Because the entrepreneur has minimum stake B/∆p in the case
of success, investors, taken together, are better off interfering. How-
ever, to induce managers to exert effort earlier in the relationship, it
may be optimal not to interfere when the intermediate performance is
high. Giving control to equityholders in such times and to debtholders
(or unbiased investors for that matter) in bad times may provide the
required carrot and stick.

57. This more complex implementation may make sense in situa-
tions in which a proper exercise of control requires substantial in-
vestments in information acquisition by a controlling claimholder. The
contingent return-stream scheme then economizes on information ac-
quisition costs relative to the control-transfer scheme described in this
section.
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a debt-for-equity swap that benefits all investors,

since total investor payoff is higher under contin-

uation; or shareholders could inject more funds and

repay some of the debt so as to make debtholders

willing to continue.

Were all securityholders to renegotiate and gains

from trade between them to be realized (that is, were

the Coase Theorem to apply), we would be back to

the single-claim, noncontingent control case and the

theory would have no content. The anticipation of

continuation regardless of debt repayment would

undermine the entrepreneur’s ex ante incentive. This

is actually a more general result: the investors’ net

gain to continuing is independent of first-period per-

formance,58 and so a performance-contingent pat-

tern of investor control cannot be used to discipline

the entrepreneur if securities are renegotiated and

investors therefore behave in a united way.

In the carrot-and-stick theory, the entrepreneur

would no longer fear debtholder control, since debt-

holders would internalize the negative impact of

liquidation or conservative interference on share-

holders after negotiating with them. This point is

completely general and needs to be confronted by

any theory of security design based on the alloca-

tion of control rights: while the allocation of control

rights between insiders and outsiders matters, secu-

rity design is irrelevant as long as securityholders

re-form the broad coalition when they are about to

interfere. Is Modigliani and Miller’s result of irrele-

vance of security design back?

One of two assumptions is usually made to avoid

this strong implication of the Coase Theorem. The

first is that for some reason (transaction costs

associated with investor dispersion,59 asymmetric

58. This independence relies on the absence of serial correlation of
profits. The theory can be extended to allow for a serial correlation.

59. Investor dispersion is particularly problematic for public debt.
In the United States, public debt restructuring almost always takes
the form of a package of new securities plus cash in exchange for the
original public debt, as the 1939 Trust Indenture Act requires unani-
mous consent to modify principal, interest, or maturity of public debt.
See Gertner and Scharfstein (1991) for an analysis of workouts of dis-
tressed firms with outstanding bank debt and public debt. In an analy-
sis of distressed junk bond issuers in the United States, Asquith et
al. (1994) shows that public debt restructuring is crucial for avoid-
ing bankruptcy even when bank debt is restructured; real debt relief
tends to come from subordinated public creditors, since banks rarely
forgive principal or provide new financing outside formal bankruptcy
proceedings.

information among investors,60 or cash constraints)

renegotiation does not work well or does not happen

at all. This failure of renegotiation among investors

creates ex post inefficiencies, but preserves the ex

ante commitment created by the multiplicity of se-

curities.

Mathias Dewatripont has remarked61 that there

is a tension between, on the one hand, the exis-

tence of multiple securities and, on the other, the

practice of facilitating renegotiation involving dis-

persed securityholders, such as exchange offers and

the nomination of bondholder trustees in the case

of corporate bonds, as well as the premise of much

work on the economics of bankruptcy that efficient

renegotiation should be facilitated. Or, put differ-

ently, why should one bother designing multiple se-

curities if the desired outcome is that produced by

a 100% equity firm?

Two innovative proposals for bankruptcy law

reforms are due to Bebchuk (1988) and Aghion et al.

(1992). Both papers offer market-based mechanisms

for the reorganization of financially distressed

firms.62 Under both recapitalization processes, most

senior creditors are turned into equityholders. In

Bebchuk’s scheme junior creditors are given options

to buy senior creditors’ shares at a strike price that

induces them to exercise the options if the value of

shares exceeds what is due to senior creditors. Sim-

ilarly, former equityholders receive options to buy

the shares at an even higher strike price, respecting

the claims’ initial priority. The Aghion et al. scheme

adds a second stage, in which managers and other

parties can propose a reorganization scheme to the

residual owners. Without going into the details of

these two schemes, let us make two points. First,

60. Berkovitch and Israel (1999) emphasize the role of asymmetric
information among investors in a bankruptcy context.

61. At the Nobel foundation conference on corporate finance (Stock-
holm, August 1995).

62. There has been much recent debate about the virtues of various
bankruptcy codes (see, for example, Davydenko and Franks (2004) for
an international comparison of the effects of bankruptcy codes). For
example, Chapter 11 in the United States has been criticized for giv-
ing too much control and bargaining power to managers, who usually
initiate the bankruptcy process, and for allowing firms that should be
liquidated to continue losing money for a couple of years. Chapter 11
stops payments to creditors including secured ones while managers
continue to run day-to-day operations and prepare a reorganization
plan to propose to the court. New financing can acquire seniority over
existing creditors under court approval.
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these schemes are attempts at respecting the pri-

ority of claims while eliciting market information

about the relative merits of liquidation and various

forms of ownership and continuation. In that sense,

they represent formal mechanisms of renegotiation

among investors (and possibly management).63 Sec-

ond, they take financial distress as given and attempt

to achieve ex post efficient outcomes once the firm is

in distress. They do not adopt an ex ante viewpoint

explaining the design of a capital structure that leads

to distress. Further research should clarify the con-

sistency of the various theoretical and institutional

pieces of the security design puzzle.64

The alternative approach to reestablishing the

commitment value afforded by the existence of mul-

tiple securities with contingent control rights is to

assume that the entrepreneur is somehow brought

into the renegotiation process and that her post-

renegotiation utility increases with her utility in

the absence of renegotiation. The key modeling el-

ement is then the description of the concession

made by the entrepreneur.65 In Bolton and Scharf-

stein (1996) the entrepreneur has observable, but

nonverifiable, savings. The investors cannot directly

put their hands on the savings, but may be more

demanding when they know that the entrepreneur

is able to make a concession.66 Alternatively, and

63. In that sense, they belong to the general class of mechanisms
eliciting the various parties’ information to achieve efficient outcomes
(Maskin 1977).

64. See Berglöf et al. (2003) for an analysis integrating security
design and bankruptcy procedures.

65. Because the latter is by assumption cash constrained ex ante
(this is why she borrows in the first place) as well as (in an optimal de-
sign) ex post, this concession must be of a different nature. For exam-
ple, it may be the revelation by the entrepreneur of hard information
about a first-best suboptimal profit-enhancing action.

66. Furthermore, Bolton and Scharfstein derive a role for multiple
creditors by introducing two complementary assets held as securities
by two creditors. In the case of default, each creditor decides whether
to liquidate his own asset. A buyer of the assets therefore needs to
agree with both in order to realize the full value of the liquidated
firm (the equivalent of L in this section). Having two creditors rather
than one holding the two assets as collateral increases the bargaining
power vis-à-vis the buyer under the Shapley value, but under Bolton
and Scharfstein’s assumptions this increased bargaining power, which
tends to discourage the buyer from showing up in the first place, re-
duces the expected liquidation value when the entrepreneur has no
hidden cash. In contrast, having two creditors also forces the entre-
preneur to concede more when she has hidden cash. This increases
pledgeable income.

in a situation in which the entrepreneur has pri-

vate information about the existence of potential

profit-enhancing actions, the entrepreneur may of-

fer courses of action that she would not normally

volunteer (as in Sections 10.2 and 10.3 the entrepre-

neur’s stake in profit does not compensate for the

private cost of undertaking the action) in order to

prevent a deadlock in bargaining.

Supplementary Sections

10.5 Internal Capital Markets

This supplementary section is concerned with a spe-

cific control right : the ability to decide and contract

on future financing decisions. The right over the re-

financing decision matters when future cash infu-

sions are not perfectly planned at the onset, or else

if the initial plans are subject to renegotiation. While

covenants on indebtedness or on dividend distribu-

tions always limit the extent to which certain cate-

gories of debtholders can be diluted (see Chapter 2),

firms may keep varying degrees of freedom concern-

ing their ability to secure new funds.

At one end of the spectrum, the abandonment

of the control right over the refinancing decision is

starkly exemplified by the case of divisions, which

cannot turn to the capital market but must rather

get headquarters’ approval. Of course, many more

control rights are relinquished by divisions besides

that over refinancing. This is also partly true for

start-ups, that not only see their staged financing

controlled by the venture capitalist, but must also

conform to other controls as well. Still another ex-

ample is provided by highly levered companies; if

leverage is so high that the company is unable to

face its debt obligations, creditors can threaten to

liquidate the firm, and thereby acquire de facto, al-

though not de jure, control over the firm’s access to

the capital market.67

We can formalize the impact of the allocation of

this specific control right through its effect on the

67. The content of this right depends, of course, on the creditors’
ability to use covenants in order to limit other forms of indebtedness,
such as leasing contracts, trade credit, or off-balance-sheet exposures,
and to control risk management.
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bargaining power in future refinancing stages: an

entrepreneur who has not surrendered the control

right can play future investors off against each other.

This gives the entrepreneur lots of bargaining power

in such negotiations. In contrast, a division (or an

independent entity that has surrendered the control

right) will face a monopoly supplier of funds in the

future.

10.5.1 Harnessing Pledgeable Income through
Exclusivity: How Internal Capital
Markets Facilitate Initial Funding

We first build on Section 9.4 by considering a two-

stage financing decision in which, relative to their

respective investment costs, the second stage gener-

ates plenty of pledgeable income while the first gen-

erates little. We can assign the difference between

these two stages to differences in income (one may

have in mind that the firm takes time to develop a

decent product or must build a brand-name or good-

will) or, equivalently and as we will do here, to dif-

ferences in investment costs.

There are two dates, t = 1,2, and no discounting

between the periods. The fixed-investment projects

at dates 1 and 2 have respective investment costs I1
and I2 (the assumptions to follow imply that I1 > I2).

The two projects may or may not be related (the

projects are related if the first corresponds to an

“inception” stage and enables the second, “follow-

up” stage); for the sake of exposition, let us assume

that they are not, and so the second project can be

realized without the first. The entrepreneur has ini-

tial wealth A at date 1. Except for the investment

cost, the two projects are identical. They yield R with

probability p and 0 with probability 1− p. The prob-

ability of success is pH (if the entrepreneur behaves),

or pL (if she misbehaves, in which case she gets pri-

vate benefit B). Let us assume that each project has

positive NPV (pHR > It for t = 1,2) and that

I2 < pH

(

R − B
∆p

)

< I1 −A (10.4)

and

2pH

(

R − B
∆p

)

> (I1 + I2)−A. (10.5)

Thus, the first project cannot be funded on

a stand-alone basis; the second project generates

enough pledgeable income not only for stand-alone

finance (condition (10.4)), but also to compensate

for the shortage of pledgeable income on the first

project (condition (10.5)). We also assume that a

project’s NPV is negative if the entrepreneur misbe-

haves: pLR + B < I2(< I1).
We make the assumption (without endogenizing

it) that the entrepreneur can (1) sign a financing con-

tract with date-1 lenders, and (2), if she wants to,

assign a control right over the date-2 refinancing

decision to a particular lender. The internal capital

market (ICM) case will refer to the situation in which

such an exclusive right is contracted for, and the

external capital market (ECM) case to that in which

the entrepreneur keeps entire freedom on the date-2

refinancing decision, and all date-1 liabilities can be

levied only on date-1 income (if any).68 As usual, we

assume that the capital market is competitive.

External capital market. Under an ECM, at date 2,

the entrepreneur is able to borrow as condition

(10.4) implies that the pledgeable income exceeds

the date-2 investment cost. Because the entrepre-

neur faces a competitive capital market at date 2,

she obtains the entire value of date-2 borrowing:

V2 = pHR − I2.
This implies that date-1 lenders are not able to put

their hands on any of the date-2 pie: viewed from

the point of view of date 1, V2 is the equivalent

of a private benefit or nonpledgeable income. Be-

cause the date-1 pledgeable income pH[R− (B/∆p)]
is smaller than the date-1 net investment cost I1−A,

the first project does not receive financing (note that

the entrepreneur does not value at date 1 cash (that

is, retained earnings) more than current consump-

tion, because the date-2 project is financed regard-

less of the level of retained earnings). The ECM there-

fore leads to inefficient credit rationing at date 1.

Internal capital market. Suppose now that the

entrepreneur receives date-1 financing from a

lender, to whom she gives control over the date-2

refinancing decision. At date 2, the entrepreneur

and the lender then bargain over the sharing of the

68. Under an ECM, one may have in mind that either the entrepre-
neur makes project 1 a stand-alone corporate entity, or that the same
entity implements the two projects but the entrepreneur keeps the
right to decide on the date-2 refinancing decision.
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date-2 return. Let (1−θ) and θ denote the bargaining

powers of the entrepreneur and the lender in that ne-

gotiation. One may have in mind that with probabil-

ity θ (respectively, 1− θ) the lender (respectively, the

borrower) chooses the date-2 contract. If the lender

were to choose the date-2 financing arrangement

(θ = 1), he would give the minimum needed for in-

centive purposes, R2
b = B/∆p in the case of success

and 0 in the case of failure, to the entrepreneur and

keep an expected

pH

(

R − B
∆p

)

− I2

for himself. That is, he would appropriate the date-2

NPV, pHR − I2, except for the minimum incentive

payment, pHB/∆p, to the entrepreneur. In contrast,

if the entrepreneur were to choose (θ = 0), the

outcome would be that under a date-2 competitive

capital market, and so the lender would receive no

surplus. More generally, for 0 � θ � 1, the lender

receives

θ
[

pH

(

R − B
∆p

)

− I2
]

.

And hence, if

−
[

(I1−A)−pH

(

R− B
∆p

)]

+θ
[

pH

(

R− B
∆p

)

−I2
]

� 0,

allocating the control right over the refinancing deci-

sion to a lender enables financing at the initial round.

From condition (10.5), this will obtain if θ is suffi-

ciently high.

In short, an internal capital market, as for other

control rights transferred to investors, increases the

pledgeable income and facilitates financing.

10.5.2 A Dark Side of Internal Capital Markets

The models of Gertner et al. (1994), Scharfstein and

Stein (2000) and Brusco and Panunzi (2005) em-

body, in different ways, the idea that an ICM exposes

the entrepreneur to a “holdup” and thereby stifles

initiative.

This holdup problem is the flip side of the benefit

of ICMs just analyzed. Indeed, the idea in the pre-

vious section was precisely that an ICM organizes

such a holdup so as to allow the lender to recoup

his first-period losses. But because the date-2 entre-

preneurial surplus is smaller than when she faces a

date-2 competitive capital market, the entrepreneur

has dulled incentives to invest at date 1. To illustrate

this in the simplest manner, suppose that the very

existence of the date-2 follow-up project requires a

private investment cost C sunk by the entrepreneur

at date 1, where

pH
B
∆p

< C < V2. (10.6)

Suppose further that θ = 1 (the lender has all the

bargaining power under an ICM). The first inequal-

ity in (10.6) implies that the entrepreneur has no

incentive to invest under an ICM: when the lender

has full bargaining power, the entrepreneur receives

the minimum incentive payment (pH(B/∆p) in ex-

pectation), which is not sufficient to compensate her

for her investment. The second inequality in (10.6),

however, implies that such an investment is both so-

cially optimal and privately optimal for the entrepre-

neur under an ECM (under which she appropriates

the entire surplus).

This holdup cost of ICMs is closely related to the

industrial organization literature on the dulled in-

centives of parties to a long-term relationship who

do not own productive assets (Grossman and Hart

1986; Klein et al. 1978; Williamson 1975) and to the

treatment of relationship banking in Chapter 9.

10.5.3 Other Aspects of Internal
Capital Markets

The literature on ICMs has emphasized a number of

other important features.

10.5.3.1 High-Intensity Monitoring

An internal capital market almost always involves

a large and possibly unique lender (although logi-

cally this would not need to be the case). As Alchian

(1969) and Williamson (1975) have stressed, internal

capital markets are therefore usually associated with

high-intensity monitoring. This feature, as we have

discussed in Chapter 9, has both costs and benefits.

Suppose that there is uncertainty about the date-2

profitability for investors and that the presence of a

large lender creates an active monitor and reduces

the asymmetry of information between the entrepre-

neur and financiers at date 2. This reduced uncer-

tainty may in some cases facilitate refinancing. On

the other hand, we also know that too much infor-

mation may also be detrimental, because it may stifle
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the entrepreneur’s initiative (see Section 10.6) or else

induce her to try to exploit a soft budget constraint

(see von Thadden 1995).

10.5.3.2 Allocation among Divisions

In contrast with venture capital and leverage buyout

practices (see Sections 1.6.2 and 2.4.1), headquar-

ters do operate cross-subsidies among divisions of

a conglomerate. For example, Lamont (1997), study-

ing the impact of the 1986 drop in the oil price in

companies with oil interests, shows that these com-

panies did cut investment across the board, includ-

ing in nonoil-related divisions. Shin and Stulz (1998)

similarly show that investment in one division is gen-

erally related to the cash flow of other divisions.

This redistribution of liquidity among divisions

has both a bright and a dark side. On the bright

side, the better information held by headquarters

relative to the capital market makes it more likely

that ICMs do a good job at picking winners, espe-

cially if the firm operates in related lines of busi-

ness (Stein 1997): this is the multiple-division ver-

sion of the high-intensity monitoring argument just

discussed.

Also on the bright side, the headquarters may play

the role of liquidity pools. In Chapter 15, we will

stress that the stand-alone provision of liquidity by

productive entities is an inefficient way to proceed,

because liquidity is costly and lucky entities, that is,

those which turn out to have low liquidity needs,

may end up with liquidity that they do not need. The

usual way to avoid this waste of liquidity is to have

it centralized in financial institutions (banks) that

then redispatch the liquidity as needed through the

mechanism of credit lines (i.e., options to draw on a

liquidity pool). But conglomerate headquarters may

perform a similar function by redistributing the con-

glomerate’s cash flow among the divisions. Further-

more, as stressed by Brusco and Panunzi (2005), this

redispatching may build on information collected by

the headquarters about the divisions’ prospects.

Faure-Grimaud and Inderst (2004) compare the

sensitivity of investment to cash flow of focused

firms and conglomerate divisions. External redis-

patching of liquidity by the financial sector un-

der project finance (focused firms) cannot dupli-

cate internal redispatching of liquidity within the

conglomerate, since it is assumed that the same

entrepreneur runs the divisions and therefore the

information structure varies across institutions (so

the analysis is akin to a multistage-financing ver-

sion of the comparison between the Diamond diver-

sified conglomerate and the project-finance stand-

alone entity in Section 4.2). A key result of the

Faure-Grimaud–Inderst analysis is that conglomer-

ate divisions exhibit a reduced (re)investment–cash-

flow sensitivity relative to focused firms performing

the same activity, as better-performing diversions

cross-subsidize the underperforming ones. They

also show that, even though the average probability

of refinancing per unit (divisions or focused firm) is

higher in a conglomerate, “winner picking” implies

that this need not be so at the individual unit’s level:

if division B has (even slightly) better continuation

prospects than division A, then the conglomerate’s

liquidity will tend to be channeled to division B, and

division A will benefit less from generating cash flow

than it would if it were run as a focused firm. This

redispatching is ex post efficient but may dull ex ante

incentives to produce cash flow.

On the dark side, the competition between the di-

visions for corporate funding (stressed, for exam-

ple, by Stein (1997)) may have perverse effects, such

as excessive lobbying (Rajan et al. 2000; Scharfstein

and Stein 2000). Similarly, collusion between spe-

cific divisions and the headquarters may lead to in-

efficient cross-subsidizations of weak divisions by

stronger ones.

10.5.3.3 Product-Market Dimension

Being part of a large firm has implications for

product-market competition. For example, Cestone

and Fumagalli (2005) show that (endogenous) cross-

subsidies from the most profitable to the least prof-

itable divisions serves as a commitment device if

these least profitable divisions are also those that

face more aggressive competitors. For the interac-

tion between finance and product markets, we refer

to the analysis in Chapter 7.

Finally, there is a growing empirical literature

on the efficiency of ICMs in allocating investment.

The literature so far has pointed at the existence

of an impact of ICMs on the investment pattern

and showed that the concern about weak divisions
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receiving too much capital at the expense of strong

ones should be taken seriously. Measuring cross-

subsidization is not easy for several reasons, includ-

ing the facts that conglomerate divisions and stand-

alone entities are likely to have different attributes

and that apparently unrelated divisions of a con-

glomerate may be hit by common shocks, such as

those affecting a regional economy (Chevalier 2004).

We refer to Stein (2003, pp. 145–152) for a careful

review of the relevant considerations.

10.6 Active Monitoring and Initiative

As discussed in Section 10.3, high-intensity mon-

itoring has the potential to stifle entrepreneurial

initiative. This supplementary section studies the

mechanics behind this reduction in managerial ini-

tiative, and echoes some of Section 9.2.2’s analysis

of the externalities attached to monitoring.

As in Sections 10.2 and 10.3, we assume that at the

interim stage, a change in the course of action away

from the status quo can be implemented, but that

this change requires information. Here, we suppose

that there are n > 2 possible changes in the course

of action, and that a random (i.e., uninformed) choice

among the n actions proves disastrous (in expecta-

tion) to both the entrepreneur and the investors.

The n actions are ex ante (i.e., in the absence of

information) identical. To formalize the above con-

siderations, we assume that (n− 2) of them end up

giving a large negative payoff, that we denote “−∞,”

to both parties. Therefore only two actions are rele-

vant. One action increases the probability of success

by

τ > 0

relative to the status quo, while the other does not

change the probability of success.

Also, one action imposes a cost

γ > 0

on insiders while the other imposes no such cost.

Preferences are said to be congruent if the

action that raises the probability of success im-

poses no cost on insiders, and dissonant otherwise.

The ex ante probability of congruence is denoted

Table 10.1

−∞ · · · τ · · · 0 · · · −∞

−∞ · · · 0 · · · γ · · · −∞

Congruence (ξ)

−∞ · · · τ · · · 0 · · · −∞

−∞ · · · γ · · · 0 · · · −∞

Dissonance (1− ξ)

ξ ∈ [0,1].69 Of course, the choice of terminology for

the “dissonance” case embodies the assumption that

the entrepreneurial stake, Rb, in the case of success

is low enough that the entrepreneur would not want

to propose an investor-value-enhancing action that

would impose cost γ:

γ > τRb, (10.7)

a condition that we will later impose (as we know,

this assumption requires that the entrepreneur’s net

worth be small enough that she has to borrow and

therefore reimburse a large enough amount). The

payoffs attached to the n actions are summarized

in Table 10.1.

For example, the entrepreneur might be a biotech-

nology or computer science professor running a

start-up. The status quo is the strategy defined by

the start-up’s initial business plan. The professor/

entrepreneur may or may not propose a change in

the course of action. Such a change may affect the

probability of success of the venture; and it may

impact the entrepreneur’s “outside” (nonventure)

payoff, namely, her ability to return to academia in

the case of failure, the enhancement of her academic

CV, or her capability in alternative ventures. There

may or may not be congruence between the venture’s

commercial goals and the entrepreneur’s objectives

outside the venture.

Let us assume that

τR > γ > τ
[

R − I −A
pH + τ

]

. (10.8)

69. Thus, the state of nature can be described by the occurrence or
nonoccurrence of congruence (a binary variable) as well as by the map-
ping of payoffs to action names (all permutations are equally likely).
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The first inequality in (10.8) says that in the case

of dissonance, enhancing investor value is first-best

efficient. The second inequality implies (10.7); for,

were the investor-value-enhancing action always se-

lected, the lenders would receive Rl in the case of

success, satisfying the breakeven condition

(pH + τ)Rl = I −A.
More generally, investors must get at least this value

in the case of success, implying that the borrower

receives, in the case of success,

Rb � R − Rl = R − I −A
pH + τ

.

Hence, the entrepreneur does not recommend a

change in the course of action if preferences turn

out to be dissonant.

Any investor can learn the realization of the pay-

off matrix (which includes the identity of the rele-

vant actions, as described in Table 10.1) with prob-

ability x at private cost cm(x) satisfying cm(0) = 0,

c′m(0) = 0, c′m > 0, c′′m > 0, cm(1) = +∞. The entre-

preneur can learn the realization of the payoff

matrix with probability y at private cost cb(y) sat-

isfying cb(0) = 0, c′b(0) = 0, c′b � 0, c′′b � 0. (We do

not assume that cb(1) = +∞ since we will initially

consider the case in which the entrepreneur learns

this realization for free (cb(1) = 0) as a byproduct

of her running the firm.)

Thus, each party either perfectly learns the iden-

tity of the two relevant actions and the payoffs at-

tached to them, or learns nothing at all (in which

case (s)he does not want to choose or propose an

action at random as this would have negative conse-

quences in expectation).

Lastly, we assume that the control right is given

to the investors. This assumption can be rational-

ized in several ways. First, and as emphasized in

this chapter, there may not be enough pledgeable

income, and thus transferring control to investors

may (in cases (b) and (c) below) be necessary to se-

cure funding. Second, the left inequality in (10.8) im-

plies that investor control is optimal even if there is

no shortage of pledgeable income (up to the caveat

discussed in (c) below).70 That is, investor control is

70. Third, one could add a third relevant action that, in contrast
with the other two, would always be common knowledge and for which
entrepreneur control would drastically lower value.

optimal even if there is enough pledgeable income

to secure funding under entrepreneur control.

(a) Fully informed entrepreneur, dispersed owner-

ship. Cases (a) and (b) assume that the entrepreneur

learns the payoff matrix for free as a byproduct of

her running the firm; they therefore cannot address

the question of the impact of monitoring on entre-

preneurial initiative.

Furthermore, case (a) presumes a dispersed

(atomistic) ownership. This implies that individual

investors have too small a stake to be willing to

spend any monitoring cost. The investors are thus

uninformed, and, because the entrepreneur only rec-

ommends an action that either increases or does

nothing to the probability of success, rubber-stamp

entrepreneurial suggestions when they arise.

Thus, under dispersed ownership, the entrepre-

neur has real, although no formal, authority.

(b) Fully informed entrepreneur, large investor.

Maintaining the assumption that the entrepreneur

is always fully informed, suppose now that a large

investor holds a fraction Rm/R of the shares, that is,

has stake Rm in the case of success.

The large monitor chooses monitoring intensity

x (recall that x is this probability of learning pay-

offs), so as to equate his marginal monitoring cost

c′m(x) with his marginal private benefit. To com-

pute the latter, note that monitoring only turns out

to be beneficial to the investors when preferences

are dissonant. In that case, which has probability

1− ξ, the entrepreneur does not recommend the

investor-value-enhancing action. The marginal ben-

efit of monitoring for the large investor is therefore

(1− ξ)τRm. Thus

c′m(x) = (1− ξ)τRm. (10.9)

Let us now compute the optimal monitoring level,

assuming that pledgeable income is sufficient to se-

cure funding for the monitoring level maximizing

NPV (in Exercise 10.4 a shortage of pledgeable in-

come leads either to increased monitoring or to no

funding at all). This level is given by

max
{x}

{pHR− I+ [ξ(τR)+ (1−ξ)x(τR−γ)]−cm(x)}

or

c′m(x) = (1− ξ)(τR − γ). (10.10)



10.6. Active Monitoring and Initiative 417

Comparing (10.9) and (10.10), the optimal monitor-

ing level is obtained when

τRm = τR − γ
or

Rm

R
= τR − γ

τR
.

Because, by assumption, γ > τRb (otherwise prefer-

ences would always be congruent), the large investor

must not hold all the outside (nonentrepreneurial)

shares:
Rm

R
+ Rb

R
< 1.

This result is another illustration of the overmoni-

toring principle analyzed in Chapter 9. At the mar-

gin, an increase in the large investor’s monitoring

intensity exerts two externalities: a positive one on

other investors and a negative one on the entrepre-

neur. Only the latter exists if the large investor holds

all external shares, resulting in overmonitoring.

(c) Large investor and entrepreneurial initiative.

Lastly, let us assume that the entrepreneur’s infor-

mation level is endogenous. Her private cost of learn-

ing the payoff matrix with probability y (and learn-

ing nothing with probability 1−y) is cb(y), where

now cb(1) = +∞ (so as to guarantee an interior

solution for the choice of y). The variable y mea-

sures the entrepreneur’s degree of initiative. We look

for a Nash equilibrium (x∗, y∗) of the information-

acquisition game between the entrepreneur and the

large investor when they have stakes Rb and Rm,

respectively.

Learning the actions’ payoffs benefits the entre-

preneur only if (a) the large investor is uninformed

(which has probability 1− x), since otherwise the

large investor selects the investor-value-enhancing

action anyway, and (b) given our maintained as-

sumption that τRb < γ, preferences are congruent

(which has probability ξ). Hence,

c′b(y
∗) = (1− x∗)ξ[τRb]. (10.11)

Note in particular that an increase in the equilibrium

monitoring intensity x∗ reduces entrepreneurial ini-

tiative y∗.

Monitoring benefits investors if either the entre-

preneur is uninformed (which has probability 1−y∗)

or the entrepreneur is informed and preferences are

y*

x*

Rm

Entrepreneurial initiative, y

Rb

Monitoring intensity, x

Large investor’s
reaction curve

Entrepreneur’s
reaction curve

Figure 10.8

dissonant (which has probability y∗(1− ξ)). Hence,

c′m(x∗) = [y∗(1− ξ)+ (1−y∗)][τRm]. (10.12)

We will assume that the Nash equilibrium is sta-

ble,71 as depicted in Figure 10.8.

As shown by Burkart et al. (1997), there are two

ways, depicted in Figure 10.8, to boost entrepre-

neurial initiative at the contract design stage (both

of which may reduce pledgeable income and thus

may not be consistent with securing financing). The

first is, of course, to raise the entrepreneur’s stake

Rb. The second is to reduce the large investor’s stake

Rm so as to increase the impact of the entrepreneur’s

acquired information. Both policies increase y∗ and

reduce x∗.

Cestone (2004) builds on Burkart et al. by adding

an advisory role for the monitor (see Chapter 9). In

her model, a venture capitalist has a dual monitoring

function: he tries to prevent decisions that are unfa-

vorable to investors and he brings managerial sup-

port to the start-up entrepreneur. A high-powered

incentive scheme, i.e., a large cash-flow stake for

the venture capitalist, has two effects in this multi-

task environment: it encourages the venture capi-

talist to provide more advice to the entrepreneur,

which is unambiguously beneficial; but it also may

induce overmonitoring, since interference kills ini-

tiative. This latter effect implies that it may be opti-

mal to turn control rights to the entrepreneur when

giving high-powered incentives to the venture cap-

italist. Put differently, the venture capitalist’s con-

trol rights and cash-flow rights need not covary: the

venture capitalist may have control and limited (but

71. Stability means that the entrepreneur’s reaction curve is flatter
than the large investor’s, or c′′b c

′′
m > ξ2τ2RbRm.
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nonnegligible) cash-flow rights, or no control and

more extensive cash-flow rights. Cestone notes that

venture capitalists usually lose their control rights

when their preferred stocks are converted into com-

mon stocks.

10.7 Exercises

Exercise 10.1 (security design as a disciplining

device). Go through the analysis in Section 10.4.2

more formally. The date-1 income is r with proba-

bility p1
H (if the entrepreneur exerts a high effort at

date 1) or p1
L (if the entrepreneur exerts a low effort

at date 1), and 0 otherwise. The entrepreneur enjoys

date-1 private benefit B0 when shirking and 0 other-

wise. Let R∗b be defined by

I −A− p1
Hr − (1− p1

H)L = p1
H[pH(R − R∗b )],

and assume that

R∗b � B
∆p

,

pH(R − R∗b ) > L,

and

(p1
H − p1

L)[pHR∗b ] � B0.

(i) Interpret those conditions.

(ii) Describe an optimal incentive scheme and se-

curity design.

(iii) Suppose that R∗b = B/∆p. Argue that a short-

term bonus (a payment in the case of date-1 profit

r ) is suboptimal. Argue more generally that there is

no benefit in having such a payment.

Exercise 10.2 (allocation of control and liquida-

tion policy). This exercise considers the allocation

of a control right over liquidation. As described in

Figure 10.9, the framework has three dates: date 0

(financing and investment), date 1 (choice of liqui-

dation), and date 2 (payoff in the case of continua-

tion). There is moral hazard in the case of continua-

tion. As usual, there is universal risk neutrality, the

entrepreneur is protected by limited liability, and the

investors demand a rate of return equal to 0.

One will assume that the variables (pL, pH, R, B)

in the case of continuation are known ex ante. As

usual, misbehaving (choosing probability pL) yields

a private benefit B > 0 to the entrepreneur. Let

ρ0 ≡ pH

(

R − B
∆p

)

and

ρ1 ≡ pHR.

In contrast, the liquidation proceeds L and the fall-

back option U0
b for the entrepreneur may be ex

ante random, even though they become common

knowledge at date 1 before the liquidation decision.

Lastly, L is fully pledgeable to investors while none

of U0
b is.

(i) Solve for the optimal complete (state-contin-

gent) contract, assuming that a court is able to di-

rectly verify ω ≡ (L,U0
b ) (and the profit in the case

of success) and to enforce the contract specifying

the probability of continuation x(ω) ∈ [0,1] and

the allocation of L and R between the investors and

the entrepreneur.

(ii) Assume from now on that,

for all ω, U0
b � ρ1 − ρ0.

That is, in the absence of a “golden parachute” given

to the entrepreneur in the case of liquidation, the

entrepreneur always prefers to continue. Compare

the sets ΩFB and ΩSB of states of nature in which

continuation is optimal in the absence and presence

of financing constraint. How does ΩSB vary with the

entrepreneur’s net worth A? (A diagram will help.)

(iii) From now on, assume that the court observes

neither L nor U0
b . Only the entrepreneur and the in-

vestors do. The remaining questions look at how far

one can go toward the implementation of the opti-

mal full-observability contract described in (i) using

a simple allocation of the control right concerning

liquidation.

One will focus on the case in which ΩSB (see ques-

tion (ii)) is strictly included in ΩFB, and so inefficient

liquidation is required.

Suppose first that the entrepreneur has the con-

trol right and that renegotiation occurs once ω is

realized. Argue that

ΩEN = ΩFB,

where ΩEN is the set of states of nature over which

continuation occurs under entrepreneur control.
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Figure 10.9

Conclude that the project is then not financed.

(iv) Investor control. Perform the analysis of ques-

tion (iii) in the case of investor control in the absence

of a golden parachute (the initial contract does not

provide for any compensation for the entrepreneur

in the case of liquidation). Suppose that the entre-

preneur does not keep any savings. Show that

ΩIN ⊂ ΩSB,

where ΩIN is the set of states of nature over which

continuation occurs under investor control. Is the

project financed?

(v) Investor control with golden parachute. Argue

that a positive golden parachute (rb > 0 given to the

entrepreneur in the case of liquidation) is optimal

when investors have control.

Exercise 10.3 (large minority blockholding). Con-

sider the active monitor model (see Chapter 9). The

firm yields R in the case of success and 0 in the case

of failure. The entrepreneur, large shareholder, and

small shareholders have shares s1, s2, and s3, respec-

tively, where s1+s2+s3 = 1. (To complete the model’s

description, one can, as in Chapter 9, assume that

s1R � b/∆p and s2R � c/∆p, using the notation

of this chapter.) The small shareholders have formal

control (one share bears one voting right and s3 > 1
2 ).

The project can be modified in a countable num-

ber of ways (k = 0,1, . . . ). Option 0 consists in “not

modifying the project” (this option is known to ev-

eryone). Options 1 through∞ do modify the project;

all but two of them have disastrous consequences

for all parties (so taking a modification at random

is dominated by the status quo option 0). The two

relevant modifications are such that one increases

the probability of success by τ > 0 and the other re-

duces it by µ > 0. One involves a private cost γ > 0

Table 10.2 Probabilities: β (state 1); (1− β)κ (state 2);

(1− β)(1− κ) (state 3).

State 1 State 2 State 3

Impact on probability
of success τ −µ τ −µ τ −µ

Private cost for
entrepreneur 0 −γ 0 γ 0 γ

Private benefit for
large blockholder 0 0 0 0 0 ξ

or a private benefit −γ for the entrepreneur, with

(τ + µ)s1R < γ, and the other no such cost. Lastly,

an action may involve a private benefit ξ for the large

blockholder (or one of his subsidiary). There are

three states of nature, as shown in Table 10.2. In each

state of nature, the left-hand payoffs correspond to

the (uninformed) investor-friendly modification and

the right-hand payoffs to the (uninformed) investor-

hostile modification.

The timing goes as follows:

(1) The entrepreneur learns the two relevant modi-

fications and their impact on payoffs, and makes

a proposal to shareholders.

(2) The large blockholder learns the relevant modi-

fications and their impact on payoffs, and either

seconds the entrepreneur’s recommendation for

a modification or makes a counterproposal.

(3) Majority shareholders decide between the status

quo and the recommendation(s).

(i) Predict the outcome in each state of nature.

(ii) Add a fourth state of nature in which the entre-

preneur and large shareholder see eye-to-eye and

both prefer a value-decreasing action (say, the pay-

offs in state 4 are as in state 2, except that for
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the second relevant action, “γ” becomes “−γ” and

the large shareholder receives ξ). What would you

predict?

Exercise 10.4 (monitoring by a large investor). Sec-

tion 10.6 assumed that the entrepreneur does not

have enough pledgeable income to recommend the

investor-value-enhancing action in the case of disso-

nance, but has enough pledgeable income to induce

(through the choice of the large investor’s share) the

level of monitoring that maximizes the NPV and still

receive funding.

Suppose instead that pledgeable income is low

so that the level of pledgeable income is not suffi-

cient to attract funding when the NPV-maximizing

monitoring level is induced. Go through the steps

of case (b) (“fully informed entrepreneur, large in-

vestor”) assuming that there is no scarcity of mon-

itoring capital (on this, see Section 9.2), and show

that the monitoring level x is given by

pH

[

R − B
∆p

]

+ [ξ + (1− ξ)x]τR = I −A+ cm(x)

and

c′m(x) > (1− ξ)(τR − γ).
Exercise 10.5 (when investor control makes financ-

ing more difficult to secure). The general thrust of

control rights theory is that investors are reassured,

and so are more willing to lend, if they have control

rights over the firm. The purpose of this exercise is

to build a counterexample in which investor control

is self-defeating and jeopardizes financing.

(i) An entrepreneur has cash A and wants to in-

vest I > A into a (fixed-size) project. The project

yields R > 0 with probability p and 0 with proba-

bility 1− p. The probability of success is pH if the

entrepreneur behaves and pL = pH −∆p (∆p > 0) if

the entrepreneur misbehaves. The entrepreneur re-

ceives private benefit B > 0 in the latter case, and

0 in the former case. All parties are risk neutral, the

entrepreneur is protected by limited liability, and the

rate of interest in the economy is 0.

What is the necessary and sufficient condition for

the entrepreneur to be able to obtain financing from

investors?

(ii) Now add a control right. This control right can

raise the expected revenue in the case of misbehav-

ior, but does nothing in the case of good behavior;

namely, the holder of the control right can select an

action (“damage control”) that raises the probabil-

ity of success from pL to pL + ν (ν > 0) in the case

of misbehavior, but keeps pH constant. This interim

action imposes a cost γ > 0 on the entrepreneur. (If

the action is not selected, the probabilities of suc-

cess are as in question (i), and there is no private

cost γ.) The choice of action is simultaneous (say)

with the entrepreneur’s choice of effort.

First assume “entrepreneur control” (the entrepre-

neur is given the right to select this action or not).

Write the two incentive constraints for the entre-

preneur to behave. Show that, compared with ques-

tion (i), the pledgeable income remains the same if

νB/(∆p) � γ, and is decreased otherwise.

(iii) Next consider “investor control.” Assume that

when indifferent, the investors select the dominant

strategy, i.e., the damage-control action (alterna-

tively, one can assume that the action raises pH as

well, to pH+ε, where ε is arbitrarily small). Show that

the financing condition is now

pH

[

R − B
∆p − ν

]

� I −A.

Conclude that investor control, besides reducing

NPV, may also make it more difficult for the entre-

preneur to secure financing.

Exercise 10.6 (complementarity or substitutability

between control and incentives). This exercise pur-

sues the agenda set in Exercise 10.5 by considering

various forms of complementarity and substitutabil-

ity between the exercise of control rights and man-

agerial incentives. It therefore relaxes the assump-

tion of separability between the two.

(i) An entrepreneur has cash A and wants to in-

vest I > A into a (fixed-size) project. The project

yields R > 0 with probability p and 0 with proba-

bility 1− p. The probability of success is pH if the

entrepreneur behaves and pL = pH −∆p (∆p > 0) if

the entrepreneur misbehaves. The entrepreneur re-

ceives private benefit B > 0 in the latter case, and

0 in the former case. All parties are risk neutral, the

entrepreneur is protected by limited liability, and the

rate of interest in the economy is 0.

What is the necessary and sufficient condition for

the entrepreneur to be able to obtain financing from

investors?
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(ii) Now consider the possibility that a profit-

enhancing action be chosen. For reasons of simplic-

ity (but not for the sake of realism!), assume that

this action is chosen simultaneously with effort. This

action raises the probability of success to

• pH + τH if the entrepreneur behaves, and

• pL + τL if the entrepreneur misbehaves.

The action is indeed profit enhancing (τL, τH > 0)
and is

• complementary with effort if ∆τ ≡ τH − τL > 0,

• substitutable with effort if ∆τ < 0.

The action further inflicts a disutility γ on the man-

ager, where

max(τL, τH) · R < γ.
Lastly, assume that the high effort must be induced

in order for financing to occur.

Write the pledgeable income under investor con-

trol and entrepreneur control. When does investor

control increase the pledgeable income (and there-

fore facilitate financing)?

Exercise 10.7 (extent of control). A simple varia-

tion on the basic model of Section 10.2.1 involves

a choice between limited investor control and ex-

tended investor control, rather than between entre-

preneur control and investor control. Suppose, in the

model of Section 10.2.1, that entrepreneur control is

out of the picture (after you finish the exercise, you

may want to think about a sufficient condition for

this to be case), but that there are two degrees of

investor control:

Limited. The action taken then increases the proba-

bility of success by τA > 0 and inflicts cost γA > 0

on insiders.

Extended (investors have control over a wide set of

actions). The selected action then increases the

probability of success by τB > τA and inflicts cost

γB > γA on insiders.

Assume that

τAR − γA > τBR − γB.

Find conditions under which limited or extended

investor control prevails.

Exercise 10.8 (uncertain managerial horizon and

control rights). This exercise considers the alloca-

tion of control between investors and management

when the entrepreneur has an uncertain horizon.

We consider the fixed-investment model. The in-

vestment cost is I and the entrepreneur has only

A < I. The entrepreneur is risk neutral and pro-

tected by limited liability; the investors are risk neu-

tral and demand rate of return equal to 0. The profit

is equal to R in the case of success and is 0 in the

case of failure. In the absence of profit-enhancing ac-

tion, the probability of success is p; when the profit-

enhancing action is taken this probability becomes

p + τ , where τ > 0, but the action imposes a non-

monetary cost on insiders, γ, where

γ > τR.

As usual, p = pH if the entrepreneur behaves (no pri-

vate benefit) and p = pL if she misbehaves (private

benefit B).

The twist relative to Chapter 10 is that the entre-

preneur may not be able to run the project to com-

pletion: with probability λ, she must quit the firm

for exogenous reasons. She learns this after the in-

vestment is sunk, but before the moral-hazard stage.

If the entrepreneur quits (which will have probabil-

ity λ), a new and cashless manager will be brought

in. This manager is also risk neutral and protected

by limited liability and has the same private bene-

fit, probabilities of success, and payoff in the case of

success as the entrepreneur.

Figure 10.10 summarizes the timing.

Let x and y in [0,1] denote the probabilities that

investors receive control when the entrepreneur and

the replacement manager are in charge, respectively.

And assume that

(pH + τ) B∆p � γ

(interpret this assumption), and that

ρ1 ≡ pHR > I > ρ+0 ≡ (pH + τ)
(

R − B
∆p

)

.

(i) Assuming that incentives must be provided for

good behavior (by either the entrepreneur or the re-

placement manager), write down the following.

• The entrepreneur’s utility. (Hint: this utility is

slightly different from the project’s social value.

Why?)

• The pledgeable income and the breakeven con-

dition.
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Project costs I.
Entrepreneur
has A < I.

• •
Date 0

•
Moral hazard. Success R with probability p.

or p. +    , or failure (0).

•
Date 1

Realization of
entrepreneur’s

horizon

New manager appointed

1 − λ

λ

Exercise of control right
(profit-enhancing action?).

••

τ

Figure 10.10

(ii) Argue that y = 1. Find the conditions under

which the project is undertaken. (Warning. Two con-

ditions must be fulfilled: investors must be willing

to finance it, and the entrepreneur must be willing

to go ahead with it.)

Exercise 10.9 (continuum of control rights). This

exercise extends the analysis of Section 10.2.2 to a

continuum of control rights. As in Section 10.2.2,

consider a risk-neutral entrepreneur protected by

limited liability. The entrepreneur has cash on hand

A and wants to finance a project with cost I > A.

The project yields R if it succeeds and 0 if it fails. In-

vestors are risk neutral and demand a rate of return

equal to 0. There is a continuum of control rights,

where the decision attached to a control right can

be thought of as a modification relative to the ini-

tial project and is characterized by the pair (t, g):
t ≷ 0 is the increase in the probability of success

and g ≷ 0 is the private cost borne by the entre-

preneur if the decision is taken (the modification is

made). Let F(t, g) denote the continuous joint dis-

tribution over the space of control rights and EF[·]
the expectations with respect to distribution F .

The probability of success is

p + τ ≡ p + EF[tx(t, g)],

where x(t, g) = 1 if the decision (t, g) is taken and 0

otherwise. Similarly, let

γ ≡ EF[gx(t, g)].

Moral hazard is modeled in the usual way: p = pH

if the entrepreneur behaves (no private benefit) and

p = pL if the entrepreneur misbehaves (and receives

private benefit B). Assume that the project can be

funded only if the entrepreneur is provided with the

incentive to behave.

(i) Solve for the optimal policy x(· , ·), assuming

that the investors’ breakeven constraint is binding

(which it is for A small enough or I large enough).

(ii) Show that, as A decreases, τ and γ increase.

(iii) Discuss the implementation of the optimal

x(· , ·) function.

(iv) Consider the degenerate case in which g is the

same for all control rights (g > 0). Show that

d2γ
dτ2

> 0.
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11
Takeovers

11.1 Introduction

This chapter focuses on the transfer of ownership

of firms, and in particular on the market for corpo-

rate control, in which a new company or managerial

team takes control of a firm and replaces its existing

management or at least manages the firm’s assets

differently.

Although the main focus will be on hostile take-

overs (takeovers that are not welcomed by the in-

cumbent management), we must realize that hostile

takeovers represent only a small fraction of actions

leading to a managerial turnover (since turnover may

simply result from a decision of the board of direc-

tors) or to a merger or acquisition (friendly acquisi-

tions negotiated with management and approved by

the board of directors).1

We refer to Chapter 1 for a broad discussion of

the market for corporate control. The current chap-

ter looks at the rationale and the mechanics of take-

overs. It analyzes the two common motivations ad-

vanced for the existence of takeovers: the benefits

accruing from a new management team with fresh

ideas, superior efficiency, or, more simply, the will-

ingness to abandon past, mistaken strategies (the “ex

post rationale”), and the disciplining effect on incum-

bent management of the hovering threat of a take-

over in the case of poor performance (the “ex ante

rationale”). Firms may facilitate takeovers in order to

enjoy these “new blood” and “disciplining” benefits;

they, however, want to limit (and appropriate some

of) the rents enjoyed by acquirers. Much of the liter-

ature on takeovers focuses on this tradeoff between

efficiency and rent extraction. Sometimes, though,

there is no efficiency component to takeovers. For

1. Of course, some “friendly mergers” occur under the threat of a
takeover, and so it is hard to allocate mergers and acquisitions into
friendly and hostile groups.

example, the raider may want to build an empire; or

he may want to suppress a product that cannibal-

izes or will cannibalize the sales of one of his own

products; or else he may want to transfer assets or

intermediate goods at a good price to one of his di-

visions. That is, such a raider reduces shareholder

value, but is willing to acquire the firm in order to

enjoy control benefits.

The chapter proceeds in two stages. First, Sec-

tions 11.2–11.4 abstract from specific institutions

and study the general tradeoff between efficiency

and rent extraction. This mechanism-design ap-

proach to takeovers will be called the “pure theory

of takeovers,” and will serve as a benchmark for

the more positive analysis. It is also used in Sec-

tion 11.3 to analyze whether private incentives to fa-

cilitate or deter takeovers coincide with social ones

and whether takeovers should be regulated.

Much of the literature, on the other hand, focuses

on the impact of country- and time-specific insti-

tutions concerning voting rules, disclosure regula-

tions, and takeover defenses (such as greenmail, poi-

son pills, supermajority or fair-price amendments,

and dual-class votes) on the likelihood and efficiency

of takeovers. Sections 11.5–11.8 will therefore re-

cast this “positive theory of takeovers” as a study of

the implementation (or nonimplementation) of the

economic rationale for takeovers.

11.2 The Pure Theory of Takeovers:
A Framework

Consider the following situation. A firm knows that,

with some probability, a new management team

(“the raider”) that is able to manage the firm as well

as and possibly better than incumbent management

will appear in the future. Importantly, this raider

is not part of the initial financial arrangement that

creates the firm. In particular, we rule out options
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Figure 11.1

that allow a corporate entity (a potential raider) to

acquire control of the firm in the future.2 Put dif-

ferently, the future raider is not yet identified, or

else there are several potential raiders and it is too

complex to design option contracts for each of them.

Figure 11.1 describes the timing of events. In the

absence of takeover, the firm keeps being run by the

incumbent management. Investors receive expected

value v and the incumbent entrepreneur receives

expected surplus w.

In the event of a takeover, a raider obtains con-

trol of the firm.3 Let v̂ and ŵ denote the expected

value to investors4 and the raider’s expected surplus

under raider management.

Fixed-investment example. In the fixed-investment

model (see Section 3.2),

v = pH(R − Rb) and w = pHRb,

where R is the profit in the case of success (there is

no profit if the project fails), Rb is the entrepreneur’s

stake, and pH the probability of success.5 The values

2. An illustration of such a forward contract is provided by the 1997
agreement between a consortium formed by Mannesman, AT&T, and
Unisource on one side, and Deutsche Bahn on the other to create a
new telecommunications company, initially controlled by Deutsche
Bahn with an option for the consortium to acquire control in 1999
(see Nöldeke and Schmidt (1998) for more details).

3. Like most of the literature on takeovers, we formalize control as
an all-or-nothing phenomenon. As will be discussed in Section 11.5.5,
large shareholders do have an influence on the firm’s decision making
even when they do not have a control majority. The higher their own-
ership share, the more intense is their monitoring (Burkart et al. 1998,
Chapter 9), and the more real authority they enjoy (Chapter 10).

4. We are interested in the impact of the raid on the investors (the
increase or decrease from v to v̂) and on incumbent management (the
removal of the surplus w). It should be kept in mind, though, that
takeovers may affect other “stakeholders” (e.g., the workers through
the breach of implicit contracts, as in Shleifer and Summers (1988)),
the creditors, or the Treasury.

5. Assuming thatRb, the entrepreneur’s stake in the case of success,

v̂ and ŵ may differ from those under incumbent

management through the probability, p̂H, of success.

Or ŵ may differ from w because the raider enjoys a

private benefit just from heading the firm.

The initial “corporate charter” defines the terms

under which the raider can take control.6 The first

question that the charter design must address is that

of whether the transfer of control to the would-be

raider should be made easy or hard. That is, for what

values of v̂ and ŵ should a transfer occur? A sec-

ond question is raised when the entrepreneur takes

actions prior to the appearance of the raider: what

impact does a takeover-friendly or -hostile charter

have on the incumbent management’s incentives?

Similarly, the raider may need to sink a fixed cost

to identify the target and define a corporate strategy

for this target: what impact does the charter have on

the raider’s incentive to commit such resources? We

now examine these questions in sequence. Indeed,

we ignore the effort stage (indicated in brackets in

Figure 11.1) in a first step.

11.3 Extracting the Raider’s Surplus:
Takeover Defenses as
Monopoly Pricing

We assume that the corporate charter is uncon-

strained; in particular, the law does not require it

satisfies the incentive constraint. So, if B represents the benefit from
shirking, and pL the associated probability of success,

Rb � B
pH − pL

.

6. Needless to say, this view of the corporate charter is exceedingly
narrow. But much of the focus in this chapter is on the raider’s ability
to acquire control and its consequences. Hence, a focus on the trans-
action price is not unwarranted for our purposes.
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to account for the interests of economic agents who

are not parties to this initial contract. Under this as-

sumption, the corporate charter stands for the in-

terests of the firm’s constituency (entrepreneur and

investors) at the date at which it is designed. It has

no reason to reflect the interests of parties, such as

a raider, that will later become associated with the

firm. Rather, it is likely to attempt to capture the lat-

ter’s surplus. To exploit this monopoly power over

future buyers, the charter optimally “taxes” these

acquirers.7

We will make the following assumptions:

• The raider does not face credit rationing. Thus,

he can pay up to the full value v̂ + ŵ (investor

value and private surplus).

• v̂ , in a first step, is publicly known at the date

at which the charter is drawn. By contrast, ŵ
is private information of the raider at the date

of takeover. From the point of view of the tar-

get, ŵ is distributed according to density h(ŵ)
and cumulative distribution function H(ŵ) and

is private information to the raider.

We will also initially assume that the entrepreneur

(incumbent manager) does not face credit rationing

(think of this as coming from a high initial net worth)

and therefore aims at maximizing the firm’s NPV.

Later, we will see how the charter is amended if the

entrepreneur lacks pledgeable income at the charter

design stage.

11.3.1 Incumbent Manager Is Not Credit
Constrained

Suppose that the firm can commit to a sale price

P to a potential raider.8 Such a commitment is

7. The following is closely related to the idea pioneered by Diamond
and Maskin (1979) and Aghion and Bolton (1987), according to which
two parties to a commercial transaction have an incentive to write
long-term contracts with penalties for breach in order to force new
partners to a transaction with one of the two parties to offer better
terms of trade.

8. We will assume that the raider pays in cash. In practice, though,
the raider may pay in equity or debt securities of his own firm.
Payments in equity or risky debt raise another issue: the sharehold-
ers of the target firm may not know the value of the payment offer
made by the raider; that is, they face adverse selection (see Chapter 6)
and may be concerned that the bidding firm is overvalued.

But asymmetric information can operate both ways (Fishman 1989):
if the target’s shareholders have superior information about the value
of their firm and the target’s size is not negligible with respect to the
acquirer’s size, then a payment in equities can mitigate the adverse-

tantamount to selecting a cutoff value ŵ∗ for the

raider’s surplus such that

v̂ + ŵ∗ = P.
The probability of a sale is then

1−H(ŵ∗) = 1−H(P − v̂).
The entrepreneur’s utility is equal to the NPV:

Ub = −I + (v +w)H(ŵ∗)+ (v̂ + ŵ∗)[1−H(ŵ∗)].

Maximizing this utility with respect to ŵ∗ (which, as

we have seen, is equivalent to maximizing the NPV

over the sale price P ) yields first-order condition (as-

suming an interim solution)

P − (v +w)
P

= (v̂ + ŵ∗)− (v +w)
v̂ + ŵ∗ = 1

η
, (11.1)

where

η ≡ h(ŵ∗)(v̂ + ŵ∗)
(1−H(ŵ∗))

is the raider’s elasticity of demand.

We thus obtain the standard monopoly pricing

formula: the “Lerner index”—that is, the relative

markup over marginal cost—is equal to the inverse

elasticity of demand. The “cost” of “supplying a take-

over” to a raider is just the opportunity cost of the

forgone surplus (v + w). To see that η is indeed

an elasticity of demand, note that the probability of

takeover

1−H(ŵ∗) = 1−H(P − v̂)
defines a “demand for takeovers” D(P). And so

D′(P) = −h(P − v̂) = −h(ŵ∗). Thus, η is equal

to −D′P/D, which is the standard definition of an

elasticity.

Let
ŵ∗ = ŵm

(where “m” stands for “monopoly”) denote the solu-

tion to (11.1).9

Needless to say, monopoly pricing induces a social

inefficiency. As Bebchuk and Zingales (2000) put it,

future buyers do not sit at the table at the char-

ter design stage. Their surplus is therefore not in-

ternalized and the resulting purchase price is ex-

cessive and leads to a socially suboptimal volume

selection problem by having the target’s shareholders share the post-
takeover profits.

9. A sufficient condition for the program to be strictly quasi-concave
is that the hazard rate h/[1 − H] be strictly increasing (a property
satisfied by almost all usual distributions).
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of takeovers.10 Like any monopolist, the entrepre-

neur trades off a higher price P against the risk of

forgoing profitable trading opportunities. From the

point of view of society, though, P is a transfer, and

so monopoly pricing results in a suboptimally low

volume of takeovers.

Remark (other welfare considerations). We identify

only one force giving rise to inefficient levels of take-

overs. Other forces are in play. For example, and as

we earlier discussed, the raider may be subject to an

agency problem. Its management may push for this

takeover because it gains from building an empire

or because it has private information about the poor

health of the bidding firm and is trying to “gamble

for resurrection”;11 in such cases, the bidder’s man-

agement exerts its “real control” (see Chapter 10)

to reduce the bidder’s value. A proper analysis of

real and formal authority in the bidding firm is then

needed in order to make assertions about the welfare

impact of takeover defenses.

11.3.2 Incentive to Prepare a Raid

The preceding analysis neglected the impact of the

corporate charter on the potential raider’s incentive

to design a business plan for the firm. Suppose, for

instance, that the raider needs to invest cost c to

be able to formulate a strategy for the firm. That is,

by paying c, he creates a value pair (v̂, ŵ), where

ŵ is drawn from the distribution H. His ex post

gain is then v̂ + ŵ − P = ŵ − ŵm if v̂ + ŵ � P and 0

otherwise. Under monopoly pricing, the raider then

prepares a raid if and only if
∫∞

ŵm
(ŵ − ŵm)dH(ŵ) � c. (11.2)

If inequality (11.2) is not satisfied, then the firm

must reduce the sale price P below v̂ + ŵm, so as to

encourage the raider to participate.

10. The conclusion would be different if the potential raider could
be part of the initial charter design. It would then make sense to build
an option for the raider to acquire the firm at a lower price (say,
the “marginal cost” v +w), in exchange for an up-front payment for
this option. The Coase Theorem would then obtain: there would be a
socially efficient volume of takeovers.

See Burkart (1996) for an earlier discussion of the regulation of take-
overs.

11. Such strategies are sometimes perceived as coming from “man-
agerial overconfidence,” but need not be associated with hubris.

11.3.3 Incumbent Manager Is Credit
Constrained

Let us return to the situation in which the raider’s

participation in the process is not an issue; but let us

now assume that the entrepreneur (who, as usual, re-

ceives the NPV) must adjust her policy so as to let her

investors break even. Let us illustrate the main find-

ing in the context of the fixed-investment model de-

veloped in Section 3.2 and discussed in Section 11.2

(v+w = pHR): the entrepreneur chooses Rb and ŵ∗

so as to solve

max
{Rb,ŵ∗}

{−I + (v +w)H(ŵ∗)

+ (v̂ + ŵ∗)[1−H(ŵ∗)]}
s.t.

vH(ŵ∗)+ (v̂ + ŵ∗)[1−H(ŵ∗)] � I −A,
v = pH(R − Rb),

w = pHRb,

(∆p)Rb � B.

If the first constraint, the investors’ breakeven

constraint, is nonbinding, then ŵ∗ = ŵm. The inter-

esting case is when the entrepreneur has a weak bal-

ance sheet, as, say, measured by a low value of A.

The breakeven constraint is then binding and has a

strictly positive shadow price. The quest for pledge-

able income then mandates that the entrepreneur

takes as small a share in profit as is consistent with

incentives:

Rb = B
∆p

.

Taking the minimal incentive-compatible stake is a

costless way (in terms of NPV, which depends only

on v +w = pHR, and not on Rb) of creating pledge-

able income. We now show that the entrepreneur

also resorts to a more costly way of creating pledge-

able income, namely, a below-monopoly-level acqui-

sition price. Letting µ > 0 denote the shadow price

of the investor breakeven constraint, the first-order

condition with respect to ŵ∗ yields

(v̂ + ŵ∗)− (v +w/(1+ µ))
v̂ + ŵ∗ = 1

η
. (11.3)

This implies that ŵ∗ < ŵm.

The quest for pledgeable income leads to a higher

occurrence of takeovers. Or, anticipating our later

discussion of the implementation of P through take-

over defenses, a weaker initial balance sheet calls
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for more limited takeover defenses. The intuition

for this result is that unlike the investor value,

v , under incumbent management, and the resale

price, P = v̂ + ŵ∗, the entrepreneur’s surplus, w, is

nonpledgeable. This is why it receives weight only

1/(1+µ) in the opportunity cost of takeovers in for-

mula (11.3).

To sum up, we obtain here another illustration of

the concessions made by firms to investors in their

quest for pledgeable income. In this respect, there

is little difference between a higher probability of

takeover, costly collateral pledging, the enrollment

of speculative and active monitors, and the transfer

of control rights to investors. All these policies sac-

rifice NPV to boost pledgeable income.

11.3.4 Unknown Value Enhancement

We have heretofore assumed that the payoff to in-

vestors under raider management was known; only

the raider’s surplus was subject to uncertainty. Let

us now assume that v̂ is also unknown.

An important difference between v̂ and ŵ is that a

measure of v̂ (the realization of the random variable

whose mean is v̂) is available ex post. We now show

that this observation implies that partial sales are in

general optimal.

To illustrate this in a simple way, suppose as be-

fore that ŵ is unknown and is distributed according

to a uniform distribution on [0,1]:

ŵ ∼ U[0,1].

Assume further that v̂ is independent of ŵ.

For simplicity, we treat the case in which the entre-

preneur is not credit constrained.

Let us consider the following thought experiment :

suppose that, contrary to our assumption, v̂ were

actually known (as has been the case until now).

The entrepreneur would then maximize the NPV. Us-

ing the fact that the distribution of ŵ is uniform,

H(ŵ) = ŵ, the optimal ŵ∗ solves

max{−I + (v +w)ŵ∗ + (v̂ + ŵ∗)(1− ŵ∗)}

or

ŵm = 1
2 (1+ v +w − v̂) ⇐⇒ P = 1

2 (1+ v +w + v̂).

Let us now return to the situation in which only

the raider knows v̂ (and of course ŵ). Then the entre-

preneur cannot increase the NPV relative to the sit-

uation of the thought experiment. But it turns out

that, despite the imperfect knowledge about v̂ , the

same NPV as in the thought experiment can be ob-

tained: suppose that only half of the shares are put

up for sale to the raider,12 and that the price for this

block of shares is set at the following level:

P = 1
2 (1+ v +w).

The raider then purchases the block if and only if the

investor value for half of the shares plus the raider’s

(entire) surplus exceeds the sale price:

1
2 v̂ + ŵ � P

or

ŵ � 1
2 (1+ v +w − v̂).

In a sense, a partial sale can be used as a metering

device that allows the firm to benefit from part of the

investor value increases brought about by the raider.

11.4 Takeovers and Managerial Incentives

Let us now turn to the impact of a takeover prospect

on managerial incentives to raise profitability. The

popular debate assigns both a positive and a nega-

tive incentive impact to takeovers. On the one hand,

the market for corporate control is meant to keep

incumbent managers on their toes by threatening

them with the prospect of takeover in case of poor

managerial performance (Manne 1965). Thus, take-

overs are good for governance. Jensen (1988) has

been a strong advocate of this perspective. On the

other hand, takeovers are asserted to induce man-

agers to adopt a short-term, “myopic” perspective.

Because similar ideas have been developed in previ-

ous chapters, I will present a very informal account

of the main arguments.

11.4.1 Takeover-Induced Myopia

Let us start with a simple version of the “myopia”

argument.13 Return to the fixed-investment model.

12. I here finesse the issue of control. If the raider requires control
to implement his policy, assume that the block sold to the raider has a
majority of voting rights. In general, this may require different classes
of shares with different voting rights (see Section 11.6 for a discussion
of dual-class shares).

13. More sophisticated versions can, for example, be found in Beb-
chuk and Stole (1992), Laffont and Tirole (1988), Schnitzer (1992), and
Stein (1988, 1989).
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Suppose that the probability that the project is

successful under incumbent management is p + τ ,

where p is equal to pH or pL depending on whether

the incumbent management later works or shirks,

and τ is some pre-takeover-stage investment by the

entrepreneur. Let γ(τ) denote the (convex) private

cost to the entrepreneur of choosing τ . Assume that

the choice of τ is unobservable by other parties. In

particular, the incumbent manager’s (actual, as op-

posed to anticipated) choice of τ affects neither the

raider’s willingness to pay for the firm (at the date of

the raid) nor the acquisition price. Letting Rb denote

the entrepreneur’s stake in success and H the prob-

ability of no takeover taking place, the entrepreneur

chooses τ so as to maximize

τRbH − γ(τ).
In general, this choice involves two distortions

relative to the socially optimal level. First, when

retained, the entrepreneur receives less than the full

pie (Rb < R) and therefore has a suboptimal incen-

tive to raise the probability of success. This is an-

other version of the standard effect identified in Sec-

tion 3.2: the quest for pledgeable income forces the

entrepreneur to give some of the return to investors,

which dulls entrepreneurial incentives.

More interestingly, incentives are also dulled by

the prospect of a takeover (H < 1); the entrepre-

neur invests less if the probability that she will reap

the fruits of the investment decreases. Whether this

induces a social cost depends on the transferabil-

ity of the investment τ . If τ is not transferred to

a new team (e.g., it corresponds to some noncodi-

fied knowledge accumulated by the entrepreneur),

then this second reduction in incentives is not dis-

tortive, since the investment pays off privately and

socially with probability H only. In contrast, if the

investment is transferable (so τ corresponds to the

choice of a better project, to a better maintenance

of the equipment, etc.), a new factor of underinvest-

ment is the positive externality of investment on the

raider.14

Here managerial myopia—the tendency to exces-

sively privilege the present over the future—takes

14. In the case of transferable investments, the value of H depends
not only on the price P demanded for the acquisition but also on the
equilibrium value τ∗. The entrepreneur’s investment is then given in
a rational expectations equilibrium by RbH(P, τ∗) = γ′(τ∗).

the form of an underinvestment in future profitabil-

ity, as the benefits will partly go to the new manage-

rial team. Alternatively, and closely related, manage-

rial myopia might consist in “sabotaging” the profit

of the raider so as to decrease the likelihood of

a takeover;15 or, along the lines of the analysis of

Chapter 7, in sacrificing long-run payoff in order to

“posture,” that is, to obtain good short-term results

and appear efficient to investors.

11.4.2 Takeovers and Managerial Discipline

Conversely, the takeover threat may induce the

entrepreneur to work harder. The analysis is sim-

ilar to that of Section 10.4.2. There, we argued

that contingent interference may be an instrument

of managerial discipline. The basic point is that

performance-related rewards and punishments can-

not consist in solely monetary rewards. In particular,

to the extent that managers derive rents from their

position, a sanction for poor performance may re-

quire taking that position away. This strategy was

analyzed in Section 10.4.2 in the context of a liqui-

dation or downsizing of assets in the case of poor

intermediate performance—but the key feature of

this policy is not the form of interference per se, but

the fact that the manager enjoys lower rents from

office or loses them altogether. The same can be ac-

complished, perhaps at a lower cost, through the re-

placement of the incumbent team by a new team.

Bertrand and Mullainathan (2003) analyze the im-

pact on corporate behavior of the passage of laws re-

stricting takeovers of firms incorporated in a given

state in the United States. Among other things,

they compare plants located in the same state but

belonging to firms incorporated in different states.

For example, they can look at changes in two plants

located in New York but belonging to firms incor-

porated in Delaware and California when an anti-

takeover law is passed in Delaware, which enables

them to filter out state-specific shocks. They find

that wages, and in particular white-collar ones, in-

crease significantly when an antitakeover law is

passed. By contrast, the passage of an antitakeover

law does not affect firm size overall (it leads to fewer

15. An example of such behavior is entrenchment, in which the in-
cumbent team invests in assets that it knows how to run, but the future
managerial team will have little expertise in managing.
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plant destructions and fewer plant creations). They

conclude that the evidence is consistent with the

idea that takeover protection enables managers to

enjoy a “quiet life,” but does not support empire-

building theories.

A final note: facilitating takeovers per se may not

improve managerial incentives. A takeover-friendly

charter in general makes a takeover more likely both

when performance is good and when it is poor. The

net effect on managerial incentives for good perfor-

mance is a priori unclear, unless takeover incentives

put us in a range in which takeovers are only a threat

when performance is poor. Ideally, for incentive pur-

poses, one would want takeovers to be facilitated

when performance is poor and discouraged when

performance is good.

11.5 Positive Theory of Takeovers:
Single-Bidder Case

The pure theory of takeovers focuses on the price the

firm would want to charge the raider in an acquisi-

tion and on the associated likelihood of a takeover.

It does not elicit the mechanism through which this

price will actually come about.

In contrast, the positive theory of takeovers takes

as given some common institutions and looks at

how they impact the likelihood of a takeover and

the price paid by the raider. Much of the literature

analyzes tender offers. Assuming that there exists a

single bidder, in a (stylized) tender offer, the raider

makes a price offer and shareholders then individu-

ally decide whether to tender their shares. This is in

sharp contrast with the analysis in Section 11.3, in

which the acquisition price was set by the firm rather

than by the raider; we will see, however, that the

firm’s charter can influence the tender offer price,

and so the firm can indirectly select the price.

Offers may be restricted (to a certain percentage

of outstanding shares) or unrestricted (the raider

purchases all tendered shares, regardless of their

number). Similarly, offers may be conditional on the

raider’s acquiring a certain percentage of the shares

(e.g., a simple majority stake of 51%) or uncondi-

tional.

In a first step we will assume that all shares carry

equal voting rights and that the raider needs a sim-

ple majority or, more generally, a fraction κ ∈ (0,1)

of the shares in order to gain control, replace the

incumbent management, and implement the new

policy. That is, a raider who purchases only a mi-

nority of shares or, more generally, a fraction less

than κ of the shares is on the same footing as any

other investor, and neither delivers investor value v̂
nor enjoys rent ŵ from control.16 Later on, we in-

troduce dual-class shares, some with a voting right,

some without.

We say that the raider enhances value (to inves-

tors) if
v̂ > v.

The case v̂ < v corresponds to a “value-decreasing

raider.” We focus on the case in which the value en-

hancement or decrease is symmetric information.17

11.5.1 Value-Enhancing Raider:
The Grossman–Hart Analysis

Grossman and Hart (1980) identified a simple free-

rider incentive in the shareholders’ response to a

tender: if the investor value of the firm under raider

management exceeds that under incumbent man-

agement, tendering becomes a “public good” to

which no one wishes to contribute, but everyone

hopes others will. To illustrate this point, while min-

imizing notation, let us normalize to 1 the value

added by the raider’s taking over:

v̂ − v ≡ 1.

And let us redefine P as the premium over v of-

fered by the raider. That is, the raider offers price

v + P . The relevant range for P is [0,1]. A negative-

premium offer is always rejected, while premia

above 1 are accepted but wasteful for the raider.

We will assume that there is a continuum, of

mass 1, of shareholders. The assumption of a contin-

uum finesses the issue of a shareholder’s potentially

16. Like the entire literature, we do not allow the raider to enjoy
real authority when he purchases a fraction of shares that is lower
than κ. This assumption is a strong one, especially when the raider is
value enhancing. Indeed, with v < v̂ , shareholders might be inclined
to listen to his suggestions!

To study this, one would need to combine the study of the emer-
gence of share concentration (Section 9.3), that of real authority (Sec-
tion 10.3), and this section. I am not aware of any research along these
lines.

17. A number of papers have extended the theory to allow for the
raider’s having private information about what he plans to do with the
target. This work is reviewed in Hirshleifer’s (1992, 1995) surveys on
mergers and acquisitions.
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being “pivotal,” i.e., affecting the outcome through

his tendering choice. A shareholder will therefore

compare the takeover premium that is offered by the

raider to the expected value enhancement, taking the

probability of takeover as exogenous to his tender-

ing choice and equal to its equilibrium value. Later,

we will consider a (potentially large, but) finite num-

ber of shares, and will study the robustness of this

first-cut analysis.

Consider an unrestricted, unconditional offer, and

assume that the raider needs to acquire a fraction

κ ∈ (0,1) of the shares to gain control. We claim that

the probability of takeover success must be equal to

the premium:

β ≡ Pr(takeover success) = P.
If this probability exceeded P , then each shareholder

would be better off holding on to his share, since

βv̂ + (1− β)v > v + P ;

and so the takeover would fail with probability 1, a

contradiction. Similarly, for a probability of success

smaller than P , all would be better off tendering and

thus the takeover would succeed. So the equilibrium

probability of takeover success must equal the pre-

mium. The fraction of shares tendered must be ex-

actly equal to κ. The mechanics of how the proba-

bility of a successful takeover comes out as β = P
remains mysterious at this stage of the analysis,

which only derives necessary conditions for equilib-

rium. Section 11.5.3 will show how this probability

emerges in the presence of a large, but finite, num-

ber of shareholders. Leaving aside any private sur-

plus ŵ, the profit made by the raider on the takeover

attempt is
π = κ[β · 1− P] = 0.

That is, the raider is unable to derive any benefit

from the value enhancement.18 Free riding by share-

holders fully captures the raider’s value enhance-

ment.19 It may thereby discourage a potential raider

from setting up a raid.

Remark (free riding and the incentive to go public).

Zingales (1995) argues that the free-rider benefits

18. If ŵ > 0, the raider enjoys ŵ with probability β = P (see below).

19. Burkart et al. (2005) analyzes takeovers of companies owned
by a set of atomistic shareholders and one minority blockholder. The
blockholder has more incentives to tender his shares than atomistic
bidders.

associated with dispersed shareholdings are a rea-

son why firms may want to go public rather than

keeping a concentrated ownership, which may not

allow them to appropriate as much of the surplus of

future acquirers.

11.5.2 Positive Raider Surplus despite
Free Riding

11.5.2.1 Private Benefit from Control

When the raider derives a private surplus ŵ from

control, then he gets to keep this surplus and opti-

mally bids P = 1. To see this, note that the raider’s

profit when offering premium P is

π = κ[β− P]+ βŵ = Pŵ.
The raider strictly prefers to bid the maximum pre-

mium: P = 1. Thus, a tender offer mechanism fully

extracts the raider’s investor value enhancement un-

der shareholder free riding, and captures none of the

raider’s private surplus. Dispersed shareholders are

good at extracting increases, v̂ − v , in share value.

They, however, can capture none of the raider’s pri-

vate benefit ŵ. By contrast, a large shareholder of

the target company can extract some of the raider’s

private benefit provided that (a) he has sufficient bar-

gaining power in the negotiation with the raider, and

(b) the raider has cash on hand to finance the acqui-

sition and therefore can pay more than the value of

shares to gain access to his private benefit (if the ac-

quisition is externally financed, the raider’s private

benefit cannot be captured since financiers are not

willing to pay more than the value of shares) (see

Burkart 1995; Zingales 1995).

Let us turn to three further mechanisms that en-

able the raider to capture some of the value enhance-

ment.

11.5.2.2 Toehold

Raiders often have substantial toeholds when mak-

ing a tender offer.20 Suppose that the raider already

owns a fraction θ < κ of the shares when making

20. They can secretly purchase shares prior to a tender offer. U.S.
regulations require the purchaser of shares combining to a block of
at least 5% of shares to file an “SEC 13d” report within 10 days of the
acquisition. So the raider can purchase more shares in those 10 days.
Raiders therefore own on average 14% of target firms. More than half of
the bidders have toeholds (see, for example, Betton and Eckbo (2000)
for more detail).



11.5. Positive Theory of Takeovers: Single-Bidder Case 433

a tender offer. Assuming, again, that ŵ = 0, the

raider’s profit for premium P is

π(P) = (κ − θ)(β− P)+ θβ,
where β is, as earlier, the probability of takeover suc-

cess and must in equilibrium be equal to P . Hence,

π(P) = θP.
The optimal bid is then P = 1, yielding profit

π = θ.
Thus, the raider fully appropriates the value added

to the toehold shares.21

11.5.2.3 Dilution

Grossman and Hart (1980) discuss another mech-

anism through which raiders may be given incen-

tives to prepare a raid. Suppose that, having gained

control, the raider is able to capture a fraction φ
between 0 and 1 of the gains made by the share-

holders who have not tendered their shares. This,

in a sense, amounts to a partial expropriation of

minority shareholders, and therefore may conflict

with laws protecting the latter. For example, one

may have in mind that the raider forces the firm to

purchase some supplies at an inflated price from

one of the raider’s affiliates. This amounts to in-

creasing ŵ while decreasing v̂ . Namely, starting

from the absence of private benefit, dilution creates

one equal to ŵ = φ(v̂ − v) = φ, while v̂ − v = 1 be-

comes (1−φ)(v̂ − v) = 1−φ.

Again a fraction κ of the shares is tendered (as-

suming no toehold). The new probability of takeover

success β when the premium is P is given by the

shareholders’ indifference between tendering and

not tendering:

P = (1−φ)β(P).
The raider’s profit is then (for P � 1−φ)

π(P) = β(P)[κ · 1+ (1− κ)φ]− κP
= β(P)φ.

As in the case of a toehold, the optimal tender

offer for the raider induces a sure success. That is,

P = 1−φ

21. The role of toeholds in encouraging takeover attempts in a free-
rider environment was stressed by, among others, Shleifer and Vishny
(1986a,b) and Hirshleifer and Titman (1990).

and

π = φ.
Thus, the raider appropriates the value of the dilu-

tion on untendered shares as well as from tendered

shares (through the threat of dilution if the share-

holder does not tender).

Dilution, however, may not be feasible to the ex-

tent that a controlling shareholder often has a fidu-

ciary duty to minority shareholders; for example, the

tunneling of assets by the raider to affiliated entities

would be unlawful in the United States. Müller and

Panunzi (2004) point out that in the 1980s merger

wave, raiders often practiced dilution in a more sub-

tle way by setting up acquisition subsidiaries.

Under such “bootstrap acquisitions,” before mak-

ing a public tender offer, the raider organizes a

highly leveraged shell company (the acquisition sub-

sidiary) that is assetless, obtains a loan commitment

from lenders by pledging the future cash flows of

the target firm as a security for its debt, and will be

merged with the target firm if the majority of share-

holders tender their shares. Importantly, the cash

from the loan is used to pay the tendered shares and

to compensate the raider, but does not go to the new

merged entity. The minority shareholders thus bear

(some of) the debt once the acquisition subsidiary is

merged with the target, but do not receive the pro-

ceeds of debt issuance. In a sense, the raider sells

claims on the value enhancement, v̂ − v , by buying

rights on v .

Suppose, as earlier, that the raider makes an un-

restricted and unconditional tender offer.22 Let D
denote the shell company’s debt23 and assume that

0 � D � 1. As earlier, let P denote the takeover

premium offered by the raider and β(P) the proba-

bility of takeover success. In equilibrium, a fraction

κ of the shares is tendered. The shareholders’ in-

difference equation is P = β(1 − D). Because the

proceeds of the debt D serve to pay the acquired

shares and compensate the raider, the latter’s utility

is π = [D − κP]+ β[κ(1−D)] = D.

22. Müller and Panunzi assume that the offer is conditional on a
fraction at least equal to κ being tendered. We look at unconditional
offers only for consistency with the rest of the section.

23. This debt, for expositional simplicity, is assumed to be safe.
Otherwise the tendering indifference equation derived below is slightly
different.



434 11. Takeovers

The reader can check that the raider cannot pre-

vent free riding if the acquisition subsidiary is fi-

nanced through equity rather than debt. Also, (s)he

should note the strong similarity with the study

of commitment through the use of third parties in

Chapter 7.

11.5.2.4 Takeover Defenses

Takeover defenses come in many guises,24 and, ex-

cept for the common feature that they make it

harder for a raider to acquire a firm, are hard to

summarize concisely. Let us illustrate their role in

the case of poison pills, more specifically in the

most common form of a “flip-over plan” under which

the holders of shares are entitled to purchase new

shares at a substantial discount after a hostile take-

over.25 For computational simplicity, let us assume a

simple majority rule (κ = 1
2 ) and that the new shares

carry no voting rights.26 In the case of takeover suc-

cess, the 50% of shares kept by the initial sharehold-

ers are worth v̂ +∆ (with ∆ > 0), while the 50%

acquired by the raider are worth v̂ −∆ to him due to

the dilution.27 Letting, as before, β denote the prob-

ability of success and P the premium over v , share-

holders are indifferent between tendering and keep-

ing their shares if and only if

β(v̂ +∆)+ (1− β)v = v + P
or

β = P
1+∆ .

The raider’s profit is then

π = βŵ + 1
2 [β(v̂ −∆)+ (1− β)v − (v + P)]

= β(ŵ −∆).
Assuming that ŵ > ∆ (otherwise the raider makes

no offer), it is optimal for the raider to succeed for

24. See, for example, Malatesta (1992) and Section 1.5. Malatesta
and Walking (1988) is among the classic references on poison pills.

25. Here we assume that the poison pill cannot be removed.
Bebchuk and Hart (2001) allow the tender offer to be accompanied
by a proxy vote contest over the redemption of the poison pill.

Also, the threshold that triggers the exercise of the option to buy
new shares may be smaller than 50%.

26. If the new shares carry a voting right, the analysis is basically
unchanged.

27. For example, suppose that the holders of untendered shares are
entitled to one extra share per share for free. Then the raider has only
one-third of the cash rights. Then ∆ = 1

3 v̂ .

certain (β = 1) by choosing

P = 1+∆.
The poison pill further raises the purchase price.

In contrast with the dilution of initial shareholders

by the raider considered in Grossman and Hart, poi-

son pills allow a dilution of the raider by initial share-

holders.

Poison pills thereby allow the firm to adjust the

purchase price paid by the raider. Suppose, for ex-

ample, that the raider’s benefit from control, ŵ, is

known (the distribution H is a spike at ŵ).28 In the

absence of a poison pill, P = 1 and the raider’s

surplus is ŵ. The optimal poison pill then yields

dilution ∆∗ = ŵ.

11.5.3 Value-Enhancing Raider:
Pivotal Tendering

A series of papers by Bagnoli and Lipman (1988),

Holmström and Nalebuff (1992), Gromb (1995), and

Segal (1999) have carefully analyzed strategic behav-

ior among shareholders facing a tender offer. Let us

assume that there are n shares, a � n of the shares

carrying a voting right, and that the raider must pos-

sess k � a shares in order to exercise control (so

κ = k/a). Each share carries a cash-flow right equal

to 1/nth of the investor payoff (v under incumbent

management, v̂ under raider management). Lastly,

we assume in a first step that each shareholder owns

one share.

It can be shown that assuming that the raider does

not bid for the nonvoting shares involves no loss

of generality. Intuitively, the raider and the share-

holders have the same valuation for the nonvoting

shares. Hence, no trade of nonvoting shares between

them can benefit both, or, put differently, any sale

of nonvoting shares to the raider must occur at a

price equal to the expectation of their ex post value.

For the same reason, “nonvoting shares” could also

stand for “debt”: the raider has no incentive to ac-

quire the firm’s outstanding debt.

Note that the raider can appropriate the entire

value enhancement (at least on the voting shares) if

conditional offers are feasible. Indeed, suppose that

he makes an unrestricted offer at an arbitrarily small

28. And v +w < v̂ + ŵ.
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premium

P = ε
for the a shares, conditional on all voting shares be-

ing tendered. It is then an equilibrium for all share-

holders to tender;29 for, each obtains (v + ε) by ten-

dering, and only v if he does not tender (and thereby

defeats the tender offer). Thus, shareholder unanim-

ity strengthens the raider to the point that the free-

rider problem completely disappears! Only the value

enhancement on the nonvoting shares is not appro-

priated by the raider.

Second, assume that conditional offers are forbid-

den or are not credible.30 Let us look at voting shares

and let P , as earlier, denote the premium over v of-

fered by the raider. We will focus on the symmet-

ric, mixed-strategy equilibrium, in which each share-

holder tenders his share with a probability x to be

determined.31 Letm denote the (random) number of

voting shares tendered overall.

Consider shareholder i ∈ {1, . . . , a}. Let m−i
denote the number of voting shares tendered by

other shareholders. Because these play a mixed

strategy, m−i is a random variable. The probability

that the takeover succeeds if shareholder i does not

tender his share is Pr(m−i � k). In order for share-

holder i to be indifferent between tendering his vot-

ing share and not tendering it, it must be the case

that he obtains the same utility from both strategies,

or

P = Pr(m−i � k) · 1. (11.4)

29. This is not the only equilibrium. There are other equilibria in
which the takeover fails (e.g., if all refuse to tender their share, there
is no individual impact of not tendering one’s share). However, these
alternative equilibria rely on weakly dominated strategies (tendering
one’s share either has no impact or benefits the shareholder if the
others also tender their share). The equilibrium we focus on is the only
one that is robust to the elimination of weakly dominated strategies.

30. The terms of the offer could later be relaxed if the conditions
set in the offer are not satisfied.

31. The equilibrium is far from being unique. For example, there
are pure-strategy ones in which k shareholders tender and a− k do
not tender for P ∈ (0,1). These equilibria resemble the one prevailing
under a conditional offer: each of the k shareholders tendering their
share is pivotal, and makes the takeover attempt fail if he does not
tender his share. And, for the same reason, the raider fully appropri-
ates the value enhancement on the voting shares.

There are also mixed equilibria, in which a set of shareholders ten-
ders for certain, another set does not tender for certain, and a third
set randomizes over the tendering decision (as in the mixed-strategy
equilibrium).

The raider’s profit π is most easily computed by

noticing that the expected value enhancement (on

voting shares) is equal to a[Pr(m � k) · 1]/n and

that this value enhancement is necessarily shared

between raider and shareholders. The latter obtain

P/n each since one of their optimal strategies is to

tender. Hence,

a
n

Pr(m � k) = a
n
P +π

or

π = [Pr(m � k)− Pr(m−i � k)]
a
n

=
(

a− 1

k− 1

)

xk(1− x)a−k a
n
.

From equation (11.4), we know that there is a one-

to-one increasing mapping between P ∈ [0,1] and

x spanning the full support [0,1]: increasing the

premium raises the probability of tendering. Thus,

maximizingπ with respect to P is equivalent to max-

imizing π with respect to x (and then using equa-

tion (11.4) to compute the optimal premium). A sim-

ple computation (take the derivative of the logarithm

ofπ ) yields the optimal probability of tendering (i.e.,

the raider’s optimal tradeoff between a high proba-

bility of takeover success and a low premium paid

to shareholders):

x∗ = k
a
.

We can now return to Grossman and Hart’s analy-

sis of the free-rider problem. The raider’s profit,

replacing x by its optimal value, is

π =
(

a− 1

k− 1

)
(

k
a

)k(

1− k
a

)a−k a
n
.

Bagnoli and Lipman (1988) and Holmström and Nale-

buff (1992) show that when the number of shares a
becomes large,32 the raider’s profit converges to 0

(at speed 1/
√
a). Intuitively, the probability that any

shareholder is pivotal, that is, of exactly k− 1 other

shareholders tendering their shares, becomes very

small. Hence, for shareholders to be indifferent be-

tween tendering their share or not, it must be the

case that the probability of takeover success be very

close to the premium.

32. Keeping a/n constant (e.g., equal to 1, if all shares carry a voting
right).
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Whatever the number of shares, the nonvoting

shares trade at a premium with respect to voting

shares equal to33

Pr(m � k | x = x∗)− Pr(m−i � k | x = x∗) > 0.

The holders of nonvoting shares are the ultimate

free riders. Holders of voting and nonvoting shares

have conflicting interests. Nonvoting shareholders,

whose interest lies solely in the success of the take-

over, are hurt by the free-riding behavior of voting

shareholders, and therefore prefer supermajority

rules and a low number of voting shares. In contrast,

voting shareholders prefer a large number of voting

shares and the simple majority rule, because these

reduce the probability that they are pivotal and allow

them to be less pressured by the raider.

As Gromb (1995) points out, the optimal charter

in this environment has one-share–all-votes. That is,

the firm optimally issues many shares, only one of

which has a voting right. The raider purchases this

share at an arbitrarily small premium,34 but the im-

portant point is that the takeover occurs with prob-

ability 1 (as under the unanimity rule) and so all

nonvoting shares (which represent almost the en-

tire value of the firm) free ride on the surefire value

enhancement.

Remark (other free-riding securityholders). Nonvot-

ing shareholders are not the only free riders. Along

similar lines, holders of risky debt benefit when a

value-enhancing raid succeeds. Their claim is sim-

ilar to that of nonvoting shares to the extent that

it carries no voting right and benefits from value-

enhancing takeovers (Israel 1992).35

Remark (sequential offers). This analysis, like the

rest of the chapter, has assumed that the raider

33. Furthermore, when the number a of voting shares increases,
fixing k, the value of these shares increases, while that of nonvoting
shares decreases. And when the threshold k increases, keeping a con-
stant, the value of voting shares decreases while that of nonvoting
shares increases.

34. This is clear under the maintained assumption of a tender offer.
Of course, the owner of the voting share might try to bargain over
the price of the share; but due to the others’ free riding the two have
little surplus to share anyway. So the assumption we make about the
credibility of a tender offer (that is, of a lack of bargaining power of
the owner of the voting share) is without consequence for the final
outcome.

35. Of course, for this to hold, it must be the case that the value
enhancement is not accompanied by an increase in risk.

makes a single, once-and-for-all tender offer. One

may wonder whether the possibility of making new

tender offers after an unsuccessful one alleviates or

aggravates the free-riding problem. Harrington and

Prokop (1993) generalize the analysis with a finite

number of shareholders, each holding one share, to a

discrete-time, infinite-horizon environment. As long

as he has not yet acquired k shares, the raider makes

a new unconditional offer each period; and so he ac-

quires new shares until he finally obtains control of

the firm.36 Two key results emerge:

• The raider’s payoff is strictly lower than that pre-

dicted by static (one-shot-offer) equilibria. The antic-

ipation of a higher tender offer in the future makes

shareholders more inclined to hold onto their share.

The free-rider problem is exacerbated by the lack of

price commitment and the raider must offer a higher

premium than in the static context.

• As readers familiar with the Coase (1972) con-

jecture37 will intuit, the raider’s expected profit con-

verges to 0 as the time period between offers goes

to 0. Thus, even with a small number of sharehold-

ers (so free riding is limited in a static context), the

raider must leave almost all the surplus to share-

holders.

11.5.4 Multiple Shares per Shareholder

As Holmström and Nalebuff (1992) point out, the

previous analysis hinges crucially on each share-

holder holding a single share. Dividing a share into

N shares, each with value 1/N of the value of the

original share, affects the holders of voting shares’

incentive to tender. The basic idea is that share-

holder’s act of tendering a share makes takeover suc-

cess more likely and thereby raises the profitability

of all shares that the same shareholder does not ten-

der. This weakens the shareholders’ incentive to free

ride and enables the raider to capture a substantial

fraction of the pie.

36. The equilibrium concept is the generalization of the static one
in this section: the paper focuses on symmetric equilibria, or more
precisely on symmetric Markov perfect equilibria. If mt denotes the
number of shares held by the raider at the beginning of period t and
Pt the takeover price (or premium), each of the remaining (a −mt )
shareholders tenders his share with probability xt = x(mt, Pt).

37. See, for example, Fudenberg and Tirole (1991, Chapter 10) for
an exposition.
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Start from the situation in which there are a vot-

ing shares, k of which must be acquired by the raider

to gain control. Each shareholder holds exactly one

share. Now subdivide shares N times: each share-

holder now holds N shares, and there is a total of

aN voting shares. Let kN denote the new number of

shares that the raider must acquire; so the percent-

age of shares to be acquired is kept constant.

Again, we look for the symmetric equilibrium.

Each shareholder withholds M < N shares, ten-

dersN −M − 1 shares, and randomizes over the ten-

dering decision of the Mth share.38 The number of

shares tendered must be approximately kN in order

for this randomization to be rational.

ForN large, whenever the raider offers a premium

P , 0 < P < 1, the percentage of shares tendered is

almost deterministic, by the law of large numbers.

Furthermore, by now familiar reasoning, it must be

close to k/a; otherwise all shares would be tendered,

inducing each shareholder to keep his shares, or vice

versa.39 Furthermore, the support of the distribution

of the number of shares tendered (that is, the range

of uncertainty faced by an outside observer as to the

number of tendered shares) has size exactly equal

to a, since each of the a shareholders randomizes

on only one share. So the support is smaller than

a shareholder’s number of untendered shares for N
large.

Next, let us deduce from this that the probabil-

ity that the takeover is successful converges to 1

as N goes to ∞. If this probability of success were

bounded away from 1, then any shareholder could

make it exactly 1 by tendering amore shares, which

is a small number relative to the M shares not

tendered, where, recall, M/N is close to (a− k)/a.

Hence, each shareholder would have the ability to

38. In fact, he can be indifferent with regards only to a single share:
the benefit from the increase in the probability of takeover success
brought about by tendering a share declines with the number of shares
tendered (the number of “inframarginal” shares not tendered is then
smaller).

39. More formally, lettingm denote the (random) number of shares
tendered, for any ε > 0, and η > 0, there exists N0 such that, for all
N > N0, Pr(x(N)−ε < m/aN < x(N)+ε) > 1−η, wherex(N) is the ex-
pected fraction of shares tendered. So, if, for example, k/a > x(N)+ε,
then tendering all of one’s shares is optimal as long as P > η (since the
probability of a successful takeover is bounded above by η), a contra-
diction; and similarly for k/a < x(N)− ε. Choosing η < min(P,1−P),
we see that x(N) must converge to k/a.

raise the probability of success substantially by

tendering a negligible (for N large) incremental frac-

tion of his shares. This raises the profitability of the

“inframarginal shares” (theM � [1−(k/a)]N shares

withheld for certain). Hence, if m is the (random)

number of shares tendered,

Pr(m � kN)→ 1 as N →∞.
The raider’s profit is then approximately

π � kN
aN

[Pr(m � kN)− P]

� k
a
[1− P].

The raider’s optimal strategy is to choose P arbi-

trarily small, yielding raider profit

π � k
a
.

Thus, Holmström and Nalebuff (1992), focusing

on the symmetric, mixed-strategy equilibrium, show

that it makes a substantial difference whether shares

are divisible or not.40 With one share per share-

holder, the probability of being pivotal is infinites-

imal for a large number of shareholders/shares, and

so everyone behaves as a perfect free rider, as in

Grossman and Hart (1980). When shareholders have

a lot of shares, then each can be pivotal and has an

incentive to boost the probability of a takeover in

order to raise the profitability of his inframarginal

untendered shares. This reduces free riding and lets

the raider make a (nonnegligible) profit. For exam-

ple, the raider appropriates half of the value added

in case of a simple majority rule,

k
a
= 1

2

and makes even more for supermajority rules.

One may wonder how the Holmström–Nalebuff

analysis is modified in the presence of some exoge-

nous noise (for instance, about the number of share-

holders who will be informed about and/or care to

participate in the tender offer, or about those (here

none) who enter separate sale agreements with the

raider); one could conjecture with Hirshleifer (1995)

that such extra noise would make it unlikely that

40. Holmström and Nalebuff also look at similar equilibria for asym-
metric initial shareholdings, in which shareholders with more shares
tender more.
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shareholders would perceive themselves as pivotal.

That is, noise should reinstate free riding by lower-

ing the individual shareholder’s prospect of being

pivotal and should substantially reduce the raider’s

profit. The validity of this conjecture is confirmed in

the discussion below.

11.5.5 Discussion

Grossman and Hart’s (1980) intuition for free riding

builds on the idea that with a large number of share-

holders, each feels that (s)he is nonpivotal, i.e., will

not influence the outcome of the takeover attempt.

Each shareholder therefore refuses to sell as long as

the premium does not match the subsequent value

enhancement; and so the raider is unable to bene-

fit from the value enhancement he brings along. A

number of papers in various fields of economics (in

particular, Fudenberg et al. 1998) have studied en-

vironments with many small players and exogenous

uncertainty (as opposed to the endogenous uncer-

tainty arising in the mixed-strategy equilibria stud-

ied above) and derived conditions under which it is

indeed optimal for economic agents to behave in the

large-number limit as if they individually had no im-

pact on aggregate outcomes. Segal (1999, Section 7)

derives an interesting general result along this line;

in an application to takeovers he assumes that there

is probability ε that a shareholder does not receive

the raider’s offer or is unable to respond, and that

the product of ε times the number of shareholders

goes to ∞ as the latter number goes to ∞ (a con-

dition that is trivially satisfied if, for example, ε is

independent of the number of shareholders). This

creates a fair amount of uncertainty as to the (ab-

solute) number of shares that are being tendered;

and so each shareholder rationally anticipates that

(s)he is not going to affect the outcome of the ten-

der offer. This reasoning is actually quite general,

and, as Segal shows, applies to any arbitrary volun-

tary mechanism (conditional bids, etc.) and not only

to the unconditional, unrestricted mechanism con-

sidered here. Segal thereby provides a useful argu-

ment in support of Grossman and Hart’s free-riding

prediction.

Segal (1999) brings another argument against the

idea that individual shareholders should feel very

concerned that their tendering decision will have

a strong impact on their payoff. Even if the share-

holder actually turns out to be pivotal (provide the

raider with a majority of votes when tendering),

the change in payoff may be largely overpredicted

by the discontinuous payoff function presumed in

the takeover literature, as the reader may have sus-

pected from previous material covered in the book.

Provided that the raider’s offer is not conditional

and so he acquires the shares that are tendered,

his intensity of active monitoring in general in-

creases continuously with the raider’s shareholding

(see Chapter 9); so the expected benefits of curbing

managerial moral hazard will move rather continu-

ously. A similar point can be made more generally

for shareholders’ payoffs under raider’s real author-

ity (Chapter 10). Overall, the literature on takeovers

takes too narrow a view of “control.” Finally, a toe-

hold will encourage the raider to buy more shares

in the future, resulting in the eventual transfer of

formal authority to the raider.

11.6 Value-Decreasing Raider and the
One-Share–One-Vote Result

Let us return to the simplifying case of a continuum

of shares and now assume that the raider lowers in-

vestor value:
v̂ < v.

Such a raider is necessarily interested in control ben-

efits ŵ. (Our treatment here follows that of Gross-

man and Hart (1988). Harris and Raviv (1988) obtain

related results.)

For a positive premium (P � 0), it is a (weak-

ly) dominant strategy to tender; similarly, when

P � v̂ − v , then not tendering is a (weakly) dominant

strategy for all shareholders. Hence, let us consider

the relevant range in which

v̂ − v < P < 0.

The first observation is that shareholders face

a coordination problem in their tendering decision.

Collectively, they are better off if the takeover fails

for certain than if it succeeds for certain (since

P < 0); furthermore, each has more incentive to ten-

der if the others also do.41 Contrast this with the

41. Technically, the tendering game exhibits a “strategic comple-
mentarity.” We will encounter a similar situation when discussing bank
runs in Section 12.3.
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case of value-increasing raiders, for which we saw

that each has less incentive to tender his share when

the probability of takeover success increases, and

therefore when others are more likely to tender their

share.

In the trust equilibrium, each shareholder trusts

other shareholders not to tender, and so does not

tender himself. This equilibrium yields the high-

est possible payoff to shareholders. In the suspicion

equilibrium (or “panic equilibrium”), all tender be-

lieving that others will tender as well. They all cut

their losses by obtaining v + P rather than v̂ . This is

the worse possible outcome for the shareholders.

While these two equilibria coexist, it can be ar-

gued that the trust equilibrium Pareto-dominates

any other equilibrium (from the point of view of

shareholders), and so should be a kind of “focal

point.” Furthermore, as Grossman and Hart (1988)

note, the suspicion equilibrium would disappear if

a friendly arbitrageur (who would leave the incum-

bent team in control) were to come and overbid (that

is, bid v + P ′, with P ′ > P ). The shareholders would

then be individually and collectively better off ten-

dering their shares to the friendly arbitrageur than

selling them to the raider.

Charter design can also rule out shareholder pan-

ics of the suspicion equilibrium kind by requiring

unanimity (k = a). Then, a raider cannot succeed

unless P � 0. Of course, we have seen that the una-

nimity rule is detrimental to shareholders when con-

fronted with a value-enhancing raider, since it then

allows the raider to capture the entire value enhance-

ment. The unanimity rule is shareholder friendly

for value-decreasing raids for the same reason it

is shareholder hostile for value-enhancing raids: it

makes every shareholder pivotal, i.e., responsible for

the success or failure of the raid.

Next, ruling out the unanimity rule and assuming

away panics, the raider is constrained to offer

P � 0

if he wants to take control of the firm. The raider

can then obtain control by offering P = 0. What is

the optimal charter? As we have noted earlier, a ten-

der mechanism cannot capture the raider’s surplus.

The latter is equal to ŵ minus the number of shares

acquired times the value loss (v − v̂). The share-

holders’ loss is equal to (v − v̂) times the number

of shares not acquired by the raider. Thus the firm

wants the value-decreasing raider to acquire as many

shares as possible.

Suppose, for example, that there are two classes

of shares: class A (with one vote each) and class B

(without voting rights).42 The raider will not be inter-

ested in class-B shares (which do not help him obtain

control and for which he loses v − v̂ per share) and

will attempt to acquire only class-A shares. So he

will acquire all class-A shares if he is forced to make

an unrestricted offer within a given class, or will bid

for the minimum number of class-A shares needed

for control (e.g., 51% under the simple majority rule)

if he can make restricted offers. Either way, class-B

shares losev − v̂ each, unlike the class-A shares that

are purchased at price v and lose nothing. The opti-

mal corporate charter is therefore to have no class-B

shares at all (for any given majority rule on class-A

shares).

More generally, assuming that all shares are asso-

ciated with equal cash-flow rights (rights to the rev-

enue stream) and fixing the number of voting rights

(a say) and a majority rule (k � a rights are needed

to have control), it is optimal for the firm to en-

dow each voting share with the same number of vot-

ing rights, provided that the raider can make offers

for each class of shares.43 Thus, as Grossman and

Hart (1988) show, the one-share–one-vote charter is

optimal when facing a value-decreasing raider, as it

42. We keep assuming that there is no large owner of voting shares.
In practice, dual-class shares are often issued so as to allow owners or
founders to retain control. For example, as of 2004, the Ford family
had 40% of voting rights in the Ford corporation with only 4% of total
equity (cash flow) rights. The class B shares in Berkshire Hathaway
(Warren Buffet’s firm) have 3/20 of the voting rights of class A shares.
Another well-known case in point is Google, in which founders and top
executives maintained control at the IPO by retaining shares that carry
10 votes. Needless to say, such dual-class structures tend to make their
owners entrenched and may be taken on by investor activists such as
CalPERS, the large Californian pension fund.

43. Let mi denote the number of shares with i = 0,1, . . . voting
rights, with

∑

i mii = a. Then the raider solves

min
{

∑

i
ni
}

s.t.
∑

i
nii � k and ni � mi.

So there exists i0 such that ni =mi for i > i0 and ni = 0 for i < i0.
In turn, the firm ought to maximize over {m•} and i0:

max
{

∑

i�i0

mi

}

s.t.
∑

i�i0

mii = k

(there is no loss of generality in assuming thatni0 =mi0 ). The solution
to this program is to have mi = 0 for i � 2.
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forces the raider to acquire the maximum number of

shares.

Remark (a reinterpretation with multiple value-en-

hancing raiders). The environment with the single

value-decreasing raider studied here can be reinter-

preted as a multiple-raider environment in which the

“value-decreasing raider” actually increases investor

value to v̂1 > v , but less so than the other raider

who delivers v̂2 > v̂1: suppose that the former, let us

call him the “low-value raider,” enjoys private bene-

fit from control, ŵ1 > 0, while the latter, the “high-

value raider,” does not, ŵ2 = 0. The low-value raider

may then overbid the high-value one in their contest

for control of the firm. The one-share–one-vote rule

again forces the low-value raider to acquire as many

shares as possible at the value v̂2 that would have

been created by the high-value raider. This remark

leads us to the next topic of this chapter: bidding

contests.

11.7 Positive Theory of Takeovers:
Multiple Bidders

The analysis thus far has assumed that there was a

single relevant bidder. A large literature, surveyed by

Hirshleifer (1995), extends the analysis to competi-

tive bidding.44 For conciseness, I will not attempt to

review this literature, and will content myself with a

few themes.

Some of the literature focuses on revelations by

bidders, through takeover bids, of information about

share value under their management. In Fishman

(1988), two raiders have independent valuations v̂1

and v̂2.45 The highest bidder buys all the shares

(there is no free riding; equivalently, the winner can

perfectly dilute shareholders who held on to their

share). Bidder 1 knows v̂1 and selects a premium P .

44. See, for example, Hirshleifer and Png (1989) and Dewatripont
(1993). In Burkart et al. (2000) a minority block is initially held by an
incumbent shareholder and the rest of shares dispersed among small
shareholders. When the raider appears, the incumbent and the raider
may negotiate privately either to trade the block or to enter into a
standstill agreement (the raider then pledges not to buy new shares);
if renegotiation fails, the two wage a public tender contest. Burkart et
al. find a tendency toward block trades and low ownership by the raider
despite the fact that the higher concentration of ownership created by
a public tender generates more monitoring and a higher firm value;
the reason for this result is that the two parties do not internalize the
small shareholders’ welfare in their bilateral negotiation.

45. There is no “common value” element.

Bidder 2, observing P , must then decide whether to

pay a fixed cost c2 in order to learn v̂2; if he does so,

he learns v̂2 and enters a bidding contest with bid-

der 1 (and gets v̂2 − v̂1 − c2 if v̂2 � v̂1 and−c2 other-

wise). Fishman derives conditions under which the

first bidder finds it advantageous to bid a positive

premium P > 0, despite the fact that P > 0 amounts

to wasting money if bidder 2 does not compete (ei-

ther does not acquire information, or finds out that

v̂2 � P ). Conversely, in this signaling equilibrium, a

low-premium bid by the first bidder is more likely

to attract competition. Empirically, a second bidder

does indeed seem less likely to appear and compete

after a high-premium bid than after a low-premium

one (Jennings and Mazzeo 1993).

Another strand of the literature on bidding con-

tests looks at the impact of toeholds. The theoretical

work of Burkart (1995) and Singh (1998) shows that

a toehold increases the bidder’s chance of winning

a takeover contest.46 Consider a battle between bid-

der 1 (with privately known value v̂1 to sharehold-

ers, say) having accumulated a toehold, and bidder 2

(with privately known value v̂2 to shareholders) with

no such toehold; the bidding contest is as an ascend-

ing auction, in which the winner buys all outstanding

shares at the price at which the loser abandoned.47

Even if he loses, bidder 1 gains from forcing bidder 2

to raise his bid since that will raise the capital gain on

the toehold. Bidder 2 has no such incentive. Hence,

ceteris paribus, bidder 1 bids more on average.

Bulow et al. (1999) extend the Burkart–Singh

analysis to the case of “common values” in order to

obtain stronger effects (with private values, that is,

when v̂i carries no information that can help predict

v̂j , a small toehold has only a small effect). Each bid-

der has private information about the target’s prof-

itability (which, say, is the same under either man-

agement).48 Common values, as usual, give rise to a

winner’s curse. Bulow et al.’s point is that the win-

ner’s curse is very severe for bidder 2 when bidder 1

has a toehold. The toehold makes bidder 1 more

aggressive, and so bidder 2 winning is particularly

46. This prediction is consistent with the available empirical evi-
dence (Betton and Eckbo 2000; Walking 1985).

47. Free-rider problems are ruled out.

48. In the Bulow et al. model, ŵ1 = ŵ2 = 0. And v̂1 = v̂2 = v(t1, t2),
where t1 and t2 are the private information held by bidders 1 and 2.
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bad news about the actual valuation of the target.

This makes bidder 2 bid more conservative, which

in turn reduces the winner’s curse for bidder 1, and

so forth.

Bulow et al. also show that, for a takeover contest

characterized by a first-price, sealed-bid auction, the

bidder with the larger toehold is more likely to win,

but the winner’s curse is less powerful.49

11.8 Managerial Resistance

Managers usually resist hostile takeover attempts

in several ways. Not only do they routinely advise

shareholders against tendering their shares, but they

also lobby both “ex ante” (in the absence of takeover

threat) and “ex post” (after a raider arrives) for take-

over defenses. Recall that takeover defenses must

be approved by shareholders, as in the case of cor-

porate charter defenses such as supermajority rules

or staggered boards,50 or by the board, as in the

case of poison pills.51 In response to a takeover, the

firm may also threaten the raider with litigation to

gain time, may sell some of the assets desired by the

raider to a third party, increase debt prior to the bid,

acquire another firm to create antitrust problems for

the bidder, or may agree to “greenmail,” that is, re-

purchase the raider’s current block of shares at a

hefty price in exchange for a standstill agreement,

under which the raider promises not to seek control

of the firm in the future.

It is not clear why managers should have a say in

such decisions. They face an obvious conflict of in-

terest: a successful takeover is likely to result in the

loss of employment and the control of their rents.

On the basis of Chapter 10, it would be hard to make

a case in favor of any formal right held by manage-

ment in this area!

However, we know from Chapter 10 that man-

agers may enjoy substantial real authority from

49. In the case of symmetric toeholds, the expected sale price is
higher in an ascending auction than in a first-price auction (see Singh
(1998) for the case of private values and Bulow et al. (1999) for common
values).

50. For example, one-third of board members comes up for reelec-
tion each year, which implies that even a successful raider cannot take
immediate control of the board.

51. We do not, of course, consider here statutory defenses, which
are not controlled by the firm.

their superior information. For example, manage-

ment may have information indicating that

• the raider’s success would lead to a reduction in

the target’s value;

• the raid is value enhancing, but the offer made by

the raider is too low (the target is underpriced).

In the former case, the takeover should be pre-

vented; in the latter case, takeover defenses should

more mildly push the raider’s price up.52

No general theory of managerial resistance based

on this notion of real control is available, and so

we can only conjecture what its main ingredients

could be. We know from Chapter 10 that manage-

ment is more likely to influence the board and the

general assembly if its interests are better aligned

with those of shareholders. Indeed, this alignment

is often the stated rationale for golden parachutes.

The fact that managers receive large golden para-

chutes after dismissal not only raises redistributive

concerns as these managers often receive indecent

amounts of money, but also seems to be at odds

with incentive theory because managers that add lit-

tle value (v is low) are more likely to be replaced in

the wake of a takeover. The efficiency rationale for

a golden parachute is that it acts as a counterweight

for the rents from control and thereby reduces the

managers’ natural bias in favor of strong takeover

defenses. Furthermore, and following the analysis in

Chapter 10, one would expect the managers’ real au-

thority to increase with managerial stockholdings;53

indeed, managers with large stockholdings are less

likely to oppose takeovers (Walking and Long 1984).

11.9 Exercise

Exercise 11.1 (takeover defenses). Extend the

analysis of takeover defenses in Section 11.5.2 to the

case in which the new shares created by the flip-over

plan carry a voting right.

52. For example, in Bagwell (1991) and Stulz (1988), repurchasing
shares in an environment with an upward-sloping supply of shares
(say, because shareholders have different capital gains bases) forces
the raider to increase his bid.

53. Managerial stockholdings, if they are substantial and carry
voting rights, however, also reduce the number of shares that can be
tendered by independent shareholders.
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12
Consumer Liquidity Demand

12.1 Introduction

As studied in Chapter 5, corporations and finan-

cial intermediaries secure their liquidity on the asset

side of their balance sheet through lines of credit

and the hoarding of liquid assets. They also man-

age their liquidity on the liability side. Short-term

debt drains liquidity much more than long-term debt

or securities, such as preferred equity and common

equity, that embody a valuable option of not being

forced to pay (preferred or common equity) divi-

dends if times get rough.

By assuming that investors’ utility is represented

by the present discounted value of their consump-

tions (with a discount rate normalized at 0), we have

ignored their own liquidity demand. In practice, con-

sumers face personal shocks and value the flexibil-

ity of being able to realize their assets when they

need to. For example, ignoring differences in rates of

return, they value demand deposits over and above

savings that are locked in for a few months or years.1

They hoard substantial amounts of liquid assets in

order to insure against shocks. They are willing to

sacrifice returns in order to make sure they will have

enough money to buy a house or a car when the

opportunity arises, to send their children to (more

or less expensive) college, or to protect themselves

against illness or unemployment. Thus, consumers

compete with corporations for the available stock of

liquidity.2 Consumer liquidity demand has been the

focus of a large and interesting literature, starting

with the seminal papers of Bryant (1980) and Dia-

mond and Dybvig (1983).

1. Unless they are worried about a time-inconsistency problem and
do not want to be exposed to the temptation to consume (see, for
example, Laibson 1997).

2. This competition has been little studied in the literature unfor-
tunately.

This chapter looks at three aspects of consumer

liquidity demand:

(i) The role that financial institutions may play as

(a) liquidity pools and (b) insurers. We will see

that the first role, which prevents the waste asso-

ciated with individual securing of liquidity (du-

plication of costly liquidity provision) is primor-

dial, while the second, which aims at flattening

the term structure of interest rates in order to

reduce the cost of impatience, is more fragile as

it is exposed to opportunistic arbitrage by finan-

cial markets.

(ii) The runs that may occur on financial interme-

diaries with (efficiently) limited liquid assets on

their balance sheet.

(iii) The design of a menu of securities that fits the in-

dividual profiles—short term versus long term—

of investors.

12.2 Consumer Liquidity Demand:
The Diamond–Dybvig Model and
the Term Structure of Interest Rates

12.2.1 Insuring against Liquidity Shocks

The Diamond–Dybvig model depicts the optimal

contract between a financial intermediary and a con-

sumer who faces uncertainty as to the timing of her

consumption. The model, in its simplest and most

common form, has three periods, t = 0,1,2.3

Consumer preferences. Consumers are ex ante

identical. For notational simplicity, let us assume

that they have no demand for consumption at date 0,

and therefore invest their entire date-0 resources,

1 per consumer. More generally, their savings are

3. Good alternative expositions of the Diamond–Dybvig model can
be found in Bond and Townsend (1995), Freixas and Rochet (1997),
and Gorton and Winton (2003).
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1 R

1

Date 0 Date 1 Date 2

Short term

Long term

r1 = 1

Yields l < r1 if liquidated

r21

Figure 12.1 Liquid and illiquid investments.

equal to 1 per consumer. They have no further re-

sources at dates 1 and 2, and have state-contingent

preferences over date-1 and date-2 consumptions,

c1 and c2, given by

u(c1) if impatient (probability λ),

u(c2) if patient (probability 1− λ),

⎫

⎬

⎭

(12.1)

where the function u is increasing and strictly con-

cave, and u′(0) = ∞. Consumers do not know at

date 0 whether they will be impatient (“face a liquid-

ity shock”) or not. They learn at date 1 their “type”

(patient or impatient).4 In the simplest version of

this model there is no aggregate uncertainty, and so

exactly a fraction λ of consumers will want to con-

sume at date 1.

The specification of consumer preferences em-

bodied in (12.1) is a simple-minded way of formaliz-

ing the idea that the consumer does not know when

she will need money.5

Technology. Date-0 resources are invested in

short-term (liquid) and long-term projects. Short-

term projects yield r1 at date 1 per unit of date-0 in-

vestment. Similarly, 1 unit of investment (in a short-

term project) at date 1 yields r2 at date 2. Long-term

projects yield R > 1 at date 2 per unit of date-0 in-

vestment, and nothing at date 1. Liquidity is costly

as long-term projects have a higher yield:

r1r2 < R.

In words, an investor with a long-term perspective,

that is, one who would be unconcerned by the pos-

4. These types are also called “late dier” and “early dier” in the lit-
erature.

5. For example, most of the insights derived below still hold if the
consumer has utility u(c1 + c2) when patient, provided that the rate
of return between dates 1 and 2 (called r2 below) exceeds 1: r2 � 1.

sibility of a liquidity shock (λ = 0), would invest in

the long-term asset rather than in a short-term asset

that she would roll over at date 1 (see Figure 12.1).

Without loss of generality, let us assume that

r1 = 1.

This production function defines a technological

yield curve. Let rLT denote the per-period return on

the long-term asset:

(1+ rLT)2 = R or rLT =
√
R − 1.

In comparison, a short-term investment at date 0

yields rate of interest

rST = r1 − 1 = 0 < rLT.

The technological yield curve is upward sloping.

Liquidating a long-term investment at date 1

yields a salvage value l per unit of date-0 investment.

In this section, we will assume for simplicity that this

salvage value is equal to 0, but more generally it will

be assumed to be lower than r1 = 1 (if l � 1, the

long-term asset dominates and there is never any

investment in short-term assets).

Lastly, the representative investor must decide

how to allocate her savings between short-term in-

vestment i1 and long-term investment i2:

i1 + i2 = 1.

12.2.2 Self-Provision of Liquidity Is Inefficient

As is the case for corporate liquidity demand and for

a related reason, self-provision of liquidity—a con-

sumer’s investing in liquid assets solely to cover her

own liquidity shock—is wasteful. If the consumer

happens not to face a liquidity shock, the costly liq-

uidity that she has hoarded is wasted. Somehow,
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the community of consumers should be able to use

the law of large numbers to reduce their investment

in liquid assets while enjoying the same amount of

liquidity.

Autarky. To demonstrate the inefficiency of an

“autarky situation” (as it is called in the literature),

suppose that, as announced earlier,

l = 0,

and that the representative consumer invests i1 and

i2 in short- and long-term assets. Then, because

r1 = 1,

c1 = i1 and c2 = r2i1 + Ri2 = R − c1(R − r2).
(12.2)

As the consumption c1 when the depositor is im-

patient grows from 0 to 1, the date-2 consumption

enjoyed by the patient incarnation falls from R to r2.

The representative consumer therefore maxi-

mizes her expected utility:

max
{c1}

{λu(c1)+ (1− λ)u(R − c1(R − r2))}. (12.3)

Indeed, the optimization with respect to {i1, i2} can

be reduced to one over the date-1 consumption,

since c1 determines the investment in short-term as-

sets needed and therefore the investment in long-

term assets as well. This optimization yields either

an interior or a corner solution:

either
λu′(c1)

(1− λ)u′(c2)
= R − r2

or c1 = 1
(

if
λu′(1)

(1− λ)u′(r2)
> R − r2

)

.

⎫

⎪
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎪
⎭

(12.4)

It is easy to check that the fraction invested in liquid

assets i1 = c1 grows when the probability λ of fac-

ing a liquidity shock increases and when the “tech-

nological premium” associated with a long-term in-

vestment, R− r2, decreases. Note, in particular, that

everything is invested in the short-term asset when

this premium is low or when the probability of a liq-

uidity shock is high.

The benefits from pooling liquidity: mutual funds.

The autarky outcome studied above precludes any

resale. We have emphasized the excessive invest-

ment in liquid assets (possibly to the level of the

consumer’s entire savings). The flip side of the same

coin is that any investment in the long-term asset

is thrown away (as l = 0) when the consumer turns

out to be impatient. Somehow the opening of date-1

resale markets should generate gains from trade.

Long-term assets held by impatient consumers are

very attractive to patient consumers, who could use

their own liquid assets to purchase the impatient

consumers’ long-term assets.

Along these lines let us show that a mutual fund

enables consumers to enjoy the same date-1 con-

sumption as under autarky, and a much larger date-2

return. Let (c̄1, c̄2) denote the consumptions under

autarky (they solve (12.2) and (12.4)). Let the con-

sumers invest in a mutual fund with short- and long-

term investments:

i1 = λc̄1 and i2 = 1− λc̄1.

That is, they invest less in short-term assets and

more into long-term ones than under autarky. This

mutual fund distributes dividends equal to i1r1 = i1
at date 1, and i2R at date 2. At date 1, the impatient

consumers resell their share of the mutual fund to

patient consumers, who compete with their scarce

resources (the dividends they receive at date 1) for

this valuable asset. The date-1 mutual fund pricep is

such that the patient consumers’ resources, (1−λ)i1,

equal the value of the shares sold by the impatient

ones:

(1− λ)i1 = λp.
The impatient consumers then consume

c1 = i1 + p = i1
λ
= c̄1.

At date 2, the patient consumers each consume

c2 = i2R
1− λ,

since they end up holding not only their initial

shares, but also the shares of the impatient con-

sumers and therefore own 1/(1 − λ) shares of the

fund each. It is easily checked that

c2 = [1− λc̄1]R
1− λ > c̄2 = R − c̄1(R − r2).

These computations show that the resaleability of

assets allows consumers to economize on liquidity

provision and thereby increases their welfare.
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Let us next compute the mutual fund’s optimal

portfolio: because

i1 = λc1 and i2 = (1− λ)c2

R
, (12.5)

the optimal portfolio solves

max
{c1}

{

λu(c1)+ (1− λ)u
(

(1− λc1)R
1− λ

)}

, (12.6)

yielding
u′(c1)
u′(c2)

= R. (12.7)

Note that the optimal mutual fund does not fully in-

sure consumers against liquidity shocks (c1 < c2). It

is optimal to take advantage of the upward-sloping

yield curve and sacrifice some insurance. We will

come back to this point shortly.

Comparison with corporate liquidity demand. To

sum up, and as we have already noted, an important

analogy between corporate liquidity demand (Chap-

ter 5) and consumer liquidity demand (this chapter)

is that corporations and consumers alike must ob-

tain some insurance against liquidity shocks. Such

insurance is costly when long-term investments have

higher returns than short-term ones. Accordingly,

liquidity ought to be hoarded sparingly and dis-

patched properly. When shocks are not perfectly cor-

related among economic actors (corporations, con-

sumers), liquidity can be pooled and fewer low-yield

investments are needed in comparison with the situ-

ation in which these actors self-provide liquidity. Or,

put differently, autarky results in an overprovision

of liquidity.

Consumer and corporate liquidity demands, how-

ever, differ in at least two respects:

• A key theme of corporate liquidity demand is

that investments in short- and long-term assets,

while competing for scarce resources at date 0, are

later on complements, as liquidity enables long-term

assets to bear their fruits. There is no such comple-

mentarity in the consumer liquidity demand model.

• A consumer consumes the cash that she re-

ceives, and does not create any pledgeable income

(in the notation of Chapter 5, ρ0 = 0). This observa-

tion has several consequences. First, the consumers’

total investment is equal to their savings or “cash on

hand” (i1 + i2 = A = 1 here), while firms can invest

more than their cash on hand (i1 + i2 > A).6 In par-

ticular, the only way for consumers to satisfy their

liquidity needs is to invest in real, low-yield, short-

term assets. By contrast, Chapter 15 will show that,

under some circumstances, the private sector may

create enough “inside liquidity” and avoid having to

invest in low-yield assets.

12.2.3 Optimal Liquidity Insurance

The mutual fund is only one of many ways available

for pooling liquidity. Another familiar financial insti-

tution through which consumers pool their liquidity

is the bank. Demand deposits allow consumers to

choose the timing of withdrawals. A bank, of course,

does not hold an amount of liquid assets equal to the

level of demand deposits. Rather, it uses the law of

large numbers to economize on liquid assets, as it

knows that only a fraction of consumers will with-

draw their deposits at any point in time.

More generally, one may wonder about the nature

of the “optimal insurance scheme.” The first point

to note is that it is optimal to match the maturities

of investments and consumptions. Given that there

is no aggregate uncertainty and so one can predict

exactly the levels of investment that are needed for

date-contingent consumptions, investing i1 > λc1

and rolling over the unneeded income (i1 − λc1) is

dominated by investing “just what is needed” for

date-1 consumption (i1 = λc1) and investing the

rest in the higher-yield long-term asset. And so (12.5)

holds.

6. For instance, the two-shock model of Section 5.3.1 can be rewrit-
ten by adapting the notation slightly to facilitate the comparison with
the consumer liquidity demand. Recall that the entrepreneur chooses
investment scale I that, if the liquidity shock is met at date 1, yields
total income ρ1I and pledgeable income ρ0I (with ρ0 < ρ1). With prob-
ability λ, the firm must pay xρI to salvage a fraction x of its assets.
With probability 1−λ, it faces no shock at the intermediate stage. Let-
ting i2 = I and i1 = λxρi2, the breakeven and NPV conditions were
given by

i1 + i2 −A = [λx + (1− λ)]ρ0i2

and
Ub = [λx + (1− λ)]ρ1i2 − (1+ λxρ)i2.

Recall from Chapter 5 that, at the optimum, x = 1 if ρ(1− λ) < 1 and
x = 0 if ρ(1 − λ) > 1. In particular, i1 and i2 may both be positive,
while in the optimal mutual-fund policy of the risk-neutral version of
Diamond–Dybvig (the consumer’s expected utility is λc1 + (1− λ)c2),
i2 = 1 as long as R > 1 (concave versions of production technolo-
gies can also be studied so as to facilitate the comparison with the
Diamond–Dybvig model with risk-averse consumers).
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The optimal allocation must then solve (12.6),

yielding, again, a solution characterized by (12.7). Let

(c∗1 , c
∗
2 ) solve (12.7) and c∗2 = (1− λc∗1 )R/(1− λ).

Implementation by a deposit contract. The opti-

mal allocation can be implemented by a bank deposit

contract provided that the rate of interest received

by the consumer on this deposit depends on the date

at which she withdraws. Namely, the consumer re-

ceives rates of interest r∗ST and r∗LT on deposits with-

drawn at dates 1 and 2, such that

1+ r∗ST = c∗1 and (1+ r∗LT)2 = c∗2 .
Let us follow Diamond and Dybvig (1983) and

most of the subsequent literature in assuming that

the consumers’ coefficient of relative risk aversion

exceeds 1:
∣

∣

∣

∣

cu′′(c)
u′(c)

∣

∣

∣

∣
> 1 for all c.

This assumption is empirically reasonable (see, for

example, Gollier 2001, Chapter 2). Equation (12.7),

u′(c∗1 )
u′(c∗2 )

= R,

can then be shown to imply that7

1 < c∗1 < c
∗
2 < R. (12.8)

We have

r∗ST > rST and r∗LT < rLT.

In words, the optimal insurance scheme flattens the

yield curve relative to the technological yield curve.

Note that, while the optimal insurance scheme

flattens the yield curve relative to the technologi-

cal one, no prediction can be made concerning its

slope. If risk aversion is low (the coefficient of rel-

ative risk aversion is close to 1), the yield curve is

close to the technological yield curve and is there-

fore upward sloping. In contrast, if risk aversion is

very high (the coefficient of relative risk aversion

goes to infinity), then consumptions at the two dates

are almost equalized and so the yield curve is down-

ward sloping (the interest on long-term deposits is

7. To show this, note that the assumption on the coefficient of rel-
ative risk aversion says that the function cu′(c) is decreasing. Hence,
Ru′(R) < 1 ·u′(1), and so at the feasible allocation {c1 = 1, c2 = R},
u′(c1)/u′(c2) = u′(1)/u′(R) > R. To obtain (12.8), one must increase
c1 above 1, and concomitantly reduce c2 below R. To conclude, recall
that R > 1 and (12.7) imply that c∗1 < c

∗
2 .

compounded and yet does not exceed the short-term

deposit interest rate).

We have not yet wondered about whether this de-

posit contact is “incentive compatible.” For example,

would the patient consumers not want to withdraw

at date 1 and reinvest the proceeds in the date-1

short-term technology yielding r2? Indeed if r2 > 1,

and risk aversion is large, then c∗1 r2 > c∗2 from our

previous analysis, and so it is indeed in the inter-

est of patient consumers to feign impatience, cash

out, and reinvest. Let us therefore assume at this

stage that the bank is able to observe who is patient

and who is not, or, equivalently, is able to prevent

reinvestment elsewhere. This assumption is unreal-

istic, especially in a decentralized market economy,

but it has the pedagogical merit of separating insur-

ance concerns from incentive compatibility issues in

a first step. Let us be “patient” and delay the discus-

sion of incentive compatibility for a more general

treatment in the next section.

More general preferences: suboptimality of mutual

funds (advanced). The equivalence between mutual

funds and demand deposits breaks down for more

general specifications of preferences. Suppose with

Jacklin (1987) that the representative consumer’s

preferences are more generally given by

uI(cI
1, c

I
2) with probability λ (impatient),

uP(cP
1 , c

P
2) with probability 1− λ (patient).

To make sense of the terminology, one can imagine

that the impatient type has a higher marginal rate

of substitution between date-1 and date-2 consump-

tions ((∂u/∂c1)/(∂u/∂c2)) than the patient type.

Ignoring again incentive compatibility questions,

the optimal allocation then chooses investments and

consumptions so as to solve

max
{cI

1,c
I
2,c

P
1 ,c

P
2}
{λuI(cI

1, c
I
2)+ (1− λ)uP(cP

1 , c
P
2)}

s.t. (12.9)

[λcI
1 + (1− λ)cP

1]+
[λcI

2 + (1− λ)cP
2]

R
= 1,

since i1 = λcI
1+(1−λ)cP

1 is needed to deliver the total

date-1 consumption and i2 = [λcI
2 + (1− λ)cP

2]/R is

what it takes to deliver the total date-2 consumption.
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At the optimal allocation, marginal utilities are

equalized across types:

∂uI

∂cI
1

= ∂uP

∂cP
1

and
∂uI

∂cI
2

= ∂uP

∂cP
2

.

Furthermore,

∂uθ

∂cθ1

/

∂uθ

∂cθ2
= R for θ ∈ {I,P}.

In contrast, a mutual fund mechanism equalizes

only marginal rates of substitution: if p denotes the

price (in terms of date-1 consumption) of shares in

the date-2 dividend, then each type θ ∈ {I,P} faces

a date-1 budget constraint,

cθ2 − i2R = (i1 − cθ1 )
(

i2R
p

)

,

and maximizes uθ(cθ1 , c
θ
2 ) subject to this constraint.

Thus marginal rates of substitution are equalized:

∂uI

∂cI
1

/

∂uI

∂cI
2

= ∂uP

∂cP
1

/

∂uP

∂cP
2

.

But, in general, the mutual fund scheme contains

no mechanism to redistribute across types. The con-

sumer enters date 1 with the same budget (dividend

plus resale value) regardless of her type. This insur-

ance shortage must be remedied through a different

scheme, in which the consumer gets the solution to

(12.9), (cI
1, c

I
2) when impatient and (cP

1 , c
P
2) when pa-

tient. Assuming cI
1 > c

P
1 and cI

2 < c
P
2, this can be ac-

complished by a combination of long-term savings

that are locked in until maturity and deliver cI
2 at

date 2, together with a deposit contract that offers

the option of withdrawing the total amount cI
1 at

date 1 versus withdrawing the smaller amount cP
1 in

exchange for return [cP
2 − cI

2] at date 2.

Even if we rule out reinvestments outside the bank

offering such contracts, it is no longer clear that the

optimal allocation is incentive compatible, that is,

that type θ ∈ {I,P} prefers (cθ1 , c
θ
2 ) to (cθ

′
1 , c

θ′
2 ) for

θ′ ≠ θ (while this created no difficulty with the more

special preferences studied earlier). (Noninnocuous)

conditions need to be imposed to guarantee that

the optimal allocation is incentive compatible (see

Jacklin 1987).

Interbank lending. As shown by Bhattacharya and

Gale (1987), interbank lending performs a useful

pooling function when banks suffer idiosyncratic

shocks in their depositors’ withdrawal rates. Thus,

suppose that there are two ex ante identical banks.

The fraction of impatient depositors will be high

(λH) in one bank and low (λL) in the other. So there

is no aggregate uncertainty. The average withdrawal

rate is λ = 1
2 (λH + λL). But there is idiosyncratic risk:

no one knows at date 0 which bank will face the high

withdrawal rate.

The banks can reach the efficient outcome by

granting each other credit lines. They invest i1 = λc∗1
and i2 = (1 − λ)c∗2 /R per consumer each and re-

dispatch the liquid asset between the two when the

shocks accrue. The liquidity-poor bank (with with-

drawal rate λi = λH) can transfer some of the claim

to the proceeds i2R on its long-term investment to

the liquidity-rich bank (with withdrawal rate λi = λL)

in exchange for 1
2 (λH − λL)c∗1 at date 1.8

12.2.4 Financial Markets and
the Jacklin Critique

A common theme in the economics of informa-

tion and incentives is that markets conflict with

the optimal provision of insurance (e.g., Pauly 1974;

Helpman and Laffont 1975; Bernheim and Whin-

ston 1986). Jacklin’s (1987) critique of the Diamond–

Dybvig model fits within this overall theme.

In a nutshell, Jacklin argues that financial mar-

kets’ ability to arbitrage the implicit cross-subsidy

in favor of the impatient relative to the technolog-

ical yield curve undermines the overall insurance

mechanism.

Suppose that a consumer initially bypasses the

insurance system and invests her entire savings in

the high-yield long-term asset (i2 = 1). This strat-

egy clearly delivers the highest possible payoff if the

consumer turns out to be patient, since then

c2 = R > c∗2 .
But what if the consumer ends up being impatient?

The trick is then to sell the claim to the long-term

payoff to the patient consumers, who use their abil-

ity to withdraw their deposits at the bank in or-

der to finance the purchase. Normalize the number

8. The analysis by Bhattacharya and Gale (1987) is much broader
than reported here. In particular, it also deals with situations in which
banks are imperfectly informed about each other’s solvency (invest-
ment in or return on the long-term assets, or the number of withdraw-
ing depositors).
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of shares issued by the consumer at one (divisible)

share. A patient consumer can withdraw an amount

c∗1 from the bank and is willing to pay price p per

share for α shares such that

c∗1 = αp,

as long as she gets at least as much consumption at

date 2 as when she leaves her money at the bank:

αR � c∗2 .

That is, the consumer who has invested in the long-

term asset can obtain price p for the claim on this

asset, such that

p = c∗1 R
c∗2

> c∗1 .

In effect, this opportunistic consumer free rides on

the banks’ costly provision of liquidity. She can have

her cake and eat it too.

More generally, the same reasoning shows that

any insurance scheme is undone by financial mar-

kets as long as c2 < R. Hence, in the presence of

financial markets, the best feasible allocation is

ĉ1 = 1 and ĉ2 = R. (12.10)

Financial markets force the yield curve back to the

technological yield curve. The reader will find in Allen

and Gale (1997) useful complements on free riding

and the underprovision of liquidity.

Remark (differential access to financial markets). Di-

amond (1997) studies the intermediate case in which

some consumers have access to financial markets

(as in Jacklin 1987) while others do not (as in Dia-

mond and Dybvig 1983). Suppose, for instance, that

everyone is ex ante identical. At date 1, the consumer

learns her type. But there are now three types rather

than two: an impatient type (receives c1) and two pa-

tient types. In Diamond’s terminology, those with ac-

cess to financial markets are “type 2A,” while those

with no such access (who cannot reinvest the money

they withdraw at date 1) are “type 2B.” The bank is

unable to tell the different types apart. The date-0

optimal contract offers return c1 if the consumer

withdraws at date 1 and cB
2 at date 2 if the consumer

does not, where

1 < c1 < cB
2 < R.

In equilibrium, patient consumers with no access

to financial markets just consume cB
2 . Patient con-

sumers with such access withdraw c1 and reinvest

in one of these long-term investment vehicles yield-

ing R; they consume9

cA
2 = c1R > R.

The extent of flattening of the bank’s yield curve rel-

ative to the technological yield curve then depends

on the fraction of consumers with no access to finan-

cial markets. If this fraction is important, extensive

cross-subsidies à la Diamond–Dybvig are doable; if

not, then the bank must offer a steep yield curve,

close to the technological yield curve.

12.2.5 Economizing on Liquidity by
Rolling over Deposits

Let us ignore the Jacklin critique and address an-

other potential enrichment of the Diamond–Dybvig

model. By not describing the economy as an ongo-

ing one, Diamond and Dybvig overestimate the need

for low-yield liquid assets, at least in a relatively sta-

tionary context. The idea is that if investments by

incoming generations of consumers (new investors)

offset the disinvestments by earlier generations of

investors facing liquidity needs, then no asset needs

to be liquidated and everything can be invested in

the high-yield long-term asset.

Following Qi (1994), consider an overlapping-

generations (OLG) version of the Diamond–Dybvig

model in which:

• a new generation (“generation t”) invests its sav-

ings (1 per individual) at date t, and lives up to

date t + 2;

• members of this generation learn at date t + 1

whether their utility function is u(ctt+1) (proba-

bility λ) or u(ctt+2) (probability 1 − λ), where ctτ
is generation t’s consumption at date τ ;

• the population is constant; and

• the technology is similar to that described above:

1 unit of “long-term investment” yields R > 1

two periods later; 1 unit of “short-term invest-

ment” yields 1 one period later.

9. One can envision that this arbitrage is enabled by financial enti-
ties that invest in the long-term asset and resell it at cost (1) at date 1
to these type-2A consumers.
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Table 12.1 The OLG structure.

t t + 1 t + 2 t + 3 t + 4

Generation t invests 1 u(ctt+1) (prob. λ) u(ctt+2) (prob. 1− λ)

Generation t + 1 invests 1 u(ct+1
t+2) (prob. λ) u(ct+1

t+3) (prob. 1− λ)

Generation t + 2 invests 1 u(ct+2
t+3) (prob. λ) u(ct+2

t+4) (prob. 1− λ)

Table 12.1 summarizes the timing.

Consider a bank that in steady state offers con-

sumption profile {c1 (for the impatient), c2 (for the

patient)} so as to maximize the depositors’ expected

utility:

max{λu(c1)+ (1− λ)u(c2)}. (12.11)

This bank needs not invest in low-yield short-term

investments. At period t + 2, say, it can employ the

return R on the generation t’s deposits invested in

high-yield assets, to honor the deposit withdrawal

by generation t’s patient types and generation t+1’s

impatient types. Thus, the budget constraint is

λc1 + (1− λ)c2 � R. (12.12)

Note that the maximization of (12.11) subject to

(12.12) yields perfect insurance:

c1 = c2 = R.

This allocation, which exhibits a downward-slop-

ing yield curve, however, is not incentive compatible

if patient consumers can withdraw and reinvest in

a similar bank (or the same bank under a different

name). Such arbitrage indeed imposes that

(c1)2 � c2. (12.13)

That is, if the consumer can withdraw and reinvest,

the yield curve must be either flat ((c1)2 = c2) or

upward sloping ((c1)2 < c2). Given that the opti-

mal yield curve in the absence of constraint (12.13)

is downward sloping, the constrained optimal yield

curve is flat :

(c1)2 = c2,

which implies

c2 > R > c1 > 1.

This analysis requires that there be no aggregate un-

certainty and that the economy be in a steady state.

In particular, Qi (1994) looks at how a bank can get

started. We refer to the paper for more detail.

While highly stylized, this OLG analysis captures

an important aspect of reality. Banks make heavy

use of the facts that demand deposits are rolled

over, and that, to honor the promises made in pre-

vious deposit agreements, they can attract new de-

posits rather than liquidate their long-term assets.

The same strategy plays an important role on the

equity side as well. For example, the underlying as-

sets in a closed-end mutual fund (whose shares are

sold on the open market) are not liquidated when an

investor wants to sell her share. Rather, this share is

transferred to another investor.

Allen and Gale (1997, 2000, Chapter 6) analyze

an OLG model with a safe and a risky asset. The

safe asset can be accumulated over time. Financial

markets allow cross-sectional risk-sharing opportu-

nities to be exploited, but may provide insufficient

intertemporal risk smoothing. An intermediated sys-

tem fares better in the latter dimension. However,

the intertemporal smoothing provided by a long-

lived intermediary is fragile as arbitrage opportuni-

ties undermine the insurance it offers.

12.3 Runs

12.3.1 Depositor Panics

A substantial fraction of the literature on consumer

liquidity demand, starting with Bryant (1980) and

Diamond and Dybvig (1983), is preoccupied by the

possibility of bank runs.10 A basic hazard faced by

financial institutions performing a maturity trans-

formation function is the risk that depositors run

for exit even when they do not actually experience

liquidity needs. A run may occur when long-term as-

sets are liquidated in order to honor the withdrawal

demands. Thus, if other depositors withdraw, even a

patient depositor has an incentive to withdraw since

10. Early analysis of bank runs can be found in Bagehot (1873)
and Kindelberger (1978). Other useful references include Fulghieri and
Rovelli (1998), Gale and Vives (2002), and Rochet and Vives (2004).
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the financial institution then becomes an empty

shell.

To understand the mechanics of bank runs, con-

sider the technology described in the previous sec-

tion, with

l = r1 = r2 = 1 and R > 1.

That is, a unit long-term investment yields R if car-

ried to its maturity, but only 1 if it is liquidated at

date 1. The short-term technology in each period is

a storage technology that transforms 1 unit of good

in a given period into 1 unit of good in the following

period. The long-term investment here dominates

the short-term investment, and we will therefore fo-

cus on investment policies in which the bank invests

solely in the long-term asset:

i1 = 0 and i2 = 1.

The representative consumer, as before, saves 1

at date 0 and learns her type at date 1; with prob-

ability λ, the consumer is impatient and has utility

u(c1), and with probability 1 − λ, the consumer is

patient and has utility u(c2). We assume that a pa-

tient consumer who withdraws at date 1 has access

to the storage technology and can thus consume at

date 2 what she withdrew at date 1.11

Consider the Diamond–Dybvig allocation (letting

L denote the fraction of the long-term asset that is

liquidated at date 1):

max
{c1,c2,L}

{λu(c1)+ (1− λ)u(c2)}

s.t.

λc1 = L,
(1− λ)c2 = R(1− L).

This program is equivalent to

max
{c1}

{

λu(c1)+ (1− λ)u
((

1− λc1

1− λ
)

R
)}

,

yielding, as earlier,

u′(c1)
u′(c2)

= R,

and so, provided that the consumers’ coefficient of

relative risk aversion exceeds 1,

1 < c∗1 < c
∗
2 < R.

11. Alternatively, we could assume that the patient consumer has
utility u(c1 + c2).

1 1 λ
0

1

c1

c2
*

*

Early withdrawer’s payoff

Late
withdrawer’s
payoff

No run

Run

Unstable equilibrium

c1
*

λ ˆ

Figure 12.2 Incentive to run.

Let λ̂ � λ denote the fraction of consumers who

withdraw at date 1 (so λ̂ = λ+ (1− λ)x, where x is

the fraction of patient consumers who run on the

bank). Because c∗1 < c
∗
2 , the Diamond–Dybvig out-

come λ̂ = λ is an equilibrium. But this equilibrium

is not unique.

A consumer receives

min
{

c∗1 ,
1

λ̂

}

if she withdraws at date 1,

max
{(

1− λ̂c∗1
1− λ̂

)

R,0
}

if she does not.

To see this, note that the bank keeps liquidating

long-term investments as long as it cannot honor

the withdrawal requests. If λ̂c∗1 < 1, then all such re-

quests are satisfied, and the fraction (1− λ̂) of con-

sumers who did not run receives the return R on the

remaining long-term investment (1− λ̂c∗1 ), which is

less than c∗2 = [(1− λc∗1 )/(1− λ)]R.

The payoffs are represented as functions of λ̂ for

λ̂ � λ in Figure 12.2.

An interesting property of the strategic inter-

action among depositors is that the incentive to

run (the difference between the consumptions when

withdrawing at date 1 and waiting) increases with

the number of other consumers who withdraw (at

least as long as λ̂ < 1/c∗1 , since beyond this value, a

late withdrawer receives nothing anyway). This game

exhibits “strategic complementarities” (my running

increases your incentive to run). And indeed there

is exactly one other stable equilibrium, in which all
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consumers withdraw at date 1. This “bad or panic

equilibrium” yields a low consumption for both the

patient and the impatient types.12

Large depositor. Suppose now that a fraction µ > 0

of deposits is held by a large depositor.13 The frac-

tion 1−µ is held by atomistic depositors (previously

we had µ = 0). Let us further assume that the large

depositor has a single incarnation (patient or impa-

tient), which, if we assume, as we will do, that the to-

tal fractions of “impatient and patient deposits” are

fixed at levels λ and 1−λ, respectively, requires that

µ � min(λ,1− λ).14 How is the analysis affected?15

Suppose first that the large depositor turns out to

be impatient. Then the analysis is unaltered, since

the only strategies of interest are those of the patient

depositors, who face a real choice between with-

drawing and leaving their deposits at the bank.

In contrast, the analysis is changed when the large

depositor is patient. On the one hand, the no-run

equilibrium still exists (since c∗1 < c
∗
2 ). On the other

hand, the panic equilibrium may disappear. A run

can occur only if the large depositor does not find it

in her interest to keep her money in the bank, or

1 � 1− λ̂c∗1
1− λ̂

R with λ̂ = 1− µ.

Put differently, the risk of a run disappears if

(1− µ)(Rc∗1 − 1) < R − 1.

In particular, for µ close to (1 − λ) (most of the

“patient deposits” are held by the large depositor),

this latter condition is verified (from c∗1 < c
∗
2 ), and

so there is no panic equilibrium. More generally, the

panic equilibrium is less likely to exist, the larger the

fraction of deposits held by a large player. This is eas-

ily understood: panics are generated by a lack of co-

ordination. This coordination problem is less likely

to be an issue if deposits are concentrated in large

12. As indicated in the figure, there is a third equilibrium with
λ < λ̊ < 1. This equilibrium is, however, unstable: suppose that a
slightly higher fraction than λ̊ withdraws. Then everyone else wants
to withdraw.

13. To make things comparable, assume that the consumptions “ct”
of that depositor are consumptions per unit of deposit.

14. More generally, we could avoid this restrictive assumption, and
assume that the large depositor suffers a liquidity shock correspond-
ing to a (random) fraction of her deposits.

15. Large depositors are considered in Corsetti et al. (2002) and (in
a version closer to that adopted here) Ventura (2001).

part in a single hand (it is no longer an issue with a

single patient depositor).

12.3.2 Antirun Policies

As was recognized by Diamond and Dybvig and the

subsequent literature, there are various ways to pre-

vent bad equilibria from happening.

12.3.2.1 Suspension of Convertibility

One policy for preventing runs is a suspension of

convertibility (Gorton 1985, 1988). Before the de-

sign of deposit insurance schemes, suspensions of

convertibility occurred frequently. For example, the

American banking system suspended convertibility

eight times between 1814 and 1907.

The idea behind a suspension of convertibility is

straightforward. Suppose that the bank announces

that it will stop honoring demand deposit with-

drawal once level λ is reached. Patient depositors

then know that there will be enough long-term in-

vestment around at date 2 to honor their date-2

claim c∗2 . And so they have no incentive to run.16

Suspensions of convertibility are, of course, no

panacea. They raise a moral-hazard problem on the

bank’s side. The run may actually be triggered by bad

news about the bank’s fundamentals (we will come

back to this). In this case, the bank, if given the right

to suspend convertibility may use this right to stop

outflows even when its management, rather than a

pure depositor panic, is the culprit for the run. This

is why suspensions of convertibility are better en-

trusted to the central bank (or at the country level

with the International Monetary Fund), even though

these solutions are not without hazard either.

12.3.2.2 Credit Line and Lender of Last Resort

Second, the bank may have an explicit or implicit

credit line with another financial institution or the

central bank that protects it against a run. Again, if

patient consumers know that long-term assets will

not be forced to liquidation by a run, they have no

reason to worry and therefore do not withdraw their

deposits.

16. See Green and Lin (2003) and Peck and Shell (2003) for studies
of more general contingent withdrawal contracts, in which the amount
that can be withdrawn depends on the number of consumers who have
already withdrawn.
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Of course, in the case of a private sector arrange-

ment, the credit line mechanism can protect only

against a run on a single bank or a small number of

banks. To avoid a run on a single bank, it suffices that

each bank stand ready to liquidate a small amount

of its long-term assets to come to the rescue of the

endangered bank (or to hoard a little more liquidity

than needed if l < 1).

However, such arrangements cannot protect the

banking sector as a whole. If runs occur simultane-

ously on all banks, liquidity must be provided from

elsewhere (the central bank or abroad).

12.3.2.3 Interbank and Other Liquidity Markets

Alternatively, banks can make up for temporary

shortfalls in liquidity by borrowing liquidity in the

interbank market. A solvent bank, with fully pledge-

able income Ri2 in the model, can credibly promise

to repay any date-1 loan that is destined only to

honor the deposit withdrawals.

While “bank runs” have a negative connotation

and much thought has been given to how to avoid

them, another strand of the literature, initiated by

Calomiris and Kahn (1991), emphasizes the benefits

of creating competition in monitoring. The possibil-

ity of a bank run keeps depositors (or, presumably,

at least large ones) on their toes. They are then in-

duced to collect information about the bank’s per-

formance. There is then a tradeoff between the ineffi-

ciency generated by liquidations and the disciplining

benefit associated with the monitoring of banking

moral hazard.17

12.4 Heterogenous Consumer Horizons
and the Diversity of Securities

In the Diamond–Dybvig model, consumers are iden-

tical ex ante (although not ex post ), and a single

claim fits them all. In practice, consumers are het-

erogenous in several respects, including their sav-

ings horizon, or, to use the terminology of this chap-

ter, the frequency of liquidity shocks. Gorton and

Pennacchi (1990) provide an interesting extension

of the Diamond–Dybvig model that allows for such

heterogeneity.

17. See Chapters 8 and 9 for a discussion of the variety of ways in
which incentives for monitoring can be designed.

Their study is motivated by the long-standing ad-

vice given by bankers to their clients: “If you save for

the long term, invest in equities; if you are looking

for liquidity, invest in debt instruments.” The alleged

“liquidity” benefits of debt in this advice does not

quite refer to the possibility that equities cannot be

resold quickly in well-functioning markets. Rather, it

refers to the fear of trading against better-informed

traders in such markets.

A useful innovation of the Gorton–Pennacchi

model is to employ the consumer-liquidity-demand

model to refine our understanding of market micro-

structure. In traditional models of markets micro-

structures (say, Kyle 1985), trade is driven by the

presence of apparently irrational “liquidity traders”

who trade assets without regard to their return.

These liquidity traders generate value for the other

traders and thereby give rise to trading volume.18

The Diamond–Dybvig model allows the model to

endogenize liquidity trading by explicitly modeling

preference shocks that give rise to a demand for al-

tering one’s portfolio. The benefit of this “rational-

ization” of liquidity trading is not purely aesthetic.

As we will see, it shows that liquidity trading in equi-

ties is highly responsive to the set of securities that

are offered in the market.

The Gorton–Pennacchi model is similar to Dia-

mond and Dybvig’s, with two twists. First, the payoff

of the long-term investment is uncertain and is not

commonly observed at date 1. Second, the number of

impatient consumers is also random and unobserv-

able. In contrast, consumers are risk neutral, which

eliminates the insurance focus that is so prominent

in the Diamond–Dybvig literature.

There are three dates (t = 0,1,2).

Consumers. Consumers all have date-0 savings

equal to 1, but are ex ante heterogenous with respect

to their consumption horizon. More precisely, there

are two categories of consumer.

18. Another approach is to assume that investors are risk-averse
and learn over time news about their tastes or about the value of the
components of their existing portfolios, and therefore want to rebal-
ance these portfolios. This approach is much more complex (and de-
pends on the set of futures and derivative markets allowed). Much
of the microstructure literature therefore relies on the irrational-
liquidity-traders approach.
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Potential liquidity traders, in proportion α, have

the following preferences:

u(c1, c2) = c1 with probability λ̃,

u(c1, c2) = c1 + c2 with probability 1− λ̃.
As in Diamond and Dybvig, these consumers learn

their preferences at date 1; the realized fraction of

liquidity traders, λ̃, takes two possible values, λL or

λH, with λH > λL. The realization of λ̃ is unobserv-

able.

Long-term investors, in proportion 1−α, have the

following preferences:

u(c1, c2) = c1 + c2 with probability 1.

That is, long-term investors take a long-term per-

spective and never need money at date 1 (they are

happy to get the return from their savings at date 2).

Technology. On the technology side, we will as-

sume that the savings are invested in a long-term

asset yielding a random R̃ at date 2, where R̃ = RL

or RH > RL. This long-term return is publicly observ-

able only at date 2 (when realized).

States of nature. Let us now turn to the proba-

bility distribution over the state of nature (λ̃, R̃).19

In principle, there are four possible states of nature

as each of these variables can take on two values.

To simplify the computations, we will make two in-

nocuous assumptions. First, λ̃ and R̃ are perfectly

correlated in the following way. There are only two

states of nature:

(λL, RL) with probability qL,

(λH, RH) with probability qH,

with qL + qH = 1. Second, potential liquidity traders

that are revealed patient do not have cash at date 1

to participate in the date-1 asset market. Only long-

term investors (and possibly some newly arrived ar-

bitrageurs, also with utility function c1 + c2) have

date-1 resources to buy the shares sold by the im-

patient investors. (The second assumption is just

meant to shorten the analysis by not having to con-

sider the inferences drawn by the patient liquidity

19. Formally, the state of nature also includes the identity of those
among potential liquidity traders who will face a liquidity shock. Be-
cause there is no aggregate uncertainty in this respect, we omit this
description from that of the state of nature.

traders about the state of nature from the observa-

tion that they individually are patient. The first as-

sumption focuses the analysis on those two states

of nature in which the asset price may not reveal

publicly the state of nature. The reader can alterna-

tively assume four states of nature and follow the

lines of Section 8.3 to check that the analysis in no

way hinges on these two assumptions.)

Speculator. To formalize the idea that small in-

vestors may “lose their shirt” when disposing of

the asset at date 1, let us assume that an informed

trader, called the speculator, appears at date 1, who

learns the state of nature and may buy as many

shares as he likes (he has a large enough date-1 en-

dowment). The speculator cannot engage in short

sales; neither can any other economic agent. The

speculator also has preferences c1 + c2. He places

at date 1 an order flow. The date-1 arbitrageurs

(long-term investors or newly arrived arbitrageurs)

observe only the total order flow, that is, the im-

patient investors’ sales minus the speculator’s pur-

chase, but cannot decompose this order flow to fig-

ure out exactly how much is demanded by the spec-

ulator (otherwise they could infer the state of na-

ture from the speculator’s order flow, as we shall

see shortly).

12.4.1 Trading Losses in the Stock Market

When informed that the state is L, the speculator

knows that the long-term payoff is RL and since the

asset price P necessarily lies in the interval [RL, RH],
the speculator does not buy and so stays out of the

market. The order flow is then equal to the impatient

consumers’ sales:

αλL.

When learning that the state is H, the speculator

buys a quantity b > 0 of shares. The dilemma facing

the speculator is that a high demand reveals that the

state is high, leading arbitrageurs to raise their own

demand until the price is RH and so there is no profit

opportunity. More formally, the order flow is now

αλH − b.
The only value of purchases by the speculator that

does not reveal that the payoff is RH is

b = α(λH − λL).
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The equilibrium involves full pooling. Arbitra-

geurs learn nothing about the state of nature, and

their posterior belief that the state is H is still qH.

And so the market price of shares at date 2 is always

P = qHRH + qLRL.

This pooling gives rise to adverse selection in the

stock market. Arbitrageurs (who, after all, are not

forced to trade) are not affected by this adverse

selection, as they discount the price to reflect the

asymmetry of information. The victims of adverse

selection are the impatient consumers or liquidity

traders, who sell at a price reflecting the ex ante ex-

pectation, even though the high state is more likely

per unit of sale (the liquidity traders sell more in the

high state).

The speculator makes (ex ante) expected profit,

π = qH[α(λH − λL)][RH − P].

That is, the speculator trades only in the high state

(probability qH). He then trades as much as is consis-

tent with not revealing his information (α(λH−λL)),
and makes profit RH − P per share purchased. The

speculator’s profit can be rewritten as

π = α(λH − λL)qHqL(RH − RL).

Note, in particular, that this profit grows with the

fraction of potential liquidity traders and with the

uncertainty about the extent of their actual liquidity

trading.

To confirm that the speculator feeds off the po-

tential liquidity traders, let us compute the latter’s

expected loss:

qHλH(RH − P)− qLλL(P − RL)

= (λH − λL)qHqL(RH − RL)

= π
α
.

The speculator’s profit is indeed equal to a potential

liquidity trader’s expected loss times the number (α)

of such traders.

12.4.2 Debt as a Low-Information-Intensity
Security and the Equity Premium

As in Chapter 8, the liquidity traders’ loss can be

interpreted as generating an equity premium. In or-

der for potential liquidity traders to hold the stock,

they must be enticed by a date-0 price discount, or

equivalently an equity premium (a higher return).

There are (at least) two equivalent versions that can

be offered for depicting this phenomenon in the

context of this bare-bones model. First, potential

liquidity traders demand to pay less than the ex-

pected return. Namely, the price discount per share

is equal to π/α so that the issuer must price shares

at qHRH + qLRL − (π/α) in order to arouse interest

from liquidity traders. Second, were the stock sold

solely to the long-term investors (which requires that

they have enough savings to purchase all the shares),

the price would jump by π/α to qHRH + qLRL.

This equity premium observation (which is not

specific to the Gorton–Pennacchi model, and is

rather a general implication of the logic of market

microstructure) also fits well with the well-known

fact that the return on equity grows with the hold-

ing length. As popular wisdom commands, the stock

market is more appealing to long-term investors

than to short-term ones.

Let us push the comparison with the analysis of

Chapter 8 a bit further. Speculation (the acquisi-

tion of private information about returns in order to

profit from trading securities) is here a purely para-

sitical activity. It is even socially wasteful if either the

speculator incurs a cost (presumably smaller than

π ) in order to acquire the information, or if the po-

tential liquidity traders are discouraged from buying

the security because they will “lose their shirt” and

do not find an alternative and substitutable security

to invest in.

The perspective on speculation provided by Gor-

ton and Pennacchi is therefore quite different from

the Holmström and Tirole (1993) view exposited in

Chapter 8. There, even though we stressed that there

could be excessive speculation, we emphasized the

benefits of market monitoring. We argued that spec-

ulators’ greed creates a measure of the value of as-

sets in place, and therefore allows firms to assess the

performance of their management. In other words,

market monitoring is an integral part of the firms’

governance mechanism. We will later return to this

discussion.

Returning to the Gorton–Pennacchi model, we ob-

served that potential liquidity traders are willing to

pay less than long-term investors for the shares. This
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suggests that it is in the interest of the security de-

signers to introduce a security that is better suited to

their needs, and thereby offer a menu of securities.

Indeed, suppose that

α(qHRH + qLRL) � RL. (12.14)

This condition is more likely to be satisfied when the

projects have sufficient guaranteed income or col-

lateral (RL) and when there are few potential liquid-

ity traders. The security designers20 can then offer

a fraction α (or more generally a fraction between α
and RL/[qHRH + qLRL]) of securities with safe pay-

off qHRH + qLRL (or slightly less21) at date 2. The

residual claim on the long-term projects is then sold

to the public in equity shares. The safe debt secu-

rity appeals to potential liquidity traders because it

is not affected by adverse selection. Its final payoff

is independent of the state of nature and is there-

fore common knowledge. Thus, as long as condition

(12.14) holds, the equity premium, or equivalently

the profit that can be enjoyed by an informed spec-

ulator, vanishes.

In contrast, if

α(qHRH + qLRL) > RL,

there are too many potential liquidity traders in the

market to accommodate entirely with a safe claim.

They must bear some of the risk and therefore the

equity premium reappears.

12.4.3 A Broader Perspective

The issuance of debt illustrates a broader strategy

already alluded to in Chapter 8: investors who may

be forced to sell fear that they will be trading against

better-informed players and try to avoid this likely

loss by purchasing securities that are less exposed

to this risk. This flight to low-information-intensity

securities takes multiple forms, and debt is only one

of these.

20. We can assume that these security designers correspond to the
corporate entities that invest in the long-term projects. Alternatively,
these corporate entities could issue just stocks, and financial markets
could perform the repackaging of these stocks by stripping the debt
component from the stocks and offering it as a safe debt derivative
instrument. As long as financial markets are competitive and efficient,
the initial stocks would not include an equity premium, due to the
expectation of subsequent repackaging.

21. In order to make sure that the long-term investors are not at-
tracted to buy the debt security.

Another way of limiting costly trade with specula-

tors is to buy bundles of indices on the grounds that

they are less exposed to asymmetric information

“thanks to the law of large numbers”: stock index

futures, closed-end mutual funds, real-estate invest-

ment trusts, etc. The general idea is that even though

one may be poorly informed about the value of a

particular firm, one is on average better informed

about that of a bundle of firms as an overapprecia-

tion of a firm’s value tends to be compensated by an

underappreciation of another (see Subrahmanyam

1991; Gorton and Pennacchi 1993). This is easily il-

lustrated in the context of “continuum of firms” with

independent date-2 profit realizations. The per-firm

ex post value of the index is then a deterministic

qHRH + qLRL, and so potential liquidity traders can

enjoy liquidity without any sacrifice in return.

There is some empirical support for this view. For

example, the bid–ask spread (which in part measures

the extent of the adverse-selection problem) for the

index is about one-tenth of that in individual stocks.

Furthermore, the spectacular development of index

funds in the last two decades points to the benefits

of such bundling.

This evolution toward debt and bundles of equity

claim is privately rational for (at least short-term) in-

vestors. It is also socially desirable if one subscribes

to the view of Gorton and Pennacchi. On the other

hand, it also jeopardizes the role of financial mar-

kets as a monitoring device,22 and therefore has po-

tentially detrimental effects. The cost involved in

turning companies public and in spinning off divi-

sions to have them listed individually are evidence

of a demand for market monitoring. An important

research topic is therefore to combine the negative

and positive aspects of market monitoring and to an-

alyze whether the investors’ private incentives will in

the future affect the relevant tradeoffs.23

22. At least of the speculative/passive type studied in Chapter 8;
concerning active monitoring (see Chapter 9), index funds do have
some influence as they are not swayed by business ties.

23. While this section has assumed that trading costs are governed
by adverse selection in asset markets, another relevant consideration
is the existence of transaction costs. Favero et al. (2005) analyze a
Diamond–Dybvig model in which consumers can buy or sell at date 1
some assets with heterogeneous and exogenously determined trans-
action costs. Consumers can only trade the set of primary assets (and
so, as in standard microstructure theory, consumers cannot econo-
mize on transaction costs by trading asset bundles or derivatives).
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Supplementary Sections

12.5 Aggregate Uncertainty and
Risk Sharing

The analysis of interest rates in Section 12.2 focused

on the term structure and neglected the allocation

of the interest rate risk in an economy by assum-

ing that there was no aggregate risk. In practice, in-

terest rate risk is a serious issue, and financial in-

stitutions have developed various instruments, such

as interest rate swaps, to reallocate the risk among

economic agents. Ultimately, someone—consumers,

banks, corporations, or other agents—must bear the

risk. A question confronting both the private sector

and public policy (e.g., through the regulatory treat-

ment of value at risk in banking institutions) is who

should actually bear it.

To start analyzing interest rate risk, Hellwig

(1994) extends the Diamond–Dybvig model to allow

for an uncertain realization at date 1 of the date-2 re-

turn on short-term investment r2. The randomness

of r2 is a metaphor for a more general uncertainty

about the rate of return on new investments in the

economy.24

Consumers’ preferences are as described in Sec-

tion 12.2: facing known probability λ of a liquidity

shock, their expected utility is

E[λu(c1)+ (1− λ)u(c2)],

The main point of the Favero et al. paper is to analyze the impact of
transaction costs on asset pricing and to estimate the model in the
euro area. (Other recent papers analyzing the impact of transaction
costs on asset pricing in general equilibrium models include Acharya
and Pedersen (2005), Eisfeldt (2003), and Vayanos (2004).)

24. An early paper on the sharing of long-term aggregate risk in
Bryant–Diamond–Dybvig models is Jacklin and Bhattacharya (1988). In
their basic model, the date-2 return R of the long-term asset is random
and no information about R is revealed before date 2. Agents have
more general preferences than posited here, in that their valuation for
the income stream (c1, c2) is

u(c1)+ βtu(c2),

where βt = β1 for the impatient consumers and βt = β2 > β1 for
the patient ones. In the absence of interim information about R, a
“deposit contract” can be written as {c1t , c2t(R)}, where t = 1 for
the impatient types and t = 2 for the patient ones. Jacklin and Bhat-
tacharya then introduce a date-1 signal about returnR. As in, for exam-
ple, Hirshleifer (1971) and Laffont (1985), interim information accrual
may reduce welfare.

where c1 denotes the consumer’s date-1 consump-

tion in the state of nature in which she is impatient,

c2 the date-2 consumption when she is patient, and

the expectation will refer to the impact of aggre-

gate uncertainty on these consumptions. The util-

ity function u’s coefficient of relative risk aversion

(−cu′′/u′) exceeds 1.25

A consumer’s date-0 savings, equal to 1, are allo-

cated between the short- and long-term investments:

i1 + i2 = 1.

Technology is described as in Diamond and Dyb-

vig except for the aggregate uncertainty about r2. A

unit of short-term (liquid) investment sunk at date 0

yields r1 at date 1. A unit of short-term investment

sunk at date 1 yields r2 at date 2. The value of r2 is

publicly learned at date 1. A unit of long-term (illiq-

uid) investment sunk at date 0 yields R at date 2,

and l < r1 if liquidated at date 1. To keep the model

as closely related to Diamond and Dybvig as pos-

sible, let us assume that liquidating the long-term

project never delivers a higher return that the long-

term project itself:

lr2 < R for all realizations of r2. (12.15)

The random variable r2 is assumed to have a

continuous distribution with support included in

[0, R/l).

12.5.1 Socially Optimal Insurance

The first-best outcome is a choice of investments i1,

i2 and (r2-contingent) consumptions c1 and c2 and

liquidation level L solving

max
{i1,i2,c1(·),c2(·)L(·)}

{E[λu(c1)+ (1− λ)u(c2)]}

s.t.

λc1 � r1i1 + lL for all r2,

(1− λ)c2 � R(i2 − L)+ r2(r1i1 + lL− λc1)
for all r2,

i1 + i2 = 1,

0 � L � i2 for all r2.

The first constraint expresses the fact that impatient

consumers’ consumption must be financed from the

25. This assumption will be used in the “second-best analysis.” See
below.
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return on the date-0 investment in liquid assets,

plus, possibly, the liquidation of some of the long-

term assets. As we will see, this constraint may or

may not be binding. The second constraint says that

the consumption of the patient consumers stems

from the return on the unliquidated long-term asset,

plus, possibly the leftover from period 1 reinvested

at rate r2; it is obviously binding since there is no

point wasting resources.

We will say that there is earmarking (or match-

ing of the term structures of investments and con-

sumptions) if long-term investments serve to finance

long-term consumption and short-term investments

to finance short-term consumption:

c1 = r1i1
λ

and c2 = Ri2
1− λ.

Note that, under an earmarking policy, returns on

deposits are guaranteed; in other words, consump-

tions at dates 1 and 2 are immunized against interest

rate shocks (they are not contingent on r2).

Is it optimal to immunize depositors against inter-

est rate risk? From the first-order conditions associ-

ated with the first-best program, it can be shown that

it is never optimal to liquidate the long-term invest-

ment (L = 0). Intuitively, the liquid investment al-

ways yields more than the illiquid one when it comes

to generating date-1 income.

If reinvestment takes place at date 1 (i.e., r1i1 >
λc1), the consumptions must solve the following ex

post program (for a given r2):

max
{c1,c2}

{λu(c1)+ (1− λ)u(c2)}

s.t. (12.16)

λc1 + (1− λ)c2

r2
= r1i1 + Ri2r2

.

We have written the constraint so as to highlight the

role of 1/r2 as the relevant discount factor between

dates 1 and 2 and the expression of the present dis-

counted value of the endowment (on the right-hand

side). Thus, if reinvestment occurs, then

u′(c1) = r2u′(c2). (12.17)

Insights. Let us now state the results and then give

their interpretations and intuition:

(a) As depicted in Figure 12.3, earmarking is optimal

for low-interest-rate realizations (r2 � r∗2 ) and

• •
Earmarking region Reinvestment region

r2r2
*0

(a) (b)

Figure 12.3 Incidence of interest rate risk: (a) c1 = r1i1/λ,

c2 = Ri2/(1 − λ); (b) c1 < r1i1/λ, c2 > Ri2/(1 − λ), and

u′(c1) = r2u′(c2).

reinvestment for high-interest-rate realizations

(r2 > r∗2 ).

(b) The level of investment i1 in liquid assets at

date 0 exceeds the level that would prevail if re-

investment opportunities did not exist or more

generally always had a low return (“r2 small”).

To forge intuition about these results, let us be-

gin with (a). One should think of the interest rate

risk as creating an option value in this first-best

world: if r2 is large, then the date-1 consumption

can be reduced in order to take advantage of the

favorable reinvestment opportunities. This implies

imposing some sacrifice on the impatient types to

benefit the patient types. The impatient consumers

are, of course, unhappy when the interest rate turns

out to be high at date 1. But this is part of a deal

a consumer is happy to accept at date 0. Conclu-

sion (b) follows directly from the presence of an

option value, which makes liquid investments more

valuable.

12.5.2 Incentive Compatibility

Let us now assume more realistically that the patient

consumers can feign impatience and reinvest their

withdrawal elsewhere at rate r2. The incentive to do

so will, of course, depend heavily on the realization

of r2. A high-interest rate then becomes a double-

edged sword. It offers investors an option value, but

it also incentivizes them to behave opportunistically

and to abuse the insurance deal.

The second-best solution is obtained by solving

the first-best program to which is appended the in-

centive compatibility constraint:

r2c1 � c2 for all r2. (12.18)

This incentive compatibility condition creates a

second rationale for a negative dependence of c1 on

r2: generous terms on short-term deposits encour-

age opportunistic withdrawals. We refer to Hellwig’s
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paper for a full treatment of the second-best solu-

tion when r2 exceeds 1 with probability 1. Two strik-

ing results (c) and (d) are as follows.

(c) In the reinvestment region, the impatient con-

sumers bear the entire valuation risk of long-

term investment while the patient consumers

bear the entire rollover risk of short-term invest-

ment. In particular, no one is immunized against

interest rate risk.

To see this, return to the first-best ex post pro-

gram (12.16). We noted that the budget constraint

corresponds to an income equal to the sum of the

dividend on the liquid investment and the date-1

discounted dividend on the illiquid one. Condition

(12.17) reflected a desire to provide some insur-

ance to benefit the impatient type. This insurance,

however, is undermined by the incentive compati-

bility condition: (12.17) together with r2 > 1 implies

that c1 < c2; the assumption that the coefficient of

relative risk aversion exceeds 1 then implies that

c1u′(c1) > c2u′(c2) and so (12.17) yields r2c1 > c2.

We thus conclude that (12.18) is binding:

r2c1 = c2.

This in turn implies that the two types can be given

the same income r1i1+(Ri2/r2) at date 1 (assuming

there is no liquidation. The same is true if there is

liquidation); and so

c1 = r1i1 + Ri2r2
and c2 = r2(r1i1)+ Ri2. (12.19)

These expressions make it clear that the impatient

types fully bear the valuation (or execution) risk on

the long-term asset and are hurt when the interest

rate rises; conversely, the patient types fully bear the

risk of rolling over the short-term return (r1i1) and

benefit from increases in the interest rate.

(d) Liquidation may become optimal.

To obtain a rough intuition as to why this may be

the case, note that (12.18) suggests reducing c1 and

therefore first-period investment i1. On the other

hand, when r2 is low, reinvestment does not pay

off and incentive compatibility is not an issue. It

may be optimal to increase c1 beyond i1/λ by liqui-

dating some of the long-term investment provided

that l is not too low. Thus, liquidation, if it occurs

at all, is associated with low-interest-rate episodes.

The second-best result according to which, in the

reinvestment region, the impatient consumers bear

the valuation risk and the patient ones the rollover

risk extends to the case in which liquidation is

optimal.

12.6 Private Signals and Uniqueness in
Bank Run Models

As discussed in Section 12.3, a large literature in

the last two decades has stressed the multiplicity

of equilibria associated with deposit contracts. A re-

cent and interesting strand of the literature, starting

with Morris and Shin (1998), argues that the mul-

tiplicity tends to disappear provided that the eco-

nomic agents receive private signals about the re-

turn to being patient and that their posterior beliefs

have wide enough support.26

Morris and Shin’s work is meant to address inter-

national financial crises.27 As we will see, it captures

some aspects of banking crises but not others. Like

the bank run literature, it embodies a strategic com-

plementarity: if other investors act in one way (say,

run), that makes me more eager to act in that partic-

ular way (also run). But it also assumes that investors

are better off when a run succeeds, while in banking

models runs destroy the investors’ value.

12.6.1 The Speculators’ Game

Morris and Shin’s stylized model of currency crises

goes as follows: investors (also called speculators)

can be thought of as being foreign investors. The

central bank of a country has a level of foreign re-

serves θ unknown to investors. The central bank be-

haves mechanistically: it spends reserves to ward off

speculation as long as there are some left. If S is the

26. Morris and Shin (1998) build their analysis on Carlsson and
van Damme’s (1993) work on global games. Earlier papers showing
that private information together with a wide enough support allow-
ing for the existence of dominant strategies, eliminates the multiplicity
of equilibria in timing or bidding games include Fudenberg and Tirole
(1986) on wars of attrition, Klemperer and Meyer (1989) on second-
price auctions in supply-and-demand schedules, and Maskin and Riley
(1986) on first-price auctions. See Frankel et al. (2003) for state-of-the-
art results on unique strategy profiles surviving iterative dominance
in games with strategic complementarities and slightly noisy payoff
signals.

27. The version presented here is drawn from Corsetti et al. (2002).
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Table 12.2 Payoffs in speculation game.

Individual Individual
investor investor does
attacks not attack

Attack succeeds (S � θ) 1− c 0

Attack fails (S < θ) −c 0

mass of financial resources mobilized by investors,

then the currency collapses if and only if

S � θ.

(This is meant to be a reduced form for a situation

in which the country initially maintains a peg, and,

if speculation is successful, the peg is abandoned

and the currency devalued.) The level of investors’

resources that can be mobilized to attack the cur-

rency is normalized to 1 (there is mass 1 of small

investors28). And so S ∈ [0,1]. In contrast, θ may

exceed 1, in which case speculation against the cur-

rency is always unsuccessful, or be negative (say,

because the country has contracted previous senior

debts), in which case attacks always succeed regard-

less of their magnitude.

Assume that an investor individually pays a fixed

cost c ∈ (0,1) when attacking the currency, and

gains 1 when the attack is successful and he has been

part of it.29 The investors’ decisions whether to at-

tack the currency are simultaneous. An individual in-

vestor’s contingent payoff is described in Table 12.2.

While the level of reserves θ is unknown, investors

receive a signal as to its value. This signal y is equal

to the true value plus noise:

y = θ + ση,
where η has mean 0 and σ measures (the inverse

of) the precision of the signal. The variable η has

cumulative distribution F with continuous density

on, say, (−∞,+∞).

In the public signal case, η is the same for all in-

vestors, who therefore have the same information.

28. See Corsetti et al. (2004) for the study of a similar game when
there is a large investor.

29. In general, payoffs under successful and unsuccessful specu-
lative attacks depends on the ex post exchange rate, which in turn
depends on the size of the speculative attack and the government re-
sponse to it. The speculation game may exhibit strategic complemen-
tarities or strategic substitutabilities (see Pathak and Tirole 2005).

In the private signal case, each investor receives his

own signal; that is, η is i.i.d. across investors. (We

could, of course, study the more general case in

which investors receive both a public and a private

signal. The results would be intermediate between

those derived below.)

12.6.1.1 Public Signal

Under a public signal, the outcome resembles that

in standard coordination games. There is a range

[y
¯
, ȳ] of public signals for which there are multi-

ple equilibria.

The no-run equilibrium exists provided that an in-

dividual investor does not find it profitable to attack

the currency when others do not (and so the cur-

rency collapses only if θ � 0):

(1− c)Pr(θ � 0 | y)− c Pr(θ > 0 | y) � 0,

or

(1− c)[1− F(y/σ)]− cF(y/σ) � 0,

or else

F(y/σ) � 1− c. (12.20)

Equation (12.20), taken as an equality, defines a

unique y
¯

. And so it is an equilibrium for no one to

attack as long as y � y
¯

.

Similarly, a run equilibrium exists provided that

an individual investor prefers attacking when the

others attack (and so the currency collapses when-

ever θ � 1):

(1− c)Pr(θ � 1 | y)− c Pr(θ > 1 | y) � 0

or

1− c � F
(

y − 1
σ

)

. (12.21)

Condition (12.21), taken as an equality, defines a

threshold ȳ > y
¯

, such that a run equilibrium exists

if and only if y � ȳ .

Note that this “run equilibrium” cannot be called

a “panic equilibrium.” Indeed, when y ∈ [y
¯
, ȳ] in-

vestors are better off coordinating on an attack. In a

sense, “panicking” corresponds to “staying put.”

12.6.1.2 Private Signals

Let us now assume that investor i (i ∈ [0,1]) receives

signal

yi = θ + σηi,
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and the noises are i.i.d. A simple “revealed prefer-

ence” argument shows that in equilibrium investor i
attacks the currency if and only if this signal lies

below some threshold y∗i (this is because the in-

vestor’s net expected payoff to attacking the cur-

rency is decreasing in the signal). Let us look for a

symmetric equilibrium (this is actually not restric-

tive): y∗i = y∗.

The amount of resources involved in the attack is

then

S(θ) = F
(

y∗ − θ
σ

)

,

and the currency collapses if and only if

S(θ) � θ.

Because S is decreasing in θ, the currency collapses

if and only if θ � θ∗, where

F
(

y∗ − θ∗
σ

)

= θ∗. (12.22)

Second, investor i attacks the currency if and only if

(1− c)Pr(θ � θ∗ | yi)− c Pr(θ > θ∗ | yi) � 0.

And so y∗ is defined by

1− c = F
(

y∗ − θ∗
σ

)

. (12.23)

Combining (12.22) and (12.23), we obtain

θ∗ = 1− c. (12.24)

Thus, θ∗ and y∗ are uniquely determined. The

uniqueness of equilibrium enhances predictive

power.30 When the investors’ information is precise

(σ close to 0), then y∗ converges to θ∗.

12.6.2 The Depositors’ Game

The bank run literature bears some resemblance to

the analysis of the speculators’ game in the previ-

ous subsection. But it differs from it in that runs are

inefficient from the point of view of investors.31 An-

other key difference is that, unlike the games consid-

ered in Carlsson and van Damme and by Morris and

30. Angeletos et al. (2005) study a framework that is similar to that
of Morris and Shin, but allow for a publicly observed policy choice
by the policy maker before investors decide whether to attack. As in
Morris and Shin, the equilibrium would be unique if the policy choice
were exogenous. However, the endogeneity and observability of the
policy reintroduce multiple equilibria in this model.

31. This distinction between the speculators’ game and the deposi-
tors’ game is drawn from Ventura (2001).

Shin, the game does not quite exhibit strategic com-

plementarities: as Figure 12.2 demonstrates, the net

incentive to withdraw is not an increasing function

of the number of other consumers who withdraw.

Let us return to the bank run model of Sec-

tion 12.3, assuming that l = 1. Recall that if deposi-

tors are entitled to withdraw some arbitrary level c̄1

at date 1, and fraction λ̂ � λ of depositors exercise

this option, the consumptions of the early and late

withdrawers are

c1(λ̂) = min
{

c̄1,
1

λ̂

}

and

c2(λ̂, R) = max
{

1− λ̂c̄1

1− λ̂
R,0

}

.

Patient consumers have utility c1 + c2, and there-

fore choose the highest of the two. Let us extend

the model of Section 12.3 in two respects:

• the date-2 return R is random and drawn from

some cumulative distribution on [0,∞);
• this return is unobserved, but each depositor i ∈
[0,1] observes a private signal

yi = R + σηi,
where the noises {ηi}i∈[0,1] have mean 0 and

are i.i.d. across depositors; they are drawn from

some cumulative distribution F with continuous

density f .

We maintain the assumption that the bank offers

a deposit contract, that is, the option to withdraw

some fixed amount c̄1 at date 1.

A (symmetric) equilibrium is then defined by a

threshold y∗ such that depositor i, when patient,

withdraws if and only if yi � y∗, and a fraction

λ∗(y∗, R) of withdrawing depositors,32 with

λ∗(y∗, R) = λ+ (1− λ)F
(

y∗ − R
σ

)

. (12.25)

It must also be the case that a depositor with sig-

nal y∗ is indifferent between withdrawing and not

withdrawing:

E[c1(λ∗(y∗, R))] = E[c2(λ∗(y∗, R), R)], (12.26)

where expectations are taken with respect to the ran-

dom variable R.

32. Thus λ∗(y∗, R) is the counterpart of S(θ) in the speculators’
game.
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Goldstein and Pauzner (2005) analyze a related

model (the technology succeeds or fails at date 2

and the probability of success is drawn from a con-

tinuous distribution). Their key insight is that while

the depositor game does not exhibit strategic com-

plementarities, it satisfies a weaker property (that

they label “one-sided strategic complementarities”),

namely, that the net incentive to withdraw increases

with the number of withdrawing agents whenever

this incentive is negative (see Figure 12.2).

They generalize the uniqueness result under this

weaker property. They are then able to perform com-

parative statics exercises. For example, the proba-

bility of a bank run increases continuously with the

degree of risk sharing offered by the intermediary.

12.7 Exercises

Exercise 12.1 (Diamond–Dybvig model in continu-

ous time). Following von Thadden (1997), suppose

that the representative consumer in the Diamond–

Dybvig model has wealth 1 at date 0 and will need

to consume at a time t ∈ [0,1]. Namely, the date

of the liquidity shock, instead of taking two pos-

sible values (periods 1 and 2 in Diamond–Dybvig),

belongs to an interval. It is distributed according

to cumulative distribution function F(t) (F(0) = 0,

F(1) = 1) with continuous density f(t). The repre-

sentative consumer’s expected utility is therefore

U =
∫ 1

0
u(c(t))f (t)dt,

where c(t) is her consumption if the liquidity shock

occurs at time t.
On the technological side, suppose that one can

at any point in time invest in “trees” that then grow

until they are harvested. One unit of investment liq-

uidated at maturitym yieldsR(m). So an investment

made at τ and “harvested” at t � τ yields R(t − τ)
per unit. We assume that R(0) = 1, Ṙ > 0 (where

a dot indicates a time derivative), and Ṙ/R, the in-

stantaneous technological rate of return, is increas-

ing in m. This implies in particular that a series of

short-term investments yields less than a long-term

investment with equivalent total length.

The choice is thus not about an allocation of in-

vestment at the initial date, and the exercise focuses

entirely on the insurance aspects. Under autarky, the

representative consumer receives expected utility
∫ 1

0
u(R(t))f (t)dt.

A bank offers a deposit contract in which a depos-

itor chooses the date of withdrawal and obtains c(t)
if she withdraws at time t ∈ [0,1]. The depositors’

liquidity shocks are i.i.d.

(i) Assume first that the realization of each depos-

itor’s liquidity shock is observable by the bank (so

there is no incentive compatibility issue). Show that

in the optimal insurance policy

u′(c(t))R(t)

is independent of t.
(ii) Assuming that the coefficient of relative risk

aversion exceeds 1, conclude that there is “front

loading,”
ċ(t)
c(t)

<
Ṙ(t)
R(t)

,

and so

c(t) > R(t) for t < t∗

and

c(t) < R(t) for t > t∗ for some t∗ ∈ (0,1).

(iii) Show that the “first-best outcome” described

above is not incentive compatible, in the sense that

depositors may want to withdraw early and reinvest

in the technology themselves.

Exercise 12.2 (Allen and Gale (1998) on fundamen-

tals-based panics). Consider the Diamond–Dybvig

model developed in Section 12.2 and add random-

ness in the payoff of the long-term asset. Consumers

are Diamond–Dybvig consumers: they invest 1 at

date 0, and learn at date 2 whether they are impa-

tient (their utility is u(c1)) or patient (their utility is

u(c2)). The probability of being impatient is λ.

The liquid or short-term technology yields one-

for-one in each period: r1 = r2 = 1. The illiquid,

long-term technology yields a random R (the same

for all illiquid investments). The cumulative distri-

bution is F(R) and the density f(R) on [0,∞). Liq-

uidating the long-term asset yields nothing (l = 0).
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One assumes

E(R) > 1.

The realization of R is publicly observed at date 1.

(i) Compute the socially optimal insurance con-

tract {c1(R), c2(R)}, ignoring incentive compatibil-

ity (the ability of patient types to disguise as im-

patient ones). Note that this contract is incentive

compatible.

(ii) Consider now a deposit contract. Consumers

are promised, if they withdraw at date 1, a fixed

payment c̄1, or a share of i1 if total withdrawal de-

mand exceeds i1. The date-2 income is shared among

depositors who did not withdraw at date 1. Long-

term assets are never liquidated. One will denote by

x(R) ∈ [0,1] the fraction of patient consumers who

“join the run” (declare they are impatient, and store

the money they have withdrawn from the bank).

Show that a judicious choice of c̄1 succeeds in im-

plementing the social optimum described in (i).

Exercise 12.3 (depositors’ game with a public

signal). Consider the depositors’ game of Section

12.6.2, except that the depositors receive the same

signal:

y = R + ση.
Determine the range of signals over which there exist

multiple equilibria.

Exercise 12.4 (random withdrawal rate). Consider

a three-date Diamond–Dybvig economy (t = 0,1,2).

Consumers are ex ante identical; they save 1 at

date 0. At date 1, consumers learn their preferences.

A fraction λ has utility u(c1) and a fraction (1 − λ)
has utility u(c2).

At date 0, the consumers put their savings in

a bank. They later cannot withdraw and invest in

financial markets, so the Jacklin critique does not

apply. That is, incentive compatibility issues are ig-

nored in this exercise (a patient depositor cannot

masquerade as an impatient one). The bank invests

the per-depositor savings into short- and long-term

projects: i1+i2 = 1. The long-term technology yields

(per unit of investment) R > 1 at date 2, but only

l < 1 if liquidated at date 1. The short-term technol-

ogy yields 1 (so r1 = r2 = 1).

(i) • Show that the optimal allocation (c1, c2) sat-

isfies

u′(c1) = Ru′(c2).

• Suppose that u(c) = c1−γ/(1 − γ) with γ > 1.

How do i1 and i2 vary with γ?

(ii) Suppose now that there is macroeconomic un-

certainty, in that λ is unknown: λ = λL with prob-

ability β and λ = λH with probability 1 − β, where

0 < λL < λH < 1. Set up the optimal program (let yω
and zω denote the fraction of short-term investment

that is not rolled over, and the fraction of long-term

investment that is liquidated, respectively, in state

of nature ω ∈ {L,H}). What does the solution look

like for l = 0 and l close to 1? (Showoffs: characterize

the solution for a general l!)
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13
Credit Rationing and Economic Activity

13.1 Introduction

In the first issue of Econometrica (1933), Irving

Fisher stressed the key role of credit constraints in

amplifying and protracting the ongoing recession.

The combination of nonindexed debt contracts and

deflation, he argued, redistributed wealth from bor-

rowers to creditors; furthermore, the reduction in

the firms’ cash flows and the fall in collateral values

increased leverage and reduced investment, thereby

exacerbating the recession. Fisher’s prescient con-

cern about what are now called balanced sheet ef-

fects has received substantial empirical, microeco-

nomic, and macroeconomic support since his time.

For example, numerous contributions have estab-

lished links between high leverage ratios, falling as-

set prices, and low investment and economic activ-

ity (see, for example, King (1994) and Bernanke et al.

(1999) for an overview).

While this “balance-sheet channel” refers to the in-

fluence of firms’ balance sheets on their investment

and production, the “lending channel,” in contrast,

focuses on the impact of the strength of financial in-

termediaries’ balance sheets on firms’ activity. At the

microeconomic level, firms with weak balance sheets

(often, small firms) depend on monitoring and cer-

tification by financial intermediaries (banks and in-

surance companies) to secure access to funds. They

are thus hurt when banks’ and insurance compa-

nies’ real or regulatory solvency declines. Similarly,

the market for initial public offerings of technology

companies closed after the Internet and communi-

cations company stocks collapsed in 2000; venture

capitalists (the intermediaries monitoring and certi-

fying start-ups) were then deprived of an exit strat-

egy and consequently lacked funds to finance new

start-ups. It took a couple of years for technology

finance to start recovering.

At the macroeconomic level, economists, starting

with Bernanke (1983), have documented the contrac-

tionary impact on loans of a tight monetary policy

(an increase in the federal funds rate) and a concomi-

tant increase in commercial paper issues (showing

that the contraction is related to a reduction in loan

supply rather than to a decrease in loan demand).

Related observations point at the negative impact of

bank panics on macroeconomic activity (Friedman

and Schwartz 1963) and at the incidence of the tax

associated with bank reserves requirements on bank

borrowers rather than on depositors (Fama 1985;

James 1987).

This chapter provides a theoretical analysis of the

balance-sheet channel (Section 13.2) and of the lend-

ing channel (Section 13.3). Sections 13.4 and 13.5

study the dynamic linkages in infinite-horizon mod-

els with successive generations. Section 13.4 focuses

on dynamic complementarities due to net worth ac-

cumulation and shows how short-term balance sheet

effects can have a long-term impact on the welfare

of either individual families or whole countries. Sec-

tion 13.5, in contrast, looks at dynamic lending sub-

stitutabilities and investigates the negative effect of

today’s investment on future prices and thereby on

future investment.

13.2 Capital Squeezes and Economic
Activity: The Balance-Sheet Channel

This section analyses the impact of interest rates on

economic activity when the corporate sector faces

credit constraints. It revisits the basic moral-haz-

ard and adverse-selection models of Chapters 3

and 6, and generalizes them by endogenizing the

rate of interest. Taking the interest rate as exoge-

nous (and normalizing it to 0 without loss of gen-

erality) was fine until now, since we were focusing



472 13. Credit Rationing and Economic Activity

on the institutions of corporate finance. Moving to

a macroeconomic framework, however, requires en-

dogenizing the rate of interest, unless the savings

function is perfectly elastic at some fixed interest

rate, such as the interest rate on the world financial

markets.

Namely, letting r denote the (real) rate of inter-

est, we posit a savings function S(r), increasing in r .

This function can be derived from investors’ prefer-

ences: let date 0 denote the date at which they lend

and date 1 the date at which their claims on firms pay

off, with associated consumptions c0 and c1; and let

investors’ preferences be given by

U(c0, c1) = u(c0)+ c1,

where u(·) is increasing and concave. This formula-

tion is handy since it preserves risk neutrality with

respect to returns (and thus the concomitant sim-

plicity) while making the saving function imperfectly

elastic. The saving function is then obtained from

max
{c0,c1}

{u(c0)+ c1}

s.t.

c0 + c1

1+ r = y,

wherey denotes income. This program is equivalent

to1

max
{c0}

{u(c0)+ (1+ r)(y − c0)},

yielding

u′(c0(r)) = 1+ r .
Because u is concave (u′′ < 0), date-0 consump-

tion decreases with the rate of interest. Savings,

S(r) = y − c0(r), in contrast, increase with the rate

of interest.

The extreme case of a perfectly elastic savings

function, in which the interest rate is fixed at some

exogenous level and is given by a “storage technol-

ogy,” or some “international rate,” or else by fully

linear investors’ preferences (c0 + c1/(1 + r)), pro-

vides a special case of savings function relative to

this more general environment.

The theme of this section, the aim of which is pri-

marily to introduce basic material, is that an increase

1. We assume an interior equilibrium. This is indeed the case if
u′(0) > 1+ r > u′(y).

in the rate of interest has a negative impact on in-

vestment. It is not very surprising, you might say,

that when the price of a factor of production (here

capital) increases, the use made of this factor of pro-

duction decreases. It holds whether or not firms face

financial constraints. The interesting insight is that

interest rates may have very sharp effects in a corpo-

rate finance world, as credit constraints exacerbate

their impact. Indeed, a small increase in the interest

rate may trigger a complete collapse of lending and

a discontinuous reduction in welfare.

13.2.1 Moral Hazard

Let us first revisit the basic, fixed-investment model

of Section 3.2.

Consider a set of risk-neutral entrepreneurs, tech-

nically a continuum of mass 1 of them. Each has

• a project requiring fixed investment I, and owns

assets or net worth A;

• a utility function of consumptions c0 and c1 at

dates 0 and 1 equal to U(c0, c1) = c0 + c1; entre-

preneurs are protected by limited liability (in

particular, c1 � 0).

The entrepreneurs’ particular utility function is in

no way crucial. What is required more generally is

that the entrepreneurs not be more impatient than

the savers,2 because otherwise the direction of lend-

ing might be reversed, with limited interest for our

purpose. In this spirit, we will assume that the equi-

librium rate of interest is positive (r > 0).

If undertaken, the project either succeeds, that is,

yields verifiable income R > 0, or fails and yields

no income. The probability of success, p, depends

on the entrepreneur’s behavior: it is equal to pH if

the entrepreneur works and pL = pH − ∆p if she

shirks. Shirking yields a private benefit B > 0 to the

entrepreneur (this private benefit is counted as part

of c1).

We allow for one dimension of heterogeneity:

entrepreneurs differ in their assets A. Namely, A,

which recall is an index of a firm’s strength of

2. So, for example, in the extreme case in which the savings function
is perfectly elastic at some interest rate r , entrepreneurs could have
preferences

c0 + c1

1+ r
without any change in the analysis.
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balance sheet, is distributed in the population of

entrepreneurs according to the continuous cumula-

tive distribution function G(A) with support [A,A]
and density g(A). The upper bound A in principle

can exceed I; firms with assets A � I do not need

to borrow in order to invest and are therefore net

savers; needless to say, those “borrowers” do not

preoccupy us. For simplicity, we will therefore as-

sume that A � I.
The timing is the familiar one (see Figure 13.1), ex-

cept that we have now got to be careful about dates

since the interest rate may now differ from 0.3

We assume that the project has positive NPV if

and only if the entrepreneur behaves. That is, in the

relevant range for interest rates,

pHR > (1+ r)I > pLR + B.
To solve for the macroeconomic equilibrium, we

proceed as in Section 3.2. Conditional on the entre-

preneur receiving funding, the optimal contract allo-

cates the profit in the case of success between bor-

rower (Rb) and lenders (Rl),

R = Rb + Rl,

and gives 0 to both in the case of failure (recall that

the entrepreneur is risk neutral and therefore must

receive the harshest punishment in the case of fail-

ure, namely, 0 under limited liability). The incentive

compatibility constraint is

(∆p)Rb � B,

and so the maximum expected income that can be

pledged to investors without destroying incentives—

3. Locating the moral-hazard stage at date 1 rather than date 0 is
just an accounting convention, and has no impact on the results.

the pledgeable income—is equal to

pH

(

R − B
∆p

)

.

A necessary and sufficient condition4 for an entre-

preneur with assets A to receive financing is

pH

(

R − B
∆p

)

� (1+ r)(I −A).

Let A∗(r) (an increasing function) be the smallest

level of cash on hand A that enables funding:

pH

(

R − B
∆p

)

= (1+ r)[I −A∗(r)].

The financial market clears when corporate net in-

vestment, I(r), is equal to investors’ savings; I(r) is

given by

I(r) ≡
∫ A

A∗(r)
(I −A)g(A)dA−

∫ A∗(r)

A
Ag(A)dA

= (1−G(A∗(r)))I −Ae,

where

Ae ≡
∫ A

A
Ag(A)dA

is the average entrepreneur wealth. Market clearing

means that

I(r) = S(r).
This equilibrium is depicted by point a in Figure

13.2.

The comparative statics are straightforward. Con-

sider, first, an exogenous reduction in the savings

rate. That is, the savings curve moves up in Fig-

ure 13.2. Unsurprisingly, the equilibrium shifts to

4. This condition is necessary since the NPV is negative and so some-
one has to lose if the contract induces shirking. It is easy to see that it
is also sufficient. See Section 3.2 for more details.
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point b, with lower investment and an increase in

the interest rate.

Let us next look at a deterioration in the firms’ bal-

ance sheets. The proper way to formalize an overall

change in the distribution of the balance sheets is to

assume that the distribution of assets A is indexed

by a parameter θ, G(A | θ), and that an increase in θ
corresponds to an improvement of the distribution

in the sense of first-order stochastic dominance:

Gθ(A | θ) < 0 for A < A < A,

where a subscript here denotes a partial derivative

(∂G/∂θ ≡ Gθ). Intuitively, when θ increases, the dis-

tribution puts more weight on the upper tail and less

on the lower tail.5

Net borrowing I(r , θ) is affected by a capital

squeeze (θ decreases) in the following way:

Iθ = −Gθ(A∗(r))I − dAe

dθ
.

Thus a capital squeeze has two effects:

Eviction (indirect effect). The number of firms that

are unable to raise funds because of the weakness

of their balance sheet, G(A∗(r) | θ), increases as

θ decreases. The firms that are evicted from the

pool of borrowers are the marginal firms, which

borrowed I − A∗(r). The decrease in the demand

for funds corresponds to the first term in the

expression of Iθ ;

5. See, for example, Mas Colell et al.’s (1995) textbook for an expo-
sition of first-order stochastic dominance.

Note that, because G(A | θ) = 1 and G(A | θ) = 0 for all θ,

Gθ(A | θ) = Gθ(A | θ) = 0.

A special case is that in which θ is a uniform shift in A (each A be-
comesA+θ):G(A | θ) = H(A−θ), whereH is a cumulative distribution
function. (This case involves a “moving support.” And so if θ ∈ [θ, θ̄],
the inequality Gθ � 0 is weak over two ranges in [A+ θ,A+ θ̄].)

Greater needs (direct effect). Because

Ae(θ) =
∫ A

A
AdG(A | θ) = A−

∫ A

A
G(A | θ)dA

(after an integration by parts), dAe(θ)/dθ > 0.

Hence, a capital squeeze reduces the entrepre-

neurs’ average net worth.

Thus, the I(·) curve may shift outward or (as de-

picted in Figure 13.2) inward. (As we will observe,

this indeterminacy is removed in the variable-invest-

ment version.) For example, if the eviction effect

dominates, a capital squeeze moves the equilibrium

in Figure 13.2 from point a to point c, with a lower

level of net borrowing and a lower interest rate.

The investment level, equal to I times the fraction

of firms that have access to funding,

1−G(A∗(r) | θ),
in contrast is unambiguously reduced by a capital

squeeze.6

Remark (on redistribution). The literature has em-

phasized that wealth redistribution has an ambigu-

ous impact on efficiency (leaving aside redistributive

aspects of course). While this point has often been

made in more sophisticated growth models (e.g., of

the type reviewed in Sections 13.4 and 13.5), the ba-

sic idea can be conveyed in the static version. A re-

distribution of wealth, namely, a change in the distri-

bution of wealth levels A keeping total entrepreneur

wealth, Ae, constant,7 affects in an ambiguous way

the number of firms that make it to the borrowing

threshold. For example, suppose that there are two

6. Its total derivative with respect to θ is (I times)

−Gθ(A∗(r) | θ)− g(A∗(r) | θ)
dA∗

dr
dr
dθ
.

By definition, Gθ < 0. Also, dA∗/dr > 0 (a higher interest rate leads
to the eviction of marginal firms). Finally,

S′(r)dr = Ir dr + Iθ dθ.

And so
d

dθ
[1−G(A∗(r) | θ)] =

(

−GθS′+ g
dA∗

dr
dAe

dθ

)/(

S′+ gI dA∗

dr

)

> 0.

7. The literature often considers a specific form of wealth redistri-
bution, namely, a mean-preserving decrease in risk for the distribution
G (so the parameter θ is now a parameter of second-order stochastic
dominance rather than one of first-order stochastic dominance).

For a mean-preserving spread,

dAe

dθ
=
∫ A

A
AdGθ(A | θ) = 0 and

∫ A

A
Gθ(A | θ) � 0 for all A.

But Iθ = −Gθ(A | θ)I can a priori have any sign.
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levels of wealth, AL and AH, in the population and

that the savings function is perfectly elastic, so that

the rate of interest r and the thresholdA∗(r) are ex-

ogenously determined. A wealth-redistribution pol-

icy brings these toA′L andA′H, whereAL < A′L � A′H <
AH. If the threshold lies betweenA′H andAH, then the

wealth redistribution eliminates the entrepreneurial

class and reduces efficiency. If it lies between AL and

A′L, then wealth redistribution allows everyone to be

an entrepreneur and increases efficiency.8

Variable-investment variant. The same exercise

can be performed for a variable investment scale

(Section 3.4). The entrepreneur selects a scale I ∈
[0,∞). Profit in the case of success (RI) is propor-

tional to investment; there is still no profit in the

case of failure. Misbehavior, which, as in the fixed-

investment model, reduces the probability of suc-

cess from pH to pL, yields private benefit, BI, pro-

portional to investment, to the entrepreneur. We

assume that, in the relevant range of interest rates,

the following inequalities, where the magnitudes are

expressed per unit of investment, hold:

pHR > 1+ r > max
{

pLR + B,pH

(

R − B
∆p

)}

.

The first inequality says that investing is a positive-

NPV proposition if incentives are in place. The sec-

ond inequality says, first, that the NPV is negative if

the entrepreneur is induced to misbehave (1 + r >
pLR + B), and, second, that the pledgeable income

per unit of investment does not cover interest and

principal on the loan (1+ r > pH(R − B/∆p))—this

assumption, as in Section 3.4, will guarantee that the

optimal investment is finite in this constant-returns-

to-scale model.

LettingRb denote the entrepreneur’s reward in the

case of success (it is 0 in the case of failure), the

incentive compatibility constraint is

(∆p)Rb � BI,

yielding pledgeable income

pHRI − pH

{

min
{Rb�BI/∆p}

Rb

}

≡ pH

(

R − B
∆p

)

I,

and so the investors’ breakeven condition (which,

due to the competitiveness of the capital market,

8. This mechanism is not the only cause of ambiguity. See Aghion
and Bolton (1997) for a more complete discussion.

holds with equality) is

pH

(

R − B
∆p

)

I = (1+ r)(I −A).

As in Section 3.4, the investment scale is a multiplier

of assets:

I = A
1− pH(R − B/∆p)/(1+ r)

.

Note that

• an increase in the rate of interest reduces the

scale of investment,

• all firms are identical up to their scale, and

so the distribution of assets among entrepre-

neurs is irrelevant here (unlike in the fixed-

investment case) for a given level of total assets

Ae =
∫A
A Ag(A)dA.

Indeed, net borrowing for a distribution indexed

by parameter θ is

I(r , θ) ≡
∫ A

A
(I −A)g(A | θ)dA

= pH(R − B/∆p)
(1+ r)− pH(R − B/∆p)

Ae(θ),

where

Ae(θ) ≡
∫ A

A
Ag(A | θ)dA.

As in the fixed-investment version, let us assume

that θ is a parameter of first-order stochastic dom-

inance: Gθ < 0. Integrating by parts, and using

Gθ(A | θ) = Gθ(A | θ) = 0,9

dAe(θ)
dθ

= −
∫ A

A
Gθ(A | θ)dA > 0.

Hence, in the variable-investment variant, the invest-

ment is scaled down when a firm has lower assets

and I unambiguously shifts inward with a capital

squeeze (θ decreases), as depicted in Figure 13.2.

Furthermore, as in the case of a fixed investment

size, a reduction in savings leads to a higher rate

of interest and a smaller investment.10

13.2.2 Adverse Selection

As we studied in Chapter 6, adverse selection (the

presence of entrepreneurial private information at

9. Since G(A | θ) = 1 and G(A | θ) = 0 for all θ.

10. Note also that a mean-preserving spread in the distribution of
net worths has no impact on investment.



476 13. Credit Rationing and Economic Activity

Interest plus principal on
investors’ outlay

(1 + r0)(I − A)

(1 + r1)(I − A)

Rb Rb / 2 Rb Rb Rb0 ˆ *

Figure 13.3

the initial financing stage) is another factor con-

ducive to credit rationing. Under adverse selection,

the impact of an interest rate increase may be dra-

matic, as we will shortly see. The increased debt bur-

den may create a serious deterioration of the pool

of loan applicants.11 Conversely, a small improve-

ment in lending conditions may have a substan-

tial impact on economic activity; along these lines,

Mankiw (1986) argues that small government inter-

ventions (e.g., subsidized loans to students, farmers,

and homeowners) can make a big difference.

This section (building on Chapter 6) offers two

illustrations of the potentially strong impact of in-

terest rates on activity in the presence of adverse

selection. Both illustrations use the fixed-investment

version of the model.

(a) Impact of factor price on behavior: asymmet-

ric information on private benefits. Let us assume

that all borrowers have the same fixed-investment

technology and the same level of assets A < I. The

source of heterogeneity is the level of private benefit

B obtained by the entrepreneur when misbehaving.

The latter is distributed in the population of entre-

preneurs on the interval [0, B̄] according to cumu-

lative distribution function H(B) (with H(0) = 0,

H(B̄) = 1).

Investors would want to screen out “bad types,”

namely, those with high private benefits from mis-

behaving. Unfortunately (and as was observed in

11. See, for example, Jaffee and Russell (1976), Stiglitz and Weiss
(1981), and Mankiw (1986), who, in the tradition of Akerlof (1970),
demonstrate the dramatic impact of adverse selection in the market
for loans.

Exercise 6.1), such types cannot be screened out

since their surplus from the lending relationship is

at least equal to that of entrepreneurs with a lower

private benefit.

Suppose that investors are willing to finance

the project of a representative entrepreneur (“rep-

resentative” from the point of view of investors,

as entrepreneurs all look alike). The entrepreneur

contributesA and the investors I −A. They share the

profit in the case of success in proportions Rb and

R − Rb, respectively. Provided that B̄ is sufficiently

large, the entrepreneur behaves if B < B∗(Rb) and

misbehaves if B > B∗(Rb), where B∗(Rb) is given by

(∆p)Rb = B∗(Rb). (13.1)

The investors’ breakeven condition is then

p̂(Rb)[R − Rb] = (1+ r)(I −A), (13.2)

where

p̂(Rb) ≡ pHH(B∗(Rb))+ pL[1−H(B∗(Rb))] (13.3)

is the expected probability of success (as assessed

by investors).

The key point is that this average probability of

success is increasing inRb: the lower the debt burden

(the higherRb is), the more accountable the entrepre-

neur is. An increase in the interest rate r increases

the debt burden for a given p̂ (see equation (13.2)):

Rb decreases, making the entrepreneur less account-

able (see equation (13.1): B∗ decreases), which in

turn increases the debt burden, and so forth. This

vicious circle may lead to a discontinuous drop (col-

lapse, breakdown) in lending.

Example. Suppose that pL = 0, B̄ = 1, and H is uni-

form on [0,1]: H(B) = B. Then H(B∗) = B∗ =
(∆p)Rb = pHRb, and so

p̂(Rb) = pHB∗ + pL(1− B∗) = p2
HRb.

The investors’ breakeven condition is

p2
HRb(R − Rb) = (1+ r)(I −A).

The possibility of collapse is illustrated in Figure

13.3. When the interest rate is equal to r0, there

are two possible equilibria, R̂b and R∗b . Both satisfy

the investors’ breakeven condition. The socially op-

timal one is the one that is preferred by entrepre-

neurs and yields entrepreneurial stake R∗b . (It is also
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the only stable equilibrium: starting from entrepre-

neurial stake R̂b, a small increase in Rb raises p̂ pro-

portionally more than (R − Rb) decreases, and so in-

vestors’ profit increases, increasing Rb further, and

so forth.) A small increase in r1 completely shuts

down the credit market.12

(b) Impact on the pool of applicants: asymmetric

information about profitability. Still in the fixed-

investment model, assume now that loan applicants

differ in their probability of success rather than in

their private benefit. So B is the same for all entre-

preneurs, but the probability of success is

p + τ ;

that is, the probability of success is pH + τ if the

entrepreneur behaves and pL+τ if she misbehaves.

As usual, the benefit of this separable form is that

incentives can be separated from adverse selection,

since the incentive constraint,

[(pH + τ)− (pL + τ)]Rb � B,

for a contract {Rb in the case of success, 0 in the case

of failure} is independent of τ .

The profitability parameter τ is distributed ac-

cording to some cumulative distribution function

H(τ) with density h(τ) on [τ
¯
, τ̄] (we keep the same

notation H(·) for the distribution of the privately

known parameter, here τ). Let13

τ+(τ) ≡ E(τ̃ | τ̃ � τ) =
∫ τ̄
τ τ̃h(τ̃)dτ̃
1−H(τ)

and

τ−(τ) ≡ E(τ̃ | τ̃ < τ) =
∫ τ
τ
¯
τ̃h(τ̃)dτ̃
H(τ)

denote the truncated means. For example, τ+(τ) is

the expectation of τ̃ conditional on τ̃ exceeding τ .

12. This insight is less interesting than the previous observation
that moral hazard increases with the rate of interest; for, the possi-
bility that the market shuts down completely as the interest rate in-
creases slightly also arises under symmetric information: when B is
known, and in the absence of other sources of heterogeneity, the mar-
ket for loans shuts down when r reaches r∗, where

(1+ r∗)(I −A) = pH

(

R − B
∆p

)

.

The basic point, though, is that the introduction of heterogeneity (here
with respect to the private benefit) does not eliminate discontinuous
market breakdowns.

13. It is well-known that τ+ and τ− both grow with τ , at a rate
between 0 and 1 as long as the distribution’s hazard rates h/(1−H)
and h/H are, respectively, increasing and decreasing (see, for example,
An 1998).

To simplify the exposition, we will assume that

the entrepreneur has no cash on hand:

A = 0.

But we will allow for a general reservation util-

ity Ūb(τ) for the entrepreneur. Until now, we have

mostly assumed that the reservation utility is type-

independent:

Ūb(τ) = Ūb for all τ

(and have normalized the reservation utility to be 0:

Ūb = 0).

We will also be interested in situations in which

the utility corresponding to the “outside option,” Ūb,

increases with τ , and possibly steeply so (the case

in which Ūb increases little with τ is qualitatively

similar to that in which it is constant). For example,

a talented researcher may have excellent academic

prospects (the outside option) when contemplating

switching careers and raising funds for a start-up.

Or, if the financing helps the firm strengthen its

productive capacity or expand, a firm with a good

project has a better “outside option” (not being refi-

nanced).14

Remark (absence of reward for failure). In the discus-

sion of the incentive constraint above, we assumed

that the entrepreneur receives 0 in the case of fail-

ure. This is indeed what moral-hazard considera-

tions dictate. But adverse selection only reinforces

the optimality of the absence of reward in the case

of failure, since such rewards tend to “screen in”

low-profitability entrepreneurs. Hence, competitive

investors are wary of such contracts.15 The absence

14. For a state-of-the-art study of contracting under type-dependent
outside options, see Jullien (2000).

15. Suppose that type τ selects a scheme {RS
b(τ),R

F
b(τ)} describ-

ing the rewards in the cases of success and failure. Assuming that
contracts inducing misbehavior yield a negative NPV, and therefore
focusing without loss of generality on contracts that do not induce
shirking (RS

b(τ)− RF
b(τ) � B/∆p for all τ), type τ will choose the con-

tract that is most appropriate for the type, and so solves

max
τ̂∈[τ

¯
,τ̄]
{(pH + τ)RS

b(τ̂)+ (1− pH − τ)RF
b(τ̂)}.

A simple revealed-preference argument (write the two inequalities say-
ing that type τ prefers {RS

b(τ),R
F
b(τ)} to {RS

b(τ
′), RF

b(τ
′)} and con-

versely for type τ′ and add up the two inequalities) yields

(τ′ − τ)[[RS
b(τ

′)− RF
b(τ

′)]− [RS
b(τ)− RF

b(τ)]] � 0

for all (τ, τ′).
Note, finally, that incentive compatibility in the choice of contracts

implies that a borrower cannot get more for both realizations than
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of reward in the case of failure implies that a con-

tract is solely described by the reward Rb in the case

of success.

Case 1. High-profitability entrepreneurs are more

eager to receive funding. Assume in a first step that

the reservation utility does not depend on type (or

more generally does not grow fast with the entrepre-

neur’s type):

Ūb(τ) = Ūb.

Then, for a given Rb, only entrepreneurs with

type τ � τ∗(Rb) apply for funding, where

[pH + τ∗(Rb)]Rb = Ūb, (13.4)

because the utility from the project, (pH + τ)Rb, is

increasing in profitability. The investors’ expected

income is then

[pH + τ+(τ∗(Rb))](R − Rb).

And so the investors’ breakeven condition for a

given market rate of interest r is16

[pH+τ+(τ∗(Rb))](R−Rb) = (1+ r)(I−A). (13.5)

Note that the left-hand side of (13.5) decreases

with Rb. Thus, keeping the pool of applicants con-

stant, an increase in the interest rate leads to an

increased stake demanded by investors (Rb de-

creases17), which in turn improves the pool of

applicants (τ∗ increases).

Case 2. Low-profitability entrepreneurs are more

eager to receive funding. Suppose now that Ūb(τ) is

“steeply increasing” (meaning: it is increasing faster

another borrower:

RS
b(τ

′) < RS
b(τ) if RF

b(τ
′) > RF

b(τ).

And so contracts that offer a higher reward for failure (and so by
incentive compatibility embody a smaller wedge RS

b(·)− RF
b(·)) attract

lower-profitability types.

16. We are a bit informal here. To be more rigorous, we need to
specify whether the entrepreneur selects Rb or investors compete to
obtain the entrepreneur’s business (the answer is the same for both
cases). For example, if the investors compete, for the candidate equi-
librium described by (13.4) and (13.5), an investor offering a lower
Rb would not interest the entrepreneur, while one offering a higher
R′b > Rb would attract a worse pool of applicants, namely, those with
type τ � τ′, where τ′ < τ∗ is given by (pH + τ′)R′b = Ūb. Hence, this
investor would have both a smaller stake and a lower probability of
success.

17. At least as long as the entrepreneur’s reward is sufficient to
deter shirking.

than the utility obtained from receiving funding18).

The contract Rb then attracts the worst types:

τ � τ∗(Rb),

where

[pH + τ∗(Rb)]Rb = Ūb(τ∗(Rb)). (13.6)

The investors’ breakeven condition is then given by

[pH+τ−(τ∗(Rb))](R−Rb) = (1+ r)(I−A). (13.7)

An increase in the rate of interest now has a dras-

tically different impact. As in case 1, the direct ef-

fect is to increase the debt burden (R − Rb). But

condition (13.6), together with the fact that Ūb(·)
is steeply increasing, implies that τ∗ decreases (the

pool of applicants worsens), which lowers τ−, lead-

ing to a further increase in (R − Rb). This spiral may

lead to a complete collapse of the credit market.19

The two cases are illustrated in Figure 13.4.

13.3 Loanable Funds and the Credit
Crunch: The Lending Channel

13.3.1 A “Double-Decker” Model

As was discussed in the introduction to this chap-

ter, firms in the productive sector may not be hit

solely by their own capital shortage (the balance-

sheet channel), but also by a weakness in the balance

sheets of the financial institutions that lend to them

(the lending channel).

A credit crunch refers to a situation in which the

banks’ equity has fallen to a low level and so banks

are capital constrained and cannot lend as much

18. Again, we are a bit informal here, since the latter utility grows
with τ at rate Rb, where Rb is endogenous. It is straightforward to be
more careful (note in particular that Rb � R), but we leave this to the
reader for the sake of conciseness.

19. Let us illustrate the possibility of a collapse. Suppose that
τ is distributed uniformly on [0, τ̄]. And so τ−(τ∗) = 1

2τ
∗. Let

Ūb(τ) = Kτ , where K � R (and so the reservation utility grows faster
with τ than the utility from being funded, which itself grows at rate
Rb < R).

Then, for a given Rb ∈ [B/∆p,R], the threshold τ∗(Rb) under which
the entrepreneur applies for funding is given by

[pH + τ∗(Rb)]Rb = Kτ∗(Rb).

The investors’ breakeven condition is therefore
[

pH + pHRb

2(K − Rb)

]

(R − Rb) = (1+ r)(I −A).

It is straightforward to construct examples in which a small increase
in the interest rate shuts down a hitherto sizeable loan market.
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Figure 13.4 (a) Case 1; (b) case 2.

as the opportunities offered to them would war-

rant.20 But, of course, the phenomenon has broader

applicability: whenever borrowers need to resort to

what was labeled “informed capital” in Chapter 9,

namely, investors who play a monitoring or certi-

fication function, a weakness in the balance sheet

of the latter translates into difficult times for the

former. For example, a capital shortage at the ven-

ture capitalists’ level translates one tier down into

an increased difficulty for start-ups to raise funds.

This discussion suggests taking a “double-decker”

view of credit rationing: the same logic that limits the

availability of credit for the “real sector” firms also

20. In the case of banks, capital adequacy requirements set by the
Basel Committee and enforced by National Regulatory Authorities di-
rectly or indirectly (through the fear of a later constraint) constrain
the amount that poorly capitalized banks can lend. Similar regula-
tions apply to insurance companies (see, for example, Dewatripont
and Tirole 1994).

limits, one tier above, the ability of financial insti-

tutions to lend to these firms. Our treatment, which

basically combines the partial equilibrium analysis

of monitoring of Chapter 9 with the equilibrium

approach of Section 13.1, follows Holmström and

Tirole (1997).21

We thus consider three risk-neutral groups of eco-

nomic agents: borrowers (firms), monitors (banks),

and ordinary (uninformed) investors.

We will assume that each group is composed of

a continuum of members, and so market power is-

sues do not arise. The description of equilibrium will

distinguish between two rates of interest or rates of

return:

(i) the rate demanded by investors—we will let γ
denote one plus this rate of interest (so γ = 1+r
in the notation of Section 13.1); and

(ii) the rate demanded by monitors on their own in-

vested funds—we will let χ denote one plus this

rate of interest.

In equilibrium,

χ > γ

for two reasons: the first is that monitors must be

compensated for their monitoring cost, a cost not

incurred by ordinary investors. Because monitors

can always decide to invest as ordinary investors,

it must be the case that they indeed get a superior

return if they are induced to monitor (more on this

below). Second, and more interestingly, χ may em-

body a scarcity rent. If the demand for monitoring

is large compared with the supply, then banks are

able to extract quasi-rents by charging a high rate of

interest.22

As in Section 13.1, we consider both the fixed- and

the variable-investment variants.

13.3.2 Fixed Investment Size

Entrepreneurs. There is a continuum of entre-

preneurs/firms of mass 1. Each has one potential

project of size I, yielding profit R in the case of suc-

cess and 0 in the case of failure. As in Chapter 9, we

21. See also Repullo and Suarez (2000), who look at the impact of
monetary shocks (modeled as shifts in the riskless interest rate).

22. This is unrelated to the exercise of market power, since we have
assumed there was none.
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assume that there are three versions of the project:

good bad Bad

Pr(success) pH pL pL

Private benefit 0 b B

with pH = pL +∆p > pL and B > b > 0.

Only the good version (good behavior) delivers

a positive NPV when financed by uninformed in-

vestors:

pHR − γI > 0 > [pLR − γI]+ B.

Entrepreneurial heterogeneity can be modeled in

a number of ways. Let us assume here that entrepre-

neurs differ in their net worth, A. Net worth is dis-

tributed according to cumulative distribution G(A)
on [0,∞).

There are two categories of (risk-neutral) in-

vestors:

Monitors (financial intermediaries, banks). As in

Chapter 9, a monitor can at monitoring cost c rule

out the Bad project (the one with high private bene-

fit B). As for the entrepreneur’s private benefit, the

monitor’s cost c, if any, is incurred in the second pe-

riod. There is a continuum of monitors, with total

net worth Km (the distribution, under some assump-

tions, turns out to be irrelevant). They demand rate

of return χ on their (own-account) investment.

Uninformed investors are individually small; they

therefore free-ride in the monitoring activity and re-

main uninformed. As stated above, they demand ex-

pected rate of return γ.

We will say that the entrepreneur resorts to “direct

or uninformed” finance if she borrows solely from

uninformed investors, and to “indirect or informed”

finance if a monitor is enlisted as well.

We can consider two cases:

• Exogenous interest rate: uninformed investors

have access to a “storage facility” yielding γ
units of good for each unit of investment. Their

savings are completely elastic at interest rate

(γ − 1).
• Endogenous interest rate: the uninformed in-

vestors’ savings are equal to S(γ), where S is

increasing in γ.

Let us begin with the case of an exogenous inter-

est rate. The market equilibrium can be described

in either of two equivalent ways: certification (Fig-

ure 13.5) and intermediation (Figure 13.6).

Intermediation occurs when the monitor collects

funds from uninformed investors and offers to

entrepreneurs bundled loans using both their own

capital and the money collected from uninformed

investors. For example, banks collect deposits from

depositors and lend these as well as bank capital
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to firms. By contrast, a venture capitalist or a lead

investment bank put their own funds into the bor-

rowers’ ventures, which then attract (at a different

rate of return) the funds of less informed investors

(junior partners, say). It is clear that the choice of de-

nomination, in our simple-minded model, is a pure

matter of accounting of investment flows and has no

real economic implication.

Without a monitor, the borrower, when financed,

obtains NPV

U∗b ≡
pHR
γ

− I.
The entrepreneur’s ability to raise uninformed fi-

nance as usual depends on her ability to generate

enough pledgeable income to reimburse the unin-

formed investors’ initial outlay. Let the revenue R in

the case of success be shared between the borrower

(Rb) and the uninformed investors (Ru).

The financing condition,

pHRu � γ(I −A),
and the incentive compatibility condition,

(∆p)Rb � B

(where we use the fact that the borrower prefers the

Bad project to the bad project when misbehaving),

must both be satisfied. And so

pH

(

R − B
∆p

)

� γ(I −A)

or

A � A(γ) ≡ I − pH

γ

[

R − B
∆p

]

.

When A < A(γ), the entrepreneur cannot obtain fi-

nancing, at least in the absence of a monitor. The

cutoff A(γ) increases with γ.

With a monitor, we will use the certification para-

digm, which is conceptually slightly simpler. The

revenue in the case of success is then divided among

borrower (Rb), uninformed investors (Ru), and mon-

itor (Rm). On the investment side, the borrower

brings A, the monitor Im, and the uninformed in-

vestors Iu = I −A− Im.

Note that by definition of the rate of return χ de-

manded by the monitor, the following accounting

identity prevails:

pHRm = χIm.
Similarly,

pHRu = γIu.

The entrepreneur’s net utility, given that she could

invest A at the market rate of return γ, is then

Ub = pH(R − Rm − Ru)
γ

−A

= pHR − χIm − γIu
γ

−A

= pHR − (χ − γ)Im
γ

− I.

Recall our intuition that χ exceeds γ. One reason

for this, as we have noted, is that the monitor could

choose to be an uninformed investor in other firms

and economize the monitoring cost c; so

χIm − c � γIm or χ − γ � c/Im.

We thus conclude that U∗b > Ub and so the entre-

preneur is better off dispensing with a monitor if she

can afford to, i.e., ifA � A(γ); and that forA < A(γ),
she will want to minimize the monitor’s capital in-

volvement Im.

Suppose that

(∆p)Rb < B

(otherwise the entrepreneur would not need to be

monitored), but

(∆p)Rb � b,

so that, when monitored, the entrepreneur is in-

duced to behave. The monitor’s incentive compati-

bility constraint is then

(∆p)Rm � c.

This minimum stake in turn requires a minimum

investment:

Im � Im(χ) ≡ pHc
(∆p)χ

.

Note that the minimum acceptable rate of return

for monitors (given by (χ − γ)Im = c) satisfies χ =
pHγ/pL.

The entrepreneur can leverage the presence of a

monitor to obtain financing if and only if the present

discounted income that can be pledged to the unin-

formed investors exceeds their initial outlay, or

pH(R − (b + c)/∆p)
γ

� I −A− Im(χ),

or

A � A(γ,χ),
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where A(γ,χ) is increasing in γ and χ. Because

χ > γ,

A(γ,χ) < A(γ)

if and only if c < c̄ (with some c̄ > 0),23 which we will

assume. It must also be the case that entrepreneurs

prefer to enlist a monitor and receive funding rather

than just invest their net wealth in other firms, i.e.,

that their net utility is positive:

pHR − (χ − γ)pHc/(∆p)χ
γ

� I. (13.8)

If the monitor obtains no rent from monitoring

((χ − γ)Im = c), then condition (13.8) boils down to

pHR − c � γI. (13.9)

When the monitor receives a rent ((χ − γ)Im > c),

condition (13.8) is more stringent than (13.9). Note,

however, that if (13.8) were violated, then there

would be no demand for monitoring capital and so

monitors could not obtain rents after all. Inequality

(13.9) is then the relevant condition.

To complete the description of equilibrium, we

equate supply of and demand for informed capital:

Km � [G(A(γ))−G(A(γ,χ))]Im(χ), (13.10)

with inequality only if (χ − γ)Im(χ) = c.

When the interest rate is endogenous, the rates of

return γ and χ must also clear the savings market:24

S(γ) =
∫∞

A(γ)
(I −A)dG(A)

+
∫ A(γ)

A(γ,χ)
[I −A− Im(χ)]dG(A)

−
∫ A(γ,χ)

0
AdG(A). (13.11)

Note that entrepreneurs who have assets A in ex-

cess of investment I, if any,25 do not need to borrow

and actually reinvest the surplusA− I in other firms.

23. If A � A, then there is excess supply of monitoring capital and
so χ = pHγ/pL; thus c̄(∆p) = pH(B − b).

24. Again, the entrepreneurs who do not receive funding save.
Holmström and Tirole (1997) implicitly assumed that those who do
not get funding do not save, an assumption at odds with the assump-
tion that those entrepreneurs who have cash on hand A > I do save
their excess cash (we are grateful to Flavio Toxvaerd for pointing this
out to us). The results are qualitatively identical for the various as-
sumptions that can be made about idle entrepreneur wealth.

25. Section 13.2.1 assumed for simplicity that the upper bound on
A was lower than I. This assumption is really not crucial, as shown
here.

The equilibrium rates of return (γ,χ) are then given

by (13.10) and (13.11).

Turning to comparative statics (in the broadest

framework in which the rate of return received by

uninformed investors is endogenous), we can con-

sider the impact of three types of recession:

(a) Industrial recession (balance-sheet channel).

The distribution G(A) shifts toward lower values

of A (that is, G(A) increases for all A). As in Sec-

tion 13.2, the distribution G is indexed by a parame-

ter θ of first-order stochastic dominance: G(A | θ)
with ∂G/∂θ < 0. An industrial recession corre-

sponds to a decrease in θ, i.e., to a less favorable

distribution.

(b) Credit crunch (lending channel). Km decreases.

(c) Shortage of savings. γ increases (in the per-

fectly elastic case) or S decreases.

It is easily shown (see Holmström and Tirole 1997)

that in the three types of capital squeeze, aggregate

investment goes down and the threshold (A(γ, χ))
over which firms can raise financing increases.

In particular, firms with weak balance sheets

(A � A < A), which need access to intermediaries in

order to raise financing, are hurt by a credit crunch:

as monitoring capital Km shrinks, the intermediaries

demand a higher rate of return, χ, which squeezes

out the marginal firms (with A just above A) and

hurts the others.26 Firms with strong balance sheets,

in contrast, are not directly affected since their fi-

nancing does not depend on access to intermedi-

aries. They may even gain in a credit crunch to

the extent that the reduced demand for uninformed

capital by weaker firms may lower the uninformed

investors’ rate of return. Concretely, banks may

become greedier, while the rate of interest on bonds

may fall.27

26. Relatedly, Davies and Ioannidis (2003), looking at the behavior
of bond issuance and bank lending in the United States between 1970
and 1999, find that securities issuance often does not offset a decline
in bank lending, and thereby confirm that the different sources of fi-
nance are not substitutable.

27. Needless to say, stronger firms may not benefit from a credit
crunch for reasons that are not modeled here. For example, productive
activities may exhibit strategic complementarities, as has been empha-
sized in many macroeconomic models (e.g., Diamond 1982; Shleifer
1986; Cooper and John 1988; Matsuyama 1991).
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Lastly, from (13.11), it is apparent that monitors

enjoy a rent ((χ − γ)Im > c) if and only if Km lies

below some threshold. Above that threshold, there

is excess supply of monitoring capital and the mon-

itors’ rate of return is determined by their indiffer-

ence between investing in firms they monitor and

investing in a portfolio of other firms that they do

not monitor.28

13.3.3 Variable Investment Size

For the sake of completeness, let us investigate the

case of constant-returns-to-scale production. For in-

vestment I, a firm’s income is RI in the case of suc-

cess, and 0 in the case of failure; the private ben-

efit is BI if left unmonitored and bI if monitored,

in the case of entrepreneurial misbehavior (yield-

ing probability of success pL), and 0 in the case of

good behavior (yielding probability of success pH).

The monitoring cost is also proportional to invest-

ment: cI. The cost of this constant-returns-to-scale

modeling is that there are no longer firms with weak

and strong balance sheets: firms are homogeneous

up to a scaling factor (namely, their individual net

worth A). As a corollary, only total entrepreneurial

capital,

Kb ≡
∫∞

0
AdG(A),

matters for the determination of equilibrium inter-

est rates and activity, not its distribution among

entrepreneurs.

Letting K denote total investment, and decompos-

ing it among the contributions of borrowers, moni-

tors, and uninformed investors,

K = Kb +Km +Ku,

let

rm ≡ Km

Km +Ku
and rb ≡ Kb

K
.

28. We earlier stated that the distribution of Km among intermedi-
aries is irrelevant under some assumptions. Note, first, that individual
intermediaries must invest Im(χ) in each of the monitored firms. One
possibility is, thus, that each intermediary has capital equal to a mul-
tiple of Im(χ). If this “integer condition” is not satisfied, then some
monitoring capital may be wasted. The analysis then becomes more
cumbersome, but is not substantially altered. Second, and in reference
to Section 4.2, if some individual intermediaries have more than Im(χ)
and are each able to monitor multiple firms, then we implicitly rule out
any ability to diversify. One may have in mind that intermediaries are
specialized, in that the shocks faced by the firms they monitor are per-
fectly correlated (see Chapter 4). Again, this assumption is made for
analytical convenience, and does not affect the analysis in a qualitative
way.

The ratio of the monitors’ own funds to total outside

finance, rm, can be interpreted as the solvency ratio

of the monitor under the intermediation paradigm.29

And rb is the equity ratio of the borrowers.

We leave it to the reader to check that

a credit crunch

(reduction in Km)

⎧

⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎩

decreases γ,
increases χ,
decreases rm,
increases rb;

a collateral squeeze

(a decrease in Kb)

⎧

⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎩

decreases γ,
decreases χ,
increases rm,
decreases rb.30

Discussion. This simple model leaves a number

of questions open. First, the equivalence of certifi-

cation and intermediation, while a convenient fea-

ture, ought to be reexamined in broader setups.

In practice, intermediation gives the intermediary

more leeway in allocating the uninformed investors’

funds. This leeway, unlike in this model, may ag-

gravate moral hazard. On the other hand, the mon-

itor can more easily enjoy the benefits of diversifi-

cation under intermediation than under project fi-

nance, an issue which again does not arise in this

basic model. Second, we have modeled intermedi-

aries as being homogeneous, perhaps up to a scal-

ing factor. In practice, there is a continuum of in-

termediaries with different monitoring intensities

and accordingly with different stakes in the success

of the firms they monitor.31 Furthermore, the de-

mand for various types of monitoring capital moves

around with the economic cycle; in particular, firms

that have gone through difficult times or face dim

prospects need to resort to higher-intensity moni-

toring.

Third, and more importantly for the sake of this

chapter, the story told here is inherently static. Com-

parative statics was performed on inherited levels of

monitoring and entrepreneurial capitals. In practice,

29. The ratio rm is a crude version of the Cooke ratio in banking
regulation.

30. For completeness, a savings squeeze increases γ, decreases χ,
increases rm and rb.

31. An introduction to this issue can be found in Holmström and
Tirole (1997).
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there are subtle dynamic interactions between the

two, with interesting leads and lags. A key item on

the research agenda is to come up with a tractable

dynamic version of this “double-decker model.”

13.4 Dynamic Complementarities:
Net Worth Effects, Poverty Traps,
and the Financial Accelerator

This section returns to the “single-tier” struc-

ture (that is, it ignores monitoring and the issue

of scarcity of monitoring capital studied in Sec-

tion 13.3). It introduces dynamics and shows that

corporate finance considerations lead to strong hys-

teresis effects32 where there would be none in an

(Arrow–Debreu) framework without agency cost.

13.4.1 Sources of Dynamic
Complementarities

Two main sources of hysteresis have been studied

in the literature.

Retained earnings/balance sheet effects. A firm

coming out of a recession (with low profitability at

date t) tends to lack resources to finance new invest-

ments. In the absence of agency cost, this lack of re-

sources would have no impact on refinancing,33 as

forward-looking investors and managers would op-

timally focus on prospects and arrange the financ-

ing of positive-NPV projects. Not so in the presence

of an agency cost. The latter creates scope for credit

rationing, which implies that current profitability af-

fects future investment and future activity (as we al-

ready observed in Chapter 5).

For example, if we assume that investments depre-

ciate in one period and that the contracts between

the firm and its investors are short-term contracts,

in which the investors are repaid for their date-t in-

vestment out of the date-t profit (a strong assump-

tion, as we noted in Chapter 5), and letting At , It ,
and yt denote the assets, investment, and profit at

date t, the mechanics of hysteresis can be schemat-

ically described in the following way:

yt → At+1 → It+1 → yt+1 → At+2 → ·· · .

32. A hysteresis effect refers to the lagging of an effect behind its
cause.

33. Unless the firm’s low profitability at date t conveys negative
information about its profitability at dates t + 1, t + 2, . . . .

New entrepreneurs’ opportunities. Rather than fo-

cusing on balance sheet effects of existing firms,

some models trace the source of hysteresis to the

impact of existing activity on would-be entrepre-

neurs through factor prices. For example, these po-

tential entrepreneurs may offer their labor to the in-

cumbent firms before accumulating enough wealth

to become entrepreneurs themselves. This idea is

most easily analyzed in an overlapping-generations

framework. In the two papers that initiated the liter-

ature on the topic—by Bernanke and Gertler (1989),

the seminal formal study of the financial accelera-

tor, and by Banerjee and Newman (1991, 1993)—the

young work and thereby accumulate wealth, which

they can use to start their own firm when they are

older. A higher level of investment and activity at

date t raises the demand for labor and thereby

the wage wt of laborers, who then have more re-

sources, which facilitates their access to funding

at date t + 1. In Aghion and Bolton (1997), Piketty

(1997), and Matsuyama (2000), by contrast, the ef-

fect operates through the interest rate rather than

through wages.34

Relatedly, the literature has also emphasized the

possibility that credit rationing traps either individ-

uals (or families) or entire societies in poverty. We

will accordingly provide examples of such individ-

ual and collective poverty traps.35

13.4.2 Dynamics of Wealth Distribution:
A Tale of Two Families

First we provide an example of an individual (family)

poverty trap. To develop this example, we will need

the following preamble.

13.4.2.1 The Warm-Glow Model

We study long-lived lineages of short-lived fam-

ily members. Parents become entrepreneurs if they

34. There are, of course, other reasons why current activity may af-
fect the new entrepreneurs’ ability to raise funding. For example, a high
level of activity may increase tax receipts and boost public investment
in infrastructure and thereby improve the profitability of new private
investments. Or there may be spillovers and accumulation of social
capital. But such sources of hysteresis are not related to corporate fi-
nance considerations (unless, say, the public infrastructure investment
affects corporate governance, e.g., reduces B in the model).

35. See also Banerjee (2003) and Matsuyama (2005) for excellent
discussions of poverty traps, including ones that are not based on
credit rationing.
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have sufficient funds, earn income, and finally leave

wealth as a bequest to their children, who may then

use this wealth to undertake projects of their own,

and so forth. What motivates parents to leave money

to their children is an important modeling choice.

Parents who internalize the welfare of their children

must also, at least indirectly, internalize that of their

grandchildren, that of their great-grandchildren, and

thus that of all members of the lineage. Their choice

of bequest then resembles that of liquidity man-

agement by a long-lived individual unable to secure

long-term finance (i.e., facing a sequence of short-

term borrowing deals) (see Section 4.7.2). Such liq-

uidity management is complex. For the purposes of

this section, we first bypass the difficulty in a some-

what ad hoc way by using the warm-glow model,

which enables us to discuss dynamics without wor-

rying about dynamic programming. Namely, sup-

pose that the following conditions hold.

• Individuals live for one period. An individual liv-

ing at date t has exactly one heir who lives at

date t + 1, and so on.

• Individuals are “altruistic” in a rather specific

way. Rather than caring about the utility of

their heirs, they derive utility from the bequest

they make to their heirs. We will assume that a

generation-t individual derives utility from her

own consumption ct and from the bequest Lt to

her heir.36 Assume further that the utility func-

tion is a Cobb–Douglas utility function:
(

ct
1− a

)1−a(Lt
a

)a
,

where a ∈ (0,1) is the (impure) altruism param-

eter.37

Then the utility from income yt is (taking logs)

logUt(yt) = max
{ct ,Lt}

{(1− a) log ct + a logLt}

s.t.

ct +Lt = yt.

36. We do not use the notation “Bt” for bequest in order not to
create confusion with private benefits. Rather, we build on the French
terminology for bequest (“legs”).

37. This modeling borrows from Aghion and Bolton (1997), An-
dreoni (1989), Banerjee (2002), Banerjee and Newman (1991, 1993),
Galor and Zeira (1993), Matsuyama (2000, 2002), and Piketty (1997).
See Bénabou and Tirole (2005) and the references therein for a discus-
sion of the various motives behind altruistic and prosocial behaviors.

This yields

ct = (1− a)yt and Lt = ayt,
and so

Ut(yt) = yt.
This formulation is particularly convenient since it

allows us to keep our risk-neutral framework.

13.4.2.2 Lineages of Entrepreneurs in

the Warm-Glow Model

Let us now consider a “warm-glow lineage” in which

each generation t is a would-be entrepreneur, who

• is born with some exogenous endowment Â, to

which is added the bequest Lt−1 made by gener-

ation t − 1;

• invests this total asset either in a storage tech-

nology yielding an interest rate equal to 0 (i.e.,

preserving the wealth) or in a fixed-size project

as described in Section 13.2.1; and

• finally uses the proceed of this investment (her

“income”) for consumption ct and bequest Lt to

the next generation.

The timing is summarized in Figure 13.7.

Let us assume that the intraperiod rate of interest

in the economy is equal to 0.38

As in the rest of the book, the private benefit B
obtained by misbehaving is expressed in terms of

money. So in the case of misbehavior the entrepre-

neur’s utility from income yt and private benefit B
is yt + B. As usual, we will assume that investment

has a positive NPV if and only if the entrepreneur is

induced to behave:

pHR > I > pLR + B.
It will also prove convenient to assume that success

is a sure thing in the case of good behavior:39

pH = 1.

38. For example, there might be outside investors demanding a rate
of interest equal to 0; or else there are enough would-be entrepreneurs
who do not make it to entrepreneurship and are indifferent between
using the storage technology and lending to entrepreneurs at rate of
interest equal to 0.

39. If we did not make this assumption, then, under the assump-
tions made below, the fraction of entrepreneurs in the population
would converge to 0 as t goes to ∞ since failing entrepreneurs would
deprive their heirs of the opportunity to become entrepreneurs (to
avoid this, one could for example assume that Â is stochastic).

Of course, when pH = 1, the limited liability assumption cannot be
motivated by large risk aversion for negative incomes. Relatedly, stiff
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•
Moral hazard
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Figure 13.7

Lastly, let A be defined (as in equation (13.4)) by

the equality between the pledgeable income and the

investors’ outlay:

pH

(

R − B
∆p

)

= I −A

or (using pH = 1)

A = I −
(

R − B
∆p

)

.

The role of the following assumption will become

clear shortly.

Assumption 13.1.

Â+ a(R − I)
1− a > A >

Â
1− a.

(a) Lineage stuck in a poverty trap. Suppose that

generation t receives bequest

Lt−1 < A− Â.
Generation t’s total wealth is then insufficient to

have access to funds. Generation t must therefore

invest [Â+Lt−1] into the low-return storage tech-

nology, and so

yt = Â+Lt−1.

With warm-glow preferences, bequests to generation

t + 1 are

Lt = ayt = a(Â+Lt−1),

and so generation t + 1 starts with

Â+Lt = (1+ a)Â+ aLt−1 < (1+ a)Â+ a(A− Â)

jail sentences for defaulting entrepreneurs would be optimal and solve
the moral-hazard problem. Thus, the case pH = 1 is best viewed as an
approximation of economies in which pH is large, but smaller than 1.

or

Â+Lt < Â+ aA < A
from Assumption 13.1.

The dynasty’s total wealth per generation con-

verges to A∞ < A, given by

A∞ = Â+ aA∞ or A∞ = Â
1− a < A.

The lineage is stuck in a poverty trap.

(b) Rich, entrepreneurial lineage. By contrast, sup-

pose that generation t’s initial wealth exceeds A:

Lt−1 > A− Â or At ≡ Â+Lt−1 > A.

Generation t has enough pledgeable income to offset

the inventors’ outlay I − (Â+Lt−1). Under risk neu-

trality, generation t selects the highest NPV solution

and therefore prefers becoming an entrepreneur to

investing in the storage technology. The NPV is then

pHR − I = R − I > 0,

and so the entrepreneur’s end-of-period income af-

ter reimbursing lenders is

yt = (R − I)+At
(recall that the capital market is competitive, and so

the entire NPV goes to the entrepreneur).

Generation (t + 1)’s total wealth at the beginning

of period t + 1 is therefore

At+1 = Â+ a(R − I +At).
Note that

At+1 > Â+ a(R − I +A) > A
from Assumption 13.1.
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t

Generation’s initial wealth

Â
1 − a

1 − a
A + a(R − I )ˆ

A+

A−

ˆ

−
A

At + 1 = A + aAt

ˆAt + 1 = A + a(R − I  + At)

Figure 13.8

Hence, future generations also have the opportu-

nity to become entrepreneurs.

The lineage’s beginning-of-period wealth con-

verges to A∞, where

A∞ = Â+ a(R − I +A∞)
or

A∞ = Â+ a(R − I)
1− a .

Figure 13.8 illustrates cases (a) and (b) and shows

that a small difference in initial wealth (points A−

and A+, respectively, in Figure 13.8) can make a big

difference: for the current generation (as we know

from Chapter 3) and even more for further genera-

tions.

Note, finally, that in the Arrow–Debreu world of no

agency cost (B = 0), long-term incomes of different

lineages would converge to [Â+ a(R − I)]/(1− a)
regardless of the lineage’s initial wealth (rather than

diverge as in Figure 13.8). A stronger investor pro-

tection, for example, reduces the dependency on

wealth and generates a more equal long-run income

distribution.

Discussion of the warm-glow assumption. The

warm-glow model does not depict true altruism

since each generation does not perfectly internalize

the welfare of the next generation. Rather, individ-

uals are portrayed as deriving utility from feeling

or looking generous; they care about what they give

rather than about how useful this gift is to the next

generation.

This impure-altruism assumption turns out to

be rather important for the treatment above. By

•

becomes an entrepreneur
(variable-investment variant),

•

Generation t

has wealth
At + 1 = (1 + r)(wt Lt + A),

t
(young)

receives exogenous
endowment  A,ˆ

works Lt hours at
convex disutility
cost     (Lt),

t + 1
(old)

ψ

receives labor
income wt Lt,

saves (A + wt Lt) at
safe rate of interest r.

ˆ

consumes.

ˆ

Figure 13.9

contrast, consider pure altruism: generation (t − 1)
cares directly about generation t’s welfare,Ut , rather

than about the bequest Lt−1. Then, starting at point

A− in Figure 13.8, a small increase in the bequest

moving generation t’s initial wealth to point A+ in-

creases Ut discontinuously, and so we would expect

generation (t−1) to increase its bequest so as to en-

able generation t to have access to financing. (This

reasoning assumes that generations t, t + 1, . . . still

have warm-glow utilities. If they themselves are truly

altruistic, the analysis has to be modified slightly,

because the incentive compatibility constraints are

a bit different—on this, see also the treatment in Sec-

tion 4.7—but the basic insight is unaltered.)

13.4.3 Collective Poverty Traps

As was pointed out earlier, hysteresis due to finan-

cial imperfections may occur at the level of a society,

and not only at that of a family. We here pursue the

wage conduit (Banerjee and Newman 1993).

Consider an overlapping-generations model in

which

• a generation lives for two periods,

• young agents work and accumulate wealth,

• old agents are entrepreneurs and consume.

The timing for generation t is described in Fig-

ure 13.9, which is rather self-explanatory. A few fur-

ther details, though:

• The rate of interest, r , from one period to the

next is exogenous.

• The technology available to (old) entrepreneurs

is the variable-investment model of Section 3.4,



488 13. Credit Rationing and Economic Activity

reviewed in Section 13.2 (with as usual pHR >
1 > pH(R−B/∆p)). Investment, effort, outcome,

and consumption all occur within period t + 1.

• Producing output requires 1 unit of labor per

unit of investment (the technology is a Leontief

one, in which factors are combined in fixed pro-

portions).

• The population is constant. Hence, the number

of young and old agents are equal at any given

point in time.

• Generation t’s utility is−ψ(Lt)+ct+1, where ct+1

is its consumption when old.

• The disutility of labor satisfies ψ(0) = ψ′(0) =
0, ψ′ > 0, ψ′′ > 0.

The assumption that more investment requires

more labor (one-for-one in this example) drives hys-

teresis: a higher wealth accumulation in the past

together with capital market imperfections raises

investment, and therefore increases the demand for

labor and the wage as well. A higher wage results in

higher wealth accumulation, more investment, and

so forth.

Let us focus on steady states.

Consider first an entrepreneur. A generation-t
agent becomes an entrepreneur at date t + 1. She

then invests It+1 and receives the NPV:

Ut+1
b = [pHR − (1+w)]It+1,

since now the unit cost includes the wage, w, per

unit of investment.

The investment It+1 is determined by the in-

vestors’ breakeven condition:

(1+w)It+1 −At+1 ≡ pH

(

R − B
∆p

)

It+1,

where

At+1 = (1+ r)(wLt + Â)
is the wealth when old. Hence, the entrepreneur

expected date-(t + 1) consumption is

Ut+1
b =

[

pHR − (1+w)
(1+w)− pH(R − B/∆p)

]

At+1.

As expected, a higher labor cost w reduces both the

NPV per unit of investment (the numerator in the

fraction) and the borrowing capacity (through the

denominator).

Let us now solve for the labor supply. The

marginal cost at t, ψ′(Lt), must equal the marginal

w

RHS

LHS

a

b

Figure 13.10

benefit at t + 1:

dUt+1
b

dLt
=
[

dUt+1
b

dAt+1

][

dAt+1

dLt

]

.

Because

dAt+1

dLt
= (1+ r)w,

ψ′(Lt) =
[

pHR − (1+w)
(1+w)− pH(R − B/∆p)

]

(1+ r)w.

In steady state, and because the technology is a Leon-

tief one,

Lt = L = I = It+1,

and so

ψ′
(

(1+ r)Â
1−wr − pH(R − B/∆p)

)

= pHR − (1+w)
(1+w)− pH(R − B/∆p)

(1+ r)w. (13.12)

The left-hand side (LHS) of condition (13.12), is

increasing in w (from a positive level at w = 0). Its

right-hand side (RHS) is concave. The steady-state

equilibria are depicted (for the case ψ′′′ > 0) in

Figure 13.10.

In Figure 13.10, there are two steady-state equi-

libria (there can be more generally). The wage and

activity are higher in equilibrium b than in equilib-

rium a.40 Cycles can also exist.

More on the literature. Matsuyama (2004) shows

that heterogeneous technologies may be conducive

40. It is unclear in the absence of further assumptions whether, as
long as they belong to the increasing part of the RHS, equilibria with
higher wages dominate those with lower ones. For, a generation max-
imizes {−ψ(L)+ (RHS)(L+ Â/w)} over L. Hence,

dUt+1
b

dw
=
(

L+ Â
w

)

d(RHS)
dw

− Â(RHS)
w2

.

The second term represents the reduced multiplier on the agents’
exogenous endowment.
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to the existence of multiple steady-state equilib-

ria and of cycles. In his model, as in Banerjee and

Newman, economic agents accumulate wealth by

supplying their labor in the first period of their

life. Their wage income is then saved for the sec-

ond period of their life, in which they can become

lenders or entrepreneurs. Entrepreneurs produce

units of physical capital, which, combined with la-

bor, produce a final output. Matsuyama’s model

is built so that, despite credit market imperfec-

tions, there exists a unique equilibrium (similar to

the neoclassical growth model equilibrium) when

entrepreneurs face a unique production technology.

Matsuyama then introduces a choice of technology

in order to analyze composition effects. Suppose,

for example, that there exist two technologies: a

high-return/low-pledgeable-income technology and

a low-return/high-pledgeable-income one. Multiple

steady-state equilibria may then coexist: in a low-

capital-intensity steady state, the wage of the young

is low; and so their net worth when they build on that

wage to become entrepreneurs is small. They con-

sequently invest in a low-return/high-pledgeable-

income technology that produces little capital. The

dearth of capital generates a low wage for the next

generation; and so forth. Matsuyama also demon-

strates the possibility of credit cycles.

Aghion et al. (1999) explore the interest rate con-

duit and show how it may lead to real activity cy-

cles. When entrepreneurs’ borrowing capacity is low

relative to savings, the interest rate falls. Entrepre-

neurs then need to reimburse less to allow investors

to recoup interest and principal on their loans. Entre-

preneurs then rebuild their net worth and increase

their investments. This raises the demand for loans

and puts pressure on the interest rate, increasing the

entrepreneurs’ debt burden, and so forth.41

13.5 Dynamic Substitutabilities:
The Deflationary Impact of
Past Investment

Section 13.4 emphasized dynamic complementari-

ties: past investment raises the net worth of existing

41. See Aghion et al. (2004) for further work on cycles driven by the
interest rate conduit.

Further examples of cycles created by credit rationing are investi-
gated in the next section and in Chapter 14.

or would-be entrepreneurs, and thereby relaxes their

current borrowing constraint, boosting investment

today. Such dynamic complementarities can arise ei-

ther at the level of families or at the country level.

By fixing the output price, though, the analysis

of Section 13.4 neglected an obvious source of dy-

namic substitutability: in any given industry, an in-

vestment glut yesterday has a depressing effect on

product prices and discourages investment today.

This basic effect operates whether today’s entrepre-

neurs are credit rationed or not; but under some cir-

cumstances, the contractionary impact is stronger

when firms are credit rationed.

13.5.1 Heuristics

To obtain some first intuition as to how past in-

vestment crowds out current investment, let us start

with a static model, with first a fixed investment, and

then variable investment.

13.5.1.1 Fixed Investment Size

Consider, thus, the fixed-investment model. There

is a mass 1 of entrepreneurs. At investment cost I,
an entrepreneur can produce R units of a good with

probability p (and 0 units with probability 1− p).

The final price per unit of output is P . Presumably,

P depends on past industry investment, but we do

not need to go into detail at this stage. The proba-

bility of success is pH if the entrepreneur behaves

(no private benefit) and pL = pH − ∆p if she misbe-

haves (private benefit B). We assume that the output

realizations are independent across entrepreneurs

(there is no aggregate uncertainty); this assumption

is consistent with the assumption made above that

the output price is deterministic.

Entrepreneurs are risk neutral and are protected

by limited liability. The distribution of assets in the

population of entrepreneurs is given by the cumula-

tive distribution function G(A) on [0,∞). Investors

are risk neutral and demand rate of return equal to 0.

Assume that it is optimal to provide the entrepre-

neurs with incentives to behave.

Varying P , let us compare the level of aggre-

gate investment under credit rationing (B > 0) and

in its absence (B = 0), and show that the first- and

second-best levels of investment are as depicted in

Figure 13.11.
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Conditional on receiving financing, an entrepre-

neur’s incentive constraint is

(∆p)Rb � B,

and so the financing condition can be written as

A � A, where

pH

[

PR − B
∆p

]

= I −A.

The fraction of entrepreneurs who are able to raise

funds is

X ≡ 1−G
(

I − pH

[

PR − B
∆p

])

, (13.13)

or, equivalently, total investment is42

ISB = XI,
as long as the NPV is positive, i.e., as long as

pHPR − I � 0.

In the positive-NPV range (P � I/pHR), aggre-

gate investment increases with P as long as B > 0.

Whether the impact of P on aggregate investment

increases with B depends on the derivative of the

density. But, as is easily seen in Figure 13.11, aggre-

gate investment is always more responsive to the out-

put price under credit rationing than with no (or lit-

tle) credit rationing, since investment does not move

with the output price in this range in the absence of

credit rationing.

This illustrates the net worth effect : when industry

profitability increases, boosting both the pledgeable

income and the NPV, and for a given investment level

(which is the case here since projects have a fixed

42. “SB” refers to the “second best,” that is, to the situation in which
agency costs (B > 0) lead to credit rationing. By contrast, “FB” will refer
to the “first best,” that is, to a situation in which there are no agency
costs (B = 0) and therefore no credit rationing.

size), more and more firms pass the solvency test

and get access to financing. This explains the higher

responsiveness of investment under financial con-

straints in the positive-NPV region. As far as invest-

ment is concerned, a unit increase in P is tantamount

to a uniform increase pHR in net worths (A).

To complete this analysis, we can now endoge-

nize the product price by assuming the existence

of a prior “fraction”43 X0 of similar firms that

were able to raise financing in the past. The output

price is then a decreasing function of total output,

pH(X0 +X)R:44

P = P(pH(X0 +X)R) with P ′ < 0. (13.14)

An equilibrium is then a “level of investment” XI,
where X is obtained from (13.13) and (13.14):

X = 1−G
(

I − pH

(

P(pH(X0 +X)R)R − B
∆p

))

.

Note that as X0 grows, X must decrease (a crowding-

out effect (if X increased, then P would decrease,

and so X would decrease after all)) but X0 +X must

increase (there is less than full crowding out (if X0+
X decreased, then P would increase, and X would

increase after all)).

The increased sensitivity of investment under

credit rationing, however, is not a general conclu-

sion, as can also be seen from Figure 13.11. A small

increase in P from the negative-NPV to the positive-

NPV region raises the first-best investment dramat-

ically, but the second-best one less so as not all

firms get on board. The effect in force here will be-

come clear in the variable-investment version that

we study now.

13.5.1.2 Variable Investment Size

Next consider the variable-investment model of Sec-

tion 3.4: the number of units of output produced in

the case of success is RI, the private benefit in the

case of misbehavior BI. To be incentivized to behave,

an entrepreneur with investment size I must receive

Rb in the case of success, such that

(∆p)Rb � BI.

43. If previous-generation entrepreneurs have mass exceeding 1,
then X0 can be greater than 1.

44. We slightly abuse notation by using the same letter P for the
price function and its realization.
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For a given output price P , an entrepreneur with

assets A can borrow up to the level at which pledge-

able income is equal to investors’ outlay:

pH

(

PR − B
∆p

)

I = I −A

or

I = A
1+ (pHB/∆p)− pHPR

.

Assuming, without loss of generality,45 that all

entrepreneurs have the same net worth A, let us an-

alyze the impact of a prior level of investment I0 on

current investment. Total output is then pHR(I0+I).
Because

P = P(pHR(I0 + I)), with P ′ < 0,

I = ISB = A
1+ (pHB/∆p)− pHP(pHR(I0 + I))R

.

(13.15)

By the same reasoning as in the fixed-investment

version, condition (13.15) implies that previous in-

vestment partially crowds out current investment:

−1 <
∂ISB

∂I0
< 0.

Let us now compare this sensitivity to that ob-

tained in the absence of credit rationing. In this first-

best benchmark, firms maximize their NPV, regard-

less of their solvency:

max
I
{(pHPR − 1)I}.

Competitive equilibrium in this constant-returns-to-

scale environment implies that unit revenue is equal

to unit cost, or

pHP(pHR(I0 + I))R = 1. (13.16)

Thus, in the absence of credit constraint, past invest-

ment fully crowds out current investment:

∂I
∂I0

= −1.

This is due to what might be labeled a hindering

effect of credit rationing: because part of the benefit

from investment expansion accrues to the entrepre-

neurs and is therefore nonpledgeable, investors are

less keen than entrepreneurs to expand as the mar-

ket becomes more profitable. And so credit rationing

45. Recall that with constant returns to scale, all firms are identical
up to a scale factor. Put differently, only total net worth matters.

may make investment relatively less responsive to

market conditions.

Exercise 13.3 pursues this analysis in the interme-

diate context of variable investment and decreasing

returns to scale.

13.5.2 Investment Glut and Dearth Cycles

Let us embed these ideas into a full-fledged dy-

namic model with overlapping generations of entre-

preneurs. The analysis in this section follows that of

Suarez and Sussman (1997). The model for each gen-

eration is taken to be the constant-returns-to-scale

variable-size version.

Generation-t entrepreneurs have mass 1 and are

born with net worth A each. They live for two pe-

riods, t and t + 1. The representative generation-t
entrepreneur invests It at date t. Production occurs,

with an output proportional to It , at dates t and

t + 1. We make the following assumption.

Assumption 13.2 (time to build). At date t, only a

fraction θ < 1 of investment It is operational. The

output is θRIt with probability p1 and 0 with prob-

ability 1− p1. By contrast, the investment becomes

fully operational and yields RIt with probability p2

and 0 with probability 1− p2 in the second period

of its life (that is, at date t+1). The investment fully

depreciates (is useless) after t + 1.

Assumption 13.2 expresses the existence of a time

to build ifp2 � p1 (otherwise, expected output could

be greater in the first period of the investment).

We therefore assume that, in the absence of moral

hazard,

p1 = p2 = pH.

Let us now introduce moral hazard. Quite gener-

ally, a generation-t entrepreneur may misbehave at

date t (reduce p1) and at date t + 1 (reduce p2). The

reader can follow the steps of the analysis in Sec-

tion 4.2 to solve for this general case. Because this

does not affect the results, we will look at the slightly

simpler case of “increasing moral hazard.” That is,

reflecting the fact that the future is more foresee-

able and contractible at short horizons, we assume

that moral hazard is more substantial in the sec-

ond period. Indeed, we assume this in an extreme

form: there is no moral hazard in the first period

of production, p1 = pH, and so the date-t income,
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(pHθRIt)Pt , where Pt is the date-t output price,

is fully pledgeable to investors. By contrast, date-

(t + 1) production involves an agency cost: p2 ∈
{pL, pH}. The project yields RIt with probability pL

(the private benefit is then BIt) or pH (there is no

private benefit). To incentivize the entrepreneur, the

latter must receive Rb in case of period-(t + 1) suc-

cess, where

(∆p)Rb � BIt,

with ∆p ≡ pH − pL.

The financing condition for the generation-t rep-

resentative entrepreneur is that the pledgeable in-

come exceeds the investors’ outlay. If β denotes the

discount factor between periods (for investors and

entrepreneurs), this condition can be written as
[

pHθRPt + βpH

(

RPt+1 − B
∆p

)]

It � It −A,

and so, provided that the NPV per unit of investment

is positive, i.e.,

(θPt + βPt+1)pHR > 1,

the date-t investment is given by

It ≡ A
[1+ βpHB/∆p]− [(θPt + βPt+1)pHR]

≡ I(θPt + βPt+1), with I′ > 0. (13.17)

For the sake of comparison, the investment in the

absence of credit rationing would maximize the NPV,

and so, under constant returns to scale, the unit rev-

enue must be equal to the unit cost in competitive

equilibrium:46

(θPt + βPt+1)pHR = 1. (13.18)

In either case (credit rationing or lack thereof), the

output price is given by an inverse demand function

for the good:47

Pt = P((θIt + It−1)pHR), with P ′ < 0. (13.19)

The interesting case arises when we make the fol-

lowing assumption.

46. For the moment, we ignore the possibility that investment at
date t be equal to 0.

47. Consumers/investors have intertemporal utility
∑

t�0

βt[ct +φ(zt)],

where zt is their consumption of the good in question, ct is their con-
sumption of numeraire, and φ is increasing and concave. Then the
inverse demand function is given by P(zt) ≡ φ′(zt) = Pt .

Assumption 13.3. β < θ.

This assumption states that enough of the in-

vestment becomes operational in the first period

of its life that the “short-term” price (Pt) mat-

ters more than the “long-term” price (Pt+1) in the

determination of the generation-t investment It ,
whether there is credit rationing ((13.17) holds) or

not ((13.18) holds).

Let us show that, under this assumption, the

dynamic equilibrium is stationary in the absence

of credit rationing, but that it may take the form

of an investment (and output) cycle under credit

rationing.

13.5.2.1 Absence of Credit Rationing

Let P∗ be the stationary price that satisfies the free-

entry condition (13.18),

(θ + β)P∗pHR = 1,

and let P̂t ≡ Pt − P∗ and P̂t+1 ≡ Pt+1 − P∗.

Equation (13.18) yields

P̂t+1 = −θβ P̂t,

and, because θ/β > 1, a nonstationary price series

would diverge. Thus, the only equilibrium with pos-

itive investment in each period48 is a stationary one:

Pt = P∗ for all t.

13.5.2.2 Credit Rationing

Under credit rationing, investment is given by

(13.17). A two-period cycle49 {(I+, P+), (I−, P−)}
satisfies

I+ = I(θP+ + βP−) > I− = I(θP− + βP+),
P+ = P((θI+ + I−)pHR) > P− = P((θI− + I+)pHR).

48. There also exists a cycle in which investment occurs every other
period. That is, It = I+ and Pt = P+ in even periods, say, and It = 0
and Pt = P− in odd periods, where

(θP+ + βP−)pHR = 1,

P+ ≡ P(θIpHR) > P− ≡ P(IpHR).

Note that, because θ > β,

(θP− + βP+)pHR < 1,

and so there is indeed no investment in odd periods.

49. By Sarkovskii’s Theorem (see, for example, Theorem 4.3 in
Grandmont 1985) cycles of order 2 are in general the “easiest to ob-
tain,” then come other cycles with an even period, and finally cycles
with an odd-period, three-period cycles being the last to appear.
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Such a cycle exists provided that the price and

investment functions are “reactive” enough.50

13.6 Exercises

Exercise 13.1 (improved governance). There are

two dates, t = 0,1, and a continuum of mass 1 of

firms. Firms are identical except for the initial wealth

A initially owned by their entrepreneur. A is dis-

tributed according to continuous cumulative distri-

bution G(A) with density g(A) on [0, I].
Each entrepreneur has a fixed-size project, and

must invest I, and therefore borrow I −A, at date 0

in order to undertake it. Those entrepreneurs who

do not invest themselves, invest their wealth in other

firms. The savings function of nonentrepreneurs

(consumers) is an increasing function S(r), where

r is the interest rate, with S(r) = 0 for r < 0 (so to-

tal savings equal S(r) plus the wealth of unfinanced

entrepreneurs). Entrepreneurs have utility c0 + c1

from consumptions c0 and c1.

A project, if financed, yields R > 0 at date 1 with

probability p and 0 with probability 1− p. The prob-

ability of success ispH if the entrepreneur works and

pL = pH − ∆p if she shirks. The entrepreneur ob-

tains private benefit B by shirking and 0 otherwise.

Assume pHR > I > pH(R − B/∆p), that financing

cannot occur if the entrepreneur is provided with

incentives to misbehave, and that the equilibrium in-

terest rate is strictly positive.

(i) What is the pledgeable income? Write the fi-

nancing condition.

(ii) Give the expression determining the market

rate of interest. How does this interest rate change

when improved investor protection lowers B?

Exercise 13.2 (dynamics of income inequality).

(This exercise builds on the analysis of Section 13.4

and on Matsuyama (2000).)

50. Let P̂+ ≡ P+ − P∗∗ and P̂− ≡ P− − P∗∗, where P∗∗ is the steady-
state price corresponding to equations (13.17) and (13.19). The local
mapping from, say, P̂+ into itself around P̂+ = 0 has slope

[

P ′I′(pHR)(θ(1+ β))
1− P ′I′(pHR)(θ2 + β)

]2

.

Because P ′I′ < 0 and θ2 + β < θ(1 + β) from Assumption 13.3, this
slope is greater than 1 provided P ′I′ is sufficiently large at P∗∗.

(i) Consider the “warm-glow” model: generations

are indexed by t = 0,1, . . . ,∞. Each generation lives

for one period; each individual has exactly one heir.

A generation-t individual has utility from consump-

tion ct and bequest Lt equal to
(

ct
1− a

)1−a(Lt
a

)a

with 0 < a < 1.

What is the individual’s utility from income yt?
(ii) Consider the entrepreneurship model of Sec-

tion 13.4, with two twists:

• variable-size investment (instead of a fixed-size

one),

• intraperiod rate of interest r (so investors de-

mand (1+ r) times their outlay, in expectation);

r is assumed constant for simplicity.

One will assume that pH = 1 and that each gener-

ation t is born with endowment Â (to which is added

bequest Lt−1, so At = Â+Lt−1). See Figure 13.12.

A successful project delivers RI � (1 + r)I, an

unsuccessful one 0. The private benefit from mis-

behaving, BI, is also proportional to investment.

Let

ρ1 ≡ R and ρ0 ≡ R − B
∆p

.

Assume that

a(ρ1 − ρ0) < 1− ρ0

1+ r .

Show that each dynasty’s long-term wealth con-

verges to

A∞ ≡ Â
1− a(ρ1 − ρ0)/(1− ρ0/(1+ r))

,

regardless of its initial total wealthA0 (that is, Â plus

the bequest from generation −1, if any).

(iii) Now assume that there is a minimal invest-

ment scale I
¯
> 0 below which nothing can be pro-

duced. For I � I
¯
, the technology is as above (constant

returns to scale, profit RI in the case of success, pri-

vate benefit BI in the case of misbehavior, etc.).

Compute the threshold A∗0 under which the dy-

nasty remains one of lenders (at rate r ) and never

makes it to entrepreneurship.

What is the limit wealth AL
∞ of these poor dy-

nasties? (The limit wealth of dynasties starting with

A0 � A∗0 is still A∞.)
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•
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Pr Private
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1 0
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Lt − 1

Outcome:
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Income yt.

Asset  A + Lt − 1.ˆ

Investment
in project of
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size I.

Figure 13.12

(iv) Finally, close the model by assuming that

investors are domestic investors and by describing

the equilibrium in the loan market. Focus on steady

states. Show that multiple steady states may coexist:

• one in which everyone (investors, entrepreneurs)

has the same wealth and

ρ1 = 1+ r ,

• others, with unequal wealth distribution, in

which ρ1 > 1 + r , a fraction κ of the popula-

tion is poor (lends), and a fraction 1− κ is rich

(borrows to undertake projects).

Exercise 13.3 (impact of market conditions with

and without credit rationing). This analysis pur-

sues that of Section 13.5.1. There, we compared

the sensitivity of investment with the output price

(or installed-base investment) in the presence or

absence of credit rationing, focusing on either the

fixed-investment variant or the constant-returns-to-

scale variant. We now assume decreasing returns to

scale.

The representative entrepreneur (there is a unit

mass of such entrepreneurs) has initial wealth A, is

risk neutral and protected by limited liability, and

invests I +K, where I is the scale of investment and

K a fixed cost that is unrelated to scale. We assume

that K � A, and so investors are unable to finance

by themselves even a small investment.

An entrepreneur is successful with probability p
and fails with probability 1− p. We assume that the

shocks faced by the entrepreneurs are independent.

This hypothesis is consistent with the assump-

tion made below that the output price is determin-

istic. When successful, the entrepreneur produces

R(I) units of a good (with R(0) = 0, R′ > 0, R′′ < 0,

R′(0) = ∞, R′(∞) = 0); an entrepreneur who fails

produces nothing. For concreteness, let

R(I) = Iα, with 0 < α < 1.

As usual, the probability of success is endoge-

nous: p ∈ {pL, pH}. Misbehavior, p = pL (respec-

tively, good behavior, p = pH), brings about private

benefit BI (respectively, no private benefit). To pre-

vent moral hazard, the entrepreneur must receive

reward Rb in the case of success, such that

(∆p)Rb � BI.

The product sells at price P per unit. Presumably,

investors are risk neutral and demand rate of re-

turn 0.

Suppose that the fixed cost K is “not too large” (so

that the entrepreneur wants to invest in the absence

of credit rationing), and that

pHB
∆p

<
1−α
α

.

(i) Derive the first- and second-best investment

levels as functions of P . Show that they coincide for

P � P0 for some P0.

(ii) Using a diagram, argue that there exists a

region of output prices in which the second-best

investment is more responsive than the first-best

investment to the output price.

(iii) How would you analyze the impact of the ex-

istence of an installed-base level of investment I0?
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14
Mergers and Acquisitions, and the Equilibrium

Determination of Asset Values

14.1 Introduction

Capital reallocations across firms serve several pur-

poses. First, and foremost, they move assets from

low-productivity uses to higher-productivity ones.

There is indeed much empirical evidence in support

of the view that capital transactions reflect capital

productivity differences between the seller and the

acquirer (see, for example, Maksimovic and Phillips

2001; Schoar 2002). Second, and as stressed in sev-

eral chapters in this book,1 asset sales may be driven

by managerial discipline and concerns surrounding

the creation of pledgeable income: management is

forced to part with the assets in bankruptcy or when

the firm is short of liquidity.

Capital reallocations across firms occur either

wholesale, through mergers and acquisitions (M&As)

in which the transfer of financial claims brings along

that of the underlying assets, or piecewise, through

the sale of property, plant, and equipment (the latter

transactions tend to be smaller, but dominate M&As

because they are also more frequent). Eisfeldt and

Rampini’s (2003) empirical work shows that such

capital reallocations are procyclical even though the

gains to capital reallocation, as measured by the

cross-sectional deviation of capital productivity, are

countercyclical.

This chapter analyzes demand and supply in the

market for corporate assets. It studies the determi-

nants of secondary market asset prices and thereby

the two-way interaction between ex ante borrowing

capacity and ex post transaction prices. The possibil-

ity for the lenders to seize the borrowers’ assets in

the case of distress or merely to resell these assets in

1. See, in particular, the material on collateral pledging in Chapter 3,
on liquidity in Chapter 5, and on contingent rights in Chapter 10.

less strenuous times enhances the latter’s borrowing

capacity. Thus, an important step in credit analysis

is the assessment of the value of collateral. Lenders

must figure out how much they will recoup from the

sale of secured assets (or, occasionally, from manag-

ing the assets themselves). Shareholders must simi-

larly extrapolate the return that they will obtain by

letting the firm be partly or fully acquired by another

corporate entity.

A proper analysis of the return attached to finan-

cial claims on the firm must reflect the observation

that the relevant collateral value for the lenders is

not the average value of the asset over all possi-

ble states of nature; for, collateral is seized in the

case of distress and so the relevant value of the

assets for the lenders is their resale value in bad

states of nature.2 This resale value may differ from

the average value because of a correlation between

the conditions that gave rise to distress and the

external demand for the assets.3 When distress is

caused by industry-wide conditions rather than by

firm-idiosyncratic shocks, the assets are unlikely to

yield much profit to potential buyers and therefore

to fetch a high price. Relatedly, the lenders ought

to anticipate the business cycle. A secured loan with

maturity of two years may generate a seizure of the

2. Similarly, from the point of view of the borrower’s incentives, the
relevant value of the assets is their value for the borrower in good
states of nature.

3. Another reason why the resale value may differ from the average
value is that the borrower may privately receive signals that indicate
the imminence of distress. The borrower then has low incentives to
maintain assets in good condition as there is a high probability that
the assets will be transferred to the lenders. Loan agreements gener-
ally impose covenants on the maintenance of secured assets, but they
cannot fully prevent some amount of asset depletion just before dis-
tress. Asset values may therefore be low in the case of distress for this
reason. See Exercise 4.1 for an analysis of credit rationing when assets
can be depleted just before distress.
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collateralized assets two years from now. The value

of the assets as collateral thus depends on the state

of the economy two years from now. The stakes in-

volved in properly forecasting asset values can be

high. For example, London commercial real estate

rental rates fell by 40% between 1990 and 1992, and

similar (although more moderate) shocks have oc-

curred in most developed countries. Banks which

have tried to seize real estate of companies in dis-

tress have found that they were getting low collateral

values.

This chapter discusses two innovative contribu-

tions by Shleifer and Vishny (1992) and Kiyotaki and

Moore (1997), and follow-up work, that go beyond

these simple observations by explicitly modeling the

feedback between collateral value and investment.

Those are equilibrium models: investment depends

on collateral value (as in Chapter 4), but in turn a

firm’s collateral value depends on the level of invest-

ment and financial choices by other firms (the firm’s

environment).

In Shleifer and Vishny (1992), studied in Section

14.2, the relevant environment is the industry. As-

sets are fairly specialized and have value only to

other firms in the industry, which have invested in

knowledge and are able to operate them. The value

of collateral, and thus a firm’s borrowing capacity,

then hinges on whether there will be other firms

in the industry standing by to purchase the assets

in the case of distress.4 In turn, these other firms’

value of collateral and incentive to invest depend

on whether the firm under consideration is invest-

ing. Shleifer and Vishny thus demonstrate the exis-

tence of a strategic complementarity5 between the

firms’ investments. Consequently, a firm’s very exis-

tence may enhance the value of other firms’ assets

and raise these firms’ incentives to be present in the

industry.

This leads us to a broader discussion of (a) the

4. Schleifer and Vishny motivate their analysis by noting that failing
airlines in the mid 1980s sold their gates, routes, and airplanes at much
higher prices than those who failed in the late 1980s, because few
airlines wanted to purchase the facilities in the difficult environment
of the late 1980s.

5. Two decision variables are strategic complements if a player’s
choice of a higher level for his decision variable induces an increase in
the other player’s decision variable (the “reaction curves” are upward
sloping).

possibility that firms build, perhaps excessive, “fi-

nancial muscle,” an issue that does not arise in the

basic model; (b) other investment design choices

by firms that may later enter M&A deals. On the

latter issue, it is shown that, for the same rea-

sons that investment decisions are strategic com-

plements, those relative to asset riskiness are strate-

gic substitutes.6 Intuitively, a firm’s incentive to pur-

sue a safe policy increases if profitable acquisitions

brought about by the risky choices made by others

are in sight; and conversely, the presence of poten-

tial buyers alleviates the cost of distress and raises

the payoff to risky strategy choices.

In Kiyotaki and Moore’s (1997) paper, covered in

Section 14.3, the relevant environment is the econ-

omy as a whole. Assets are perfectly redeployable,

that is, nonspecialized, in contrast with Shleifer

and Vishny’s contribution. To understand the main

points, it is useful to make a distinction between the

productive value of assets and their value as collat-

eral. As discussed above, the assets’ value as col-

lateral depends on the state of the economy when

the loan matures. Hence, the firm’s current borrow-

ing capacity and investment are contingent on the

value of the secured assets in the future. Conversely,

an increase in the economy-wide level of investment

raises the demand for the assets and therefore their

price, if the assets are used in the production pro-

cess. Because high asset prices allow high invest-

ments and high investments raise asset prices, there

is scope for multiple equilibria (as in Shleifer and

Vishny) and cycles. Finally, the section relaxes the

Kiyotaki–Moore assumption that productive assets

are the only store of value. Their analysis is general-

ized through the introduction of an alternative store

of value (such as Treasury bonds); when in suffi-

cient quantity, the latter eliminates the self-fulfilling

prophecies just described.

Our rendering of these contributions takes sub-

stantial liberties with the original models.7 We hope

that their spirit has been preserved in the process.

6. Two decision variables are strategic substitutes if a player’s
choice of a higher level for his decision variable incentivizes the other
player to reduce the level of his own decision variable (the “reaction
curves” are downward sloping).

7. For one thing, the modeling is different. For example, we use the
standard credit rationing model (in the version developed in Chap-
ter 3), while both contributions assume that profits are not verifiable.
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14.2 Valuing Specialized Assets

14.2.1 A Roadmap on Vulture–Carrion Models

Section 4.3.1 on redeployability took the resale price

P of assets in distress as given. In practice, and

as was discussed in the introduction to the chap-

ter, the resale price depends on whether there are

buyers standing by ready to repurchase the assets.

This in turn depends on whether other firms that

would be potential candidates to purchase the assets

(i) have indeed accumulated the knowledge neces-

sary to manage the assets and (ii) have the “financial

muscle” to buy the assets.

This section thus focuses on assets (such as equip-

ment, intellectual property, or commercial real es-

tate properties not easily convertible into residen-

tial real estate) that have liquidation value only

if they are acquired by another firm. What makes

such assets interesting is that potential buyers may

themselves be financially constrained. The acquisi-

tion price then depends on the acquirer’s financial

structure.

To fix ideas, suppose that firm 1 is in distress and,

for the moment, firm 2 is the only possible buyer

of its assets. There is scope for an acquisition of

firm 1’s assets by firm 2 as long as a sellout bene-

fits firm 1’s investors. It may be that firm 1’s man-

agement demonstrated insufficient expertise in run-

ning these assets, or else that the activity in which

they are employed encountered an adverse shock (a

metaphor for the latter situation is that of an air-

line company, firm 1, owning planes and operating

a shuttle between two cities newly connected by a

high-speed train).

A negotiation then ensues between the two firms.

Firm 2’s management can tap its investors and raise

funds to acquire firm 1’s assets. Investors, though,

will not want to bring more funds than what they

will receive from their firm’s expansion; using a now

familiar terminology, they will not accept contribut-

ing more than the increase in pledgeable income8

brought about by the acquisition (they may pay less

if firm 2 has power in the negotiation and bargains

the price down below the value to investors); put dif-

ferently, firm 2’s investors are never willing to pay

8. ρ0 per unit of investment in the notation of this book.

the full value of the acquired assets because some of

the benefits from acquisitions go to firm 2’s insid-

ers:9 the assets’ sale consequently occurs at a dis-

count and leaves a surplus to the acquiring man-

agement. This in turn implies that inefficiencies may

result: firm 1’s ex ante investment choices may not

be optimal from the point of view of the industry,

since they do not internalize the surplus that firm 1

will leave on the table when in distress (see Sec-

tion 14.2.3).

When firm 2 is the sole acquirer, as in the next sub-

section, this is the end of the story. Firm 2’s manage-

ment has no incentive to hoard reserves, i.e., build

financial muscle, in order to be able to purchase

firm 1’s assets if the latter enters distress. Its monop-

sony power secures its ability to acquire the assets,

and building financial muscle can only weaken its

bargaining position.

Contrast this with the case considered in Section

14.2.5, of multiple potential buyers (firms 2,3, . . . )
competing to acquire firm 1’s assets. If those buy-

ers content themselves with returning to the cap-

ital market for more funds when the acquisition

opportunity arises, the resale price, by the same

logic, will not exceed the increase in pledgeable in-

come brought about by the acquisition. However, be-

cause the acquirers’ management derives a surplus

from the acquisition and because being able to bid

more than the pledgeable value of the acquired as-

sets helps buying them, firms 2,3, . . . have an in-

centive to hoard cash in order to outbid each other.

This build-up of financial muscle and the resulting

bidding raises the acquisition price; it is, however,

wasteful from the point of view of the potential ac-

quirers, who could have employed the hoarded cash

for other ends (like their own investment).

We will assume throughout this section that the

acquiring firm’s investors are well-informed as to

the value of the acquisition target and that they ex-

ert proper governance. A new set of issues arises

when their management has superior information

about the acquisition’s impact on securities’ values.

Whether management is able to cajole investors into

potentially costly acquisitions then depends on the

factors that were studied in Section 10.3.

9. ρ1 − ρ0 per unit of investment in the notation of this book.
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14.2.2 Industry-Wide Shocks and Distress
Sales: The Shleifer–Vishny Model

This subsection, building on Shleifer and Vishny

(1992), endogenizes the resale price in the two-firm,

continuous-investment version of the model of Sec-

tion 4.3.1. Let us restate the key ingredients of this

model.

Investment and redeployability. There are two

firms in the industry. The “industry” is here defined

as a group of symmetric firms using the same equip-

ment/assets. For simplicity, we assume that the two

firms do not compete in the same product mar-

ket (see below for a discussion of this hypothesis).

Each firm is run by an entrepreneur, who has initial

cash Ai.
Initially, firm i invests Ii, and therefore borrows

Ii−Ai from some ex ante competitive lender (“lender

i”). Then, there is a costless “learning period.” At the

end of the learning period, each firm learns whether

it is “productive” (which has probability x), or “un-

productive,” i.e., “in distress” (which has probabil-

ity 1 − x). Being unproductive means that the firm

will always be unsuccessful regardless of whether

the entrepreneur behaves. For example, there may be

no demand for the firm’s output. Its assets are then

useless if left in place. A productive firm is described

as in the variable-investment model of Section 3.4

(which, incidentally, corresponds to the case x = 1).

If both firms are productive, each manages its ini-

tial investment. Firm i’s profit is either 0 or RIi. Bor-

rower i’s private benefit is 0 (if she behaves) or BIi
(if she does not). The associated probabilities of suc-

cess are pH and pL, respectively.

If firm j is in distress, it sells its assets, which now

have no internal use.10 We assume that potential

buyers outside the industry do not have the know-

ledge to operate these assets. Only firm i (if it itself

is not in distress) can buy it. There has been no ini-

tial contract that would specify the transfer price in

the case of distress. Rather, this transfer price is de-

termined through bargaining after distress occurs.

We will later determine the per-unit transfer price P .

The entrepreneur in firm i then manages (I1 + I2)
units of assets, and obtains private benefit 0 (if she

10. In particular, the entrepreneur in firm j cannot enjoy private
benefit BIj by keeping the assets.

behaves) or B(I1+ I2) (if she does not). Similarly, the

income is either 0 or R(I1 + I2). Probabilities of suc-

cess are pH if the entrepreneur behaves and pL if she

does not. Firm i has just grown bigger through the

acquisition.

As usual, we assume that in the absence of ad-

verse shock (x = 1), projects are viable only if the

borrower behaves,

ρ1 ≡ pHR > 1 > pLR + B, (14.1)

and we make a further assumption guaranteeing

that loans are finite (even for x close to 1):

pHR < 1+ pHB
∆p

or ρ0 ≡ pH

(

R− B
∆p

)

< 1. (14.2)

(The reader will here recognize inequalities (3.7)–

(3.9).)

Loan agreements. Lender i and entrepreneur i se-

cretly sign at the start a loan agreement specifying

the amount of the loan Ii − Ai and the stake Rbi of

entrepreneur i in the case of success (in the absence

of purchase of firm j’s assets). Two remarks are

in order here. First, the other parties (lender j and

entrepreneur j, j ≠ i) in equilibrium anticipate cor-

rectly the loan agreement, even though they do not

observe it. Second, it can be checked that entrepre-

neur i and lender i cannot sign better contracts than

those which will be considered here (more precisely,

we are looking for a Nash equilibrium in which each

loan agreement belongs to this class, and no loan

agreement can be improved upon by a loan agree-

ment inside or outside this class).

Summary of timing. The timing is summarized in

Figure 14.1 (where “MHi” stands for “moral hazard

in firm i”).

Correlation of shocks. The shocks affecting the de-

mands for the two products may be correlated. We

allow for an arbitrary level of correlation. The condi-

tional probabilities (given firm i’s state) that firm j
is productive or in distress are stated in Table 14.1.

For consistency, the parameters must be such that

the probability that firm j is productive is x:

xµ+(1−x)(1−ν) = x � x(1−µ) = (1−x)(1−ν).
(14.3)

Let us illustrate this correlation structure with two

polar cases that we will use later on.
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•
Loan agreement 1 Outcome 1MH1

•

Distress (prob. 1 − x)

I1
• • •

No distress (prob. x)

Learning period Transfer of asset

•
Loan agreement 2 Outcome 2MH2

•

Distress (prob. 1 − x)

I2
• • •

No distress (prob. x)

Figure 14.1

Table 14.1

Conditional probability
that firm j is

when firm i is productive in distress

productive (prob. x) µ 1− µ
in distress (prob. 1− x) 1− ν ν

Nonconcurrent risks. In the first polar case, at

most one firm is in distress. Put differently, if firm i
is in distress then firm j is not: ν = 0. The consis-

tency condition (14.3) then implies µ = (2x − 1)/x
(which naturally requires that x � 1

2 ).11

Identical shock. The other polar case is that of per-

fectly correlated environments. There are only two

states of nature: either both firms are productive or

both are in distress. This corresponds to µ = ν = 1.

We now solve for equilibrium. First, we must endo-

genize the resale price assuming that the firms have

invested I1 and I2 and distress occurs in one of the

firms.

Transfer price. If both firms are in distress (which

has probability (1 − x)ν), the four participants

(entrepreneurs, lenders) receive no ex post revenue.

If neither is in distress (which has probabilityxµ), no

11. There are really only three states of nature here, since the state
in which both firms are in distress has probability 0. One way to repre-
sent this stochastic environment is to envision an underlying random
variable ω uniformly distributed on [0,1]. If ω � 1 − 2(1 − x), both
firms are productive; if 1− 2(1− x) < ω � 1− (1− x) = x, firm 1 is
in distress and firm 2 is productive; if ω > x, firm 2 is in distress and
firm 1 is productive.

Nonconcurrent risks generalize the situation in which the envi-
ronments are perfectly negatively correlated (which corresponds to
x = 1

2 ).

sale occurs and the model is the standard variable-

investment one.

So let us consider the more interesting case in

which firm 1, say, is in distress and firm 2 is not. We

then assume that lender 1 makes a take-it-or-leave-

it offer to lender 2 (see the third remark below for

more general bargaining powers). Let P denote the

per-unit price demanded by lender 1.

Note that lender 2 must adjust entrepreneur 2’s

incentive scheme to account for the increased invest-

ment and therefore for the increased private benefit

from not behaving (now equal to B(I1 + I2) instead

of BI2). Assume that entrepreneur 2’s incentive com-

patibility constraint is binding in the absence of a

purchase ((∆p)Rb2 = BI2), which actually turns out

to be optimal. Then, lender 2 must raise entrepre-

neur 2’s income in the case of success by δRb2 such

that12

(∆p)(δRb2) = BI1.
So, entrepreneur 2’s rent increases by [pHB/∆p]I1
and the transfer price is

PI1 = pH

[

R − B
∆p

]

I1 = ρ0I1.

The transfer price is simply the pledgeable income:

P = ρ0.

The per-unit pledgeable income can be called the

“competitive price” since this price would obtain if

there were multiple acquirers bidding competitively

for the assets (but see Section 14.2.5). From (14.2),

we see that

P < 1.

12. The new incentive constraint is (∆p)(Rb2 + δRb2) � B(I2 + I1).
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So, the asset is sold at a discount even though the

seller has the bargaining power. In this sense, the

asset market exhibits some degree of illiquidity. In-

deed, while reallocation of assets is here efficient as

assets in the firm in distress have a zero productiv-

ity, it could be inefficient in an environment in which

productivity does not fall to 0, but is still lower than

the productivity following a reallocation to the other

firm (see Exercise 14.4).13

Entrepreneur 2 is able to manage more assets be-

cause firm 1 is willing to sell its sunk investment

I1 at a discount (its opportunity cost is then equal

to 0.) Because firm 1 has the bargaining power,

lender 2 actually gains nothing from firm 1’s dis-

tress, while entrepreneur 2 pockets the extra agency

rent pHBI1/∆p = (ρ1 − ρ0)I1.

Entrepreneurs’ expected utility. Suppose entrepre-

neur i maximizes her net utility. As usual, the lend-

ers’ zero-profit condition implies that the borrower

receives the full surplus associated with investment:

Ubi = [xpHRIi − Ii]+ [(1− x)(1− ν)PIi]

+
[

x(1− µ)pHB
∆p

Ij
]

. (14.4)

The first term in brackets in the expression of Ubi

corresponds to the case in which distress sales are

impossible. The second term comes from lender i’s
revenue from the sales of assets if only firm i is

in distress. The third term represents the expected

windfall gain from firm j’s distress.

We can rewrite (14.4) as

Ubi = [xρi + (1− x)(1− ν)ρ0 − 1]Ii
+ [x(1− µ)(ρ1 − ρ0)]Ij. (14.5)

So let

α ≡ xρ1 + (1− x)(1− ν)ρ0 − 1

and

κ ≡ x(1− µ)(ρ1 − ρ0) > 0.

13. Two different contributions to the literature have examined the
efficiency of the reallocation process, both in an infinite-horizon con-
text. Vayanos (1998) posits transaction costs and derives the price ker-
nel in such an environment. ln Eisfeldt (2004), illiquidity stems from
asymmetric information between the seller and the buyer (the sec-
ondary market for assets suffers from a lemons problem à la Akerlof
(1970)—see Chapter 6). ln her model, economic agents have fewer rea-
sons in good times to trade for informational (rather than efficiency)
motives and so the secondary market is less subject to adverse selec-
tion, that is, liquidity is procyclical.

Using (14.4), we can rewrite borrower i’s net utility

Ubi as

Ubi = αIi + κIj. (14.6)

Borrowing capacity. Because lender i expects no

surplus from the purchase of firm j’s assets when

the latter is in distress, lender i’s expected profit is

xpH(RIi − Rbi)+ (1− x)(1− ν)PIi − (Ii −Ai) = 0,

where Rbi is borrower i’s income when firm i does

not purchase firm j’s assets and is successful. Incen-

tive compatibility requires that

(∆p)Rbi � BIi,

and, as usual, this inequality is satisfied with equal-

ity in order to maximize pledgeable income and

therefore debt capacity. Using these two equations,

firm i’s maximal investment is

Ii = kAi,

where

k = 1
1− ρ0[x + (1− x)(1− ν)]

. (14.7)

Note that the multiplier k (whose denominator is

positive since ρ0 < 1) coincides with that given by ex-

pression (3.12) when ν = 0 (firm j is never in distress

when firm i is—the case of nonconcurrent risks). In

particular, that the assets must be sold at a discount

when firm i is in distress does not affect the firm’s

debt capacity even though it reduces the borrower’s

individual incentive to invest (see the expression of

α). The intuition for this result is that the discount

is a mere transfer of rent from one entrepreneur to

the other and does not affect the lenders’ profit.

We also see that the multiplier decreases with ν .

That is, a firm’s borrowing capacity decreases with

the degree of correlation between firms. A higher cor-

relation means that the assets are less redeployable.

As we noted, the correlation of shocks reduces the

desirability of investment (∂α/∂ν < 0). Let ν∗ de-

note the level of ν (if it exists) such that α = 0.14 We

consider two cases:

(a) Low correlation (ν < ν∗). Then α > 0 and

the firms invest up to their borrowing capacity:

14. If α is positive (respectively, negative) for all ν , adopt the con-
vention that ν∗ = 1 (respectively, ν∗ = 0).
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Ii = kAi. While each firm’s investment is inde-

pendent of the existence of the other firm, each

firm derives a positive externality from this ex-

istence in the form of asset redeployability.

(b) High correlation (ν > ν∗). Then α < 0, and

no firm invests, even though coordinated invest-

ment could be profitable (if α+ κ > 0).

The latter conclusion hinges on the possibility for

a firm “not in the business” (that is, that has not in-

vested) to take over and operate the assets of the

other firm. Suppose in contrast that an entrepreneur

can operate the other firm’s equipment only if she

herself has invested “enough” (this assumption is

consistent with the view that outsiders cannot op-

erate equipment). Namely, she must invest at least

Ii � I
¯
> 0 herself, where I

¯
� kAi for all i. So, we

assume that the third term in brackets in the expres-

sion of Ubi in equation (14.4) ([x(1−µ)(ρ1 −ρ0)]Ij )
is multiplied by 1 if Ii � I

¯
and by 0 if Ii < I

¯
.

Then there exists ν∗∗ > 0 (ν∗∗ is such thatα+κ =
0) such that, for all ν ∈ [ν∗, ν∗∗], two pure-strategy

equilibria exist :

• the good equilibrium (“coordinated one,” “vul-

ture equilibrium”) in which both firms invest I
¯

only because that will allow them to get a good

deal if the other firm falls in distress;

• the bad equilibrium in which neither invests.15

Remark (decreasing returns to scale). Investment

externalities are here positive. A firm’s investment

allows it to stand by to purchase the other firm’s as-

sets if the latter is in distress. On the other hand,

if (due to entrepreneurial limited attention, for ex-

ample) returns to investment were decreasing rather

than constant,16 investment externalities could be-

come negative, as a more active firm is less eager to

take on new tasks. That is, the transfer price a firm

in distress can get for its assets is lower, the higher

the level of existing investment by the other firm.

Remark (product-market competition). If the firms

competed in the product market, the absence of cor-

relation would reduce on average the intensity of

15. Entrepreneurs always (weakly) prefer the other entrepreneur to
invest, because the latter’s investment may create an opportunity for
asset acquisition.

16. See Exercise 3.5 for a formalization.

competition, and raise the incentive to invest (as it

would in the absence of financing constraints17).

Remark (alternative distributions of bargaining

power). The analysis above, and the rest of Sec-

tion 14.2 unless otherwise stated, assumes that the

acquired firm’s investors have full bargaining power

and thereby can charge a price equal to the acquiring

investors’ willingness to pay (P = ρ0). More gener-

ally, depending on the two parties’ relative bargain-

ing powers, the transaction price can fall anywhere

in the range between 0 (the acquired firm’s oppor-

tunity cost) and ρ0 (the acquiring firm’s investors’

willingness to pay).

Allowing for more general distributions of bar-

gaining power does not affect the qualitative results

(see Exercise 14.2). Quantitatively, a firm benefits

more from the other firm’s investment since it pur-

chases it when in distress at an even bigger dis-

count; the same effect also implies that one’s own

investment is less profitable. So, relative to the case

P = ρ0, α decreases and κ increases (α+ κ remains

constant). The other key point is that firm i’s bor-

rowing capacity depends on firm j’s investment if

P < ρ0: the prospect of a cheap acquisition raises

the investors’ willingness to lend. We therefore con-

clude that, whenever P < ρ0, investments are strate-

gic complements even in the absence of threshold

(minimum) investment. On the other hand, the value

of firm i’s collateral decreases by (ρ0 − P)Ii in the

case of a transaction. In symmetric equilibrium (for

A1 = A2 = A), the two effects cancel, and the bor-

rowing capacity is independent of the distribution

of bargaining power.

14.2.3 Underdeveloped Resale Markets

This subsection makes the simple point that in the

absence of ex ante coordination, the volume of ac-

quisitions is likely to be suboptimal even if finan-

cial markets are frictionless. The intuition can be

grasped from the treatment in Section 14.2.2, on

which we will build: distress creates an acquisition

opportunity and thereby a windfall surplus for other

17. This does not imply that, ignoring asset resale benefits, industry
profit decreases with the extent of correlation. In particular, in the
presence of a threshold investment, I

¯
, a small increase in correlation

may transform the industry structure from duopoly to monopoly.
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corporate entities. If the competitive price (P = ρ0)
obtains, the management of the acquiring firm de-

rives a per-unit-of-investment surplus ρ1 − ρ0 from

the transaction; the windfall surplus is even larger if

the acquiring firm has some bargaining power (it is,

per unit, (ρ1 − ρ0)+ (ρ0 − P) = ρ1 − P ). This ex post

externality generates an ex ante externality if we al-

low firms to determine their probability of distress

through investment design choices.

To illustrate this (general) point in a simple man-

ner, let us make the following three assumptions:

• Nonconcurrent risks. The two firms are never si-

multaneously in distress (ν = 0, µ = (2x−1)/x).

• Ex ante riskiness choice. Each firm can configure

its investment in two ways: (a) the risky version

considered up to now, in which scale Ii involves

up-front cost Ii, but ends up being productive

only with probability x; and (b) the safe version,

scale Ii involves higher up-front cost XIi, where

X > 1, but is never in distress. Thus, firms can

select to pay more up front and reduce (actually,

eliminate) the risk of distress.

• Symmetry. A1 = A2 = A.

We maintain the assumption that the acquired

firm’s investors have the bargaining power and so

P = ρ0 in the case of a transaction.

Coordinated solution. Let us first investigate in-

vestment design when firms coordinate ex ante.18

Intuitively, the risky design choice for both is collec-

tively optimal since assets are always productive for

at least one of the firms under nonconcurrent risks;

thus there is no risk that the assets end up not being

used. And the investment cost is lower for a given

scale. To check that risky choices are optimal, note

that, with the risky design, the per-entrepreneur util-

ity is

U r
b = (ρ1 − 1)I,

where I is given by the investors’ breakeven condi-

tion:

ρ0I = I −A.
And so

U r
b =

ρ1 − 1
1− ρ0

A.

18. We here focus on coordination of investment designs. They
could further agree ex ante on a resale price P ex post, but in a sym-
metric outcome, the choice of P does not affect borrowing capacity or
NPV (see Exercise 14.2).

Compare this with the safe choice for both. The firms

then operate “in autarky” since they need not trans-

fer assets to each other. The formulae are the same

as in the risky case (which are those given in Sec-

tion 3.4), except that the unit investment cost is X
rather than 1:19

Us
b =

ρ1 −X
X − ρ0

A < U r
b.

Similarly, it is easily shown that it is suboptimal to

have one of the two firms select the safe design.

Lack of ex ante coordination. Let us now show

that it may be individually rational for each firm

to select the safe design when, as in the Shleifer–

Vishny model, firms do not coordinate their invest-

ment choices. Suppose, therefore, that in equilib-

rium both entrepreneurs adopt the safe design and

therefore obtain utility

Us
b =

ρ1 −X
X − ρ0

A.

If a firm deviates and chooses the risky design, its

utility becomes (using P = ρ0)

Ub = [xρ1 + (1− x)ρ0 − 1]I,

where its investment, I, is obtained from the in-

vestors’ breakeven condition:

ρ0I = I −A
(the investors receive ρ0 per unit of investment re-

gardless). And so

Ub = [ρ1 − (1− x)(ρ1 − ρ0)]− 1
1− ρ0

A.

Hence, Us
b > Ub (firms strictly prefer the safe design)

if and only if

(1− x)(X − ρ0) > X − 1,

a condition that holds, for instance, if X is close to

1. More generally, if the latter inequality holds, both

firms’ choosing the safe option is the only equilib-

rium.

The lack of coordination therefore yields an in-

efficiently low volume (here a complete absence) of

transactions.

To reach efficiency, the firms must contract ex

ante. Either they contractually obligate each other

19. The NPV per entrepreneur is Us
b = (ρ1 −X)I, and the investors’

breakeven condition is ρ0I = XI −A.
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to choose the risky design or they provide incentives

that induce each to make this choice. An example of

the latter approach consists in giving each party a

put option at price P = ρ1 (or slightly lower).20 Note

that this option requires each firm i to hoard liquid-

ity at least equal to (ρ1−ρ0)I, where I is the per-firm

investment, since investors will not want ex post to

contribute more than ρ0I for the acquisition of firm

j’s assets (see Chapter 5 for a treatment of liquidity

management). Each solution faces its own difficul-

ties: it may be hard to specify ex ante the exact de-

sign choice. And the put option, for example, creates

moral hazard in quality choices (initial investment

quality and maintenance).

14.2.4 Risk Attitudes as Strategic Substitutes

Building on Perotti and Suarez (2002), let us pursue

the investigation of risk attitudes begun in the pre-

vious subsection. The general point is that risk atti-

tudes give rise to strategic substitutabilities: a firm

is more prone to take risks if the other does not,

and conversely. Intuitively, choosing a risky strat-

egy is more appealing if one is more likely to find an

acquirer for the assets when one falls into distress,

i.e., if the other firm chooses a safe strategy. Con-

versely, the safe strategy has more appeal if there

are more frequent opportunities for an acquisition,

i.e., if the other firm chooses a risky strategy. This

strategic substitutability did not arise in the non-

concurrent risk version of Section 14.2.3 since firms

were never simultaneously in distress. Introducing

a positive probability of simultaneous distress un-

der risky choices creates a strategic substitutability

in riskiness choices. For conciseness, we will make

this general point in the context of the risky/safe

choice model introduced in Section 12.2.3, but in the

specific, polar case of identical shock: if both firms

choose the risky strategy, then either both firms are

productive or both are in distress (µ = ν = 1).

Let yi denote the probability that firm i chooses

the risky strategy. So yi = 1 if it chooses the risky

strategy and yi = 0 if it chooses the safe strategy.

20. Let us say that the manager decides ex post whether to sell the
firm’s assets to the other firm, and the proceeds of the sale mostly go
to investors (at most ρ1 − ρ0 per unit goes to management, otherwise
the manager might decide to sell the assets even when the firm is not
in distress).

At the financing stage each firm contracts with its in-

vestors on its choice of strategy; financing contracts

are simultaneous, and so firms do not observe their

rival’s choice of strategy (they can only anticipate

its equilibrium value). We continue to assume that

asset sales take place at per-unit price P = ρ0. Let

us first compute the firms’ borrowing capacities. Re-

call that, from P = ρ0, the borrowing capacity does

not depend on acquisition opportunities. And so the

breakeven condition is

[x + (1− x)(1−yj)]ρ0Ii = Ii −Ai
if firm i chooses the risky strategy,

ρ0Ii = XIi −Ai
if firm i chooses the safe strategy.

Borrower i’s utility (i.e., firm i’s NPV) is

Ubi(yi,yj, Ij(y∗i ))

= yi[xρ1 + (1− x)(1−yj)ρ0 − 1]

×
[

Ai
1− [x + (1− x)(1−yj)]ρ0

]

+ (1−yi)[ρ1 −X]
[

Ai
X − ρ0

]

+ (1−yi)yj(1− x)(ρ1 − ρ0)Ij(y∗i ),

where

Ij(y∗i ) =
[ Aj

1− [x + (1− x)(1−y∗i )]ρ0

]

.

The first term in the expression of Ubi is the NPV

gross of the potential acquisition for the risky choice

(yi = 1), the second its counterpart for the safe

choice (yi = 0), and the third the windfall gain from

a possible acquisition (which occurs with probabil-

ity (1 − yi)yj(1 − x)). When strategies are chosen

simultaneously, firm j’s investment Ij depends on

the anticipated (i.e., equilibrium) choice y∗i and not

on the actual decision yi of firm i (recall that invest-

ment Ij is independent of yi due to the assumption

that the target firm has the bargaining power in an

M&A).

Strategic substitutability is equivalent to

∂
∂yj

(

∂Ubi

∂yi

)

< 0,

which indeed holds; it is due to two effects:21

21. Beware: when computing ∂Ubi/∂yi, one should take Ij(y∗i ) as
given. The reason for this is that we are computing firm i’s reaction
curve (how yi optimally reacts to yj and Ij ).
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• the “rescue effect,” which corresponds to the

cross derivative of the first of the three terms in

the expression of Ubi: yj = 0 increases both the

NPV and the pledgeable income when the risky

strategy is selected by firm i;
• the “acquisition opportunity effect,” which cor-

responds to the cross derivative of the third

term.

It can be checked that an equilibrium with dif-

ferentiated strategies exists under some parameter

configurations.22

As in Section 14.2.3, the equilibrium risk choices

need not be efficient and ex ante coordination may

be needed to achieve an industry optimum.

14.2.5 Financial Muscle

14.2.5.1 Two Motivations for Building Financial

Muscle

We have not yet needed to discuss how liquidity

management interacts with mergers and acquisi-

tions. For two distinct reasons, a corporate entity

may hoard liquidity in order to purchase assets in

the future, or, put differently, may not content itself

with going back to the financial market in order to

seize acquisition opportunities, unlike in the envi-

ronments considered in the last three subsections.

First, the acquiring firm may compete with other

potential acquirers. Having extra cash on hand be-

yond what can be raised through seasoned offerings

may help win the bidding war. This motivation is il-

lustrated below, where we emphasize the collective

wastefulness of financial muscle.

Second, the acquiring firm may need to reinvest

in order to make the acquired assets operational for

its own use. This motivation is also illustrated below,

where it is further noted that when the selling firm

has bargaining power, a Williamsonian holdup prob-

lem may arise (see Williamson 1975, 1985). Building

22. Suppose symmetric net worths (A1 = A2 = A). An equilibrium
in which one chooses the safe strategy and the other the risky one
exists if and only if

ρ1 −X
X − ρ0

+ (1− x)
(

ρ1 − ρ0

1− ρ0

)

� xρ1 − 1
1− xρ0

and
xρ1 + (1− x)ρ0 − 1

1− ρ0
� ρ1 −X
X − ρ0

.

Eliminating the term (ρ1 − X)/(X − ρ0), it is easily shown that these
two inequalities are satisfied for X ∈ [X

¯
, X̄] with X

¯
> 1.

financial muscle in order to be able to retool ac-

quired assets is akin to a specific investment. This

(sunk) investment may be expropriated through hag-

gling over the transfer price P . This may discourage

the potential acquirer from hoarding financial mus-

cle when the latter involves an opportunity cost (the

hoarded liquidity could be used for alternative pur-

poses). We consequently note that firms may acquire

insufficient financial muscle.

14.2.5.2 Bidding for Assets: Too Little or

Too Much Financial Muscle?

Let us now investigate (building on Holmström and

Tirole (2005)) whether potential acquirers accumu-

late (collectively) too little or too much financial

muscle. For the sake of simplicity we will assume

that there are two distinct classes of firms: safe

firms, which are never in distress, and risky firms,

which may become distressed, in which case they

may be purchased by the safe firms.23

14.2.5.3 Bilateral Monopoly: Is Liquidity Hoarding

Held Up?

Let us first describe the model in the case of a sin-

gle risky firm and a single safe firm. The two firms

choose investment sizes J and I, respectively. To

simplify notation without altering the basic insights,

the two firms are identical, except for the probabil-

ity of distress, which is 0 for the safe firm and 1−x
for the risky one. Both are run by risk-neutral entre-

preneurs with initial cash on hand A each and pro-

tected by limited liability. The timing is summarized

in Figure 14.2.

We further assume that when buying the J units

of asset from the risky firm when the latter is in dis-

tress, the safe firm must pay a known retooling cost

ρJ to adapt these assets to its own production pro-

cess. Letting P denote the unit acquisition price, the

total cost of the acquisition is thus (P+ρ)J. To limit

23. For conciseness, we rule out the purchase of distressed firms’
assets by risky, but intact, firms. In the first application of the model,
in which there is a single risky firm, this question obviously does not
arise. To endogenize this assumption when there are multiple risky
firms, one can assume either that the risky firms’ shocks are correlated,
and so they fall into distress at the same time; or else (contrary to what
is assumed below for notational simplicity) that the expected return
on their investment is higher than that of safe firms, and so risky firms
have more incentives to invest themselves than to hoard reserves to
purchase assets from other firms.
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the number of cases to be considered, we assume

that ρ � ρ0.

The treatment of the bilateral monopoly case,

compared with the simpler competitive asset resale

market case considered below, involves conceptually

difficult, but interesting, twists. As we want to allow

for a wide range of bargaining powers, let us assume

that in the case of distress of the risky firm:

• with probability z, the risky firm makes a take-

it-or-leave-it resale offer to the safe firm;

• with probability 1−z, the safe firm makes a take-

it-or-leave-it purchase offer.

Thus z is a measure of the selling firm’s bargain-

ing power.

Bargaining and the choice of financial muscle. The

case in which the safe firm makes the offer is a

no-brainer: it offers 0 (or just above), the opportu-

nity cost of the risky firm’s assets when in distress.

By contrast, the situation in which the risky firm

makes the offer requires more thinking. Let us as-

sume that the amount of liquidity L hoarded by the

safe firm (say, the credit line that the firm secures

from its bank24) is not observed by the risky firm.

We look for conditions under which the following is

24. We adopt the convention that the safe firm’s entrepreneur can
raise ρ0 in a seasoned security offering, to which L is added to form
total available cash. Alternatively, and as we discussed in Chapter 5,
one could ban seasoned offerings and provide the firm with a bigger
credit line.

an equilibrium:

• the risky firm demands per-unit price ρ0 for its

assets;

• the safe firm, anticipating this and knowing that

it will be able to raise ρ0J on the asset market,

hoards liquidity L = ρJ.

Making offer ρ0 is clearly optimal for the seller

since ρ0J is the pledgeable income on the acquired

assets and thus the upper bound on what new

investors are willing to contribute in a seasoned

offering.

Let us next investigate whether it is indeed in the

safe firm’s interest to hoard liquidity. Let y = 1 if

it hoards the necessary amount (ρJ) and y = 0 if

it does not. Noting that liquidity is not needed to

acquire the assets when the acquirer makes the offer

(since ρ � ρ0), the safe firm’s NPV is then

Us
b = (ρ1 − 1)I + (1− x)[z[ρ1 − (ρ0 + ρ)]y

+ (1− z)(ρ1 − ρ)]J.

The second term on the right-hand side is the ex-

pected gain from acquisitions, and uses the fact

that the total acquisition cost is (ρ0 + ρ)J when the

seller makes the offer and only ρJ when the acquirer

makes the offer.
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The safe firm’s investors must break even, and so

ρ0I + (1− x)[z[ρ0 − (ρ0 + ρ)]y
+ (1− z)(ρ0 − ρ)]J = I −A.

The investors’ breakeven condition yields the invest-

ment level I:

I = A+ [(1− z)(ρ0 − ρ)− zρy](1− x)J
1− ρ0

.

Note that hoarding liquidity (y = 1) reduces the in-

vestment scale. Substituting into the NPV equation,

Us
b = (ρ1 − 1)

A+ [(1− z)(ρ0 − ρ)− zρy](1− x)J
1− ρ0

+ (1− x)[z[ρ1 − (ρ0 + ρ)]y
+ (1− z)(ρ1 − ρ)]J.

We conclude that it is an equilibrium for the safe firm

to hoard liquidity to purchase assets if and only if

Us
b is increasing in y , or

ρ1 − (ρ0 + ρ) � (ρ1 − 1)ρ
1− ρ0

or

1 � ρ0 + ρ.
We thus obtain the simple result that the poten-

tial acquirer builds the necessary financial muscle if

and only if the total per unit cost of acquisition when

the acquired firm has bargaining power is lower than

the safe firm’s own cost of investment. The poten-

tial acquirer simply compares the costs of the two

alternative approaches to investing: internal growth

and acquisitions. Intuitively, when the seller has the

bargaining power, 1 unit of hoarded liquidity allows

the purchase of 1/ρ units of distressed assets (the

remaining cost, ρ0 per unit when the seller has the

bargaining power, is self-financing to the extent that

it can be raised through a secondary offering). But

it also has opportunity cost 1/(1 − ρ0) since 1 unit

of assets allows the financing of 1/(1− ρ0) units of

investment. In the “make-or-buy” choice, the buy op-

tion is attractive if
1

1− ρ0
<

1
ρ
.

Note that this inequality is always satisfied if ρ0 is

small: the opportunity cost of hoarding liquidity and

thereby reducing the net worth that can be used for

one’s own investment is then small as the multiplier

is close to 1.

In this simple model the equilibrium is in gen-

eral not unique: there are lots of other self-fulfilling

equilibria in which the firm hoards L∗ ≠ ρJ and the

seller demands P∗ such that P∗ + ρ = L∗ + ρ0. The

seller does not want to demand more than P > P∗

because being too greedy prevents the potential ac-

quirer from buying the assets. Conversely, the po-

tential acquirer is willing to hoard L = L∗, as long

as P∗ + ρ � 1 (note that ρ0 is in the interior of the

range of equilibrium prices).25

Equilibrium selection. Exercise 14.3 describes

one appealing way of breaking this indeterminacy:

adding ex ante uncertainty about the level of the re-

tooling cost. Namely, the retooling cost ρ̃ is, as the

liquidity shock in Chapter 5, drawn from a cumula-

tive distribution function F(ρ̃); Exercise 14.3 further

assumes that the safe firm’s entrepreneur privately

observes its realization. It shows that

(i) the safe firm is granted a credit line that allows

it to withstand all shocks ρ̃ � ρ∗ for some cutoff

ρ∗;

(ii) the equilibrium credit line and the acquisition

price P demanded by the seller satisfy

P + ρ∗ = 1

(in words, in (the unique) equilibrium, the costs

of investment in the make-or-buy choice are

equalized!);

(iii) when the distribution of ρ̃ converges to a spike

at ρ (is close to the deterministic specification

posited earlier), then P converges to 1−ρ. Inter-

estingly, this solution is the competitive solution

described below! Furthermore, the probability of

striking a deal converges to 1.

Intuitively, hoarding reserves that are left unused

is costless to the acquirer (as long as the latter re-

turns these reserves to the investors when unused).

The seller then knows that the acquirer will hoard

reserves that are sufficient to support (from his

point of view) efficient continuations, that is, when-

ever ρ � 1−P , where P is the anticipated price. And

P is determined by the standard monopoly tradeoff

25. Relatedly, the potential acquirer has an incentive to claim that
it has shallow pockets (L = 0) so as to force the seller to make a low
offer. It is, however, difficult to “prove” shallow pockets since the bank
and the firm may contract for a secret credit line.
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between being greedy/running the risk of not selling

and ensuring a sale by charging a low price.

Let us finally turn to a brief analysis of external-

ities. In this uncertain retooling cost version, for a

given investment J by the risky firm, the efficient vol-

ume of trade occurs whenever the assets are sold at

their opportunity cost, i.e., are given away (P = 0).

Except in the limit in which the retooling cost is

highly predictable (result (iii) above), the volume of

trade is suboptimally low. This inefficiency could be

alleviated by

(i) either an ex ante agreement between the two

firms mandating a costless transfer of assets in

the case of distress;26

(ii) or an ex ante agreement between the two par-

ties that the acquirer builds more financial mus-

cle than he would build to maximize his own

profit.27

In a nutshell, the seller is too greedy (like in any

monopoly problem) and the buyer too stingy.

Another set of externalities arises when consider-

ing the investment level J. An increase in J augments

the value of the acquisition opportunity for the safe

firm. The safe firm therefore might want (perhaps

in exchange for an option to freely acquire assets in

the case of distress) to subsidize J’s investment. Al-

ternatively, it might want to commit to hoard more

liquidity than it does when acting in a noncoopera-

tive way, since an increase in financial muscle raises

the risky firm’s revenue in distress and boosts its

investment.

14.2.5.4 Make-or-Buy Decision in a Competitive

Environment: Excessive Financial Muscle

Let us now consider the case with many risky firms

and many safe firms. We assume that the risky

(respectively, safe) firms are all identical and as

described previously. The productivity shocks en-

countered by the risky firms are independent and

so, by the law of large numbers, the equilibrium

is deterministic. We no longer need to describe

bargaining: asset transfers occur at some per-unit

market price P .

26. Provided that distress can be verified in court. Otherwise, when
in distress, the risky firm might continue to operate and engage in a
war of attrition in order to force the acquirer to pay a positive price.

27. Of course, an increase in L induces an increase in P . But the
pass-through coefficient is smaller than 1 (see Exercise 14.3).

Building on the previous analysis, and now calling

J the total amount purchased by the representative

safe firm, the latter’s NPV is

Us
b = (ρ1 − 1)I + [ρ1 − (P + ρ)]J,

where ρ is the (deterministic) per-unit retooling cost.

The investors’ breakeven condition is

ρ0I + [ρ0 − (P + ρ)]J = I −A.
And so

Us
b = (ρ1 − 1)

A− (P + ρ − ρ0)J
1− ρ0

+ [ρ1 − (P + ρ)]J.

The derivative of Us
b with respect to J must be

equal to 0 in a competitive equilibrium, which yields

the condition of indifference between making and

buying:

P + ρ = 1.

It can be argued that (fixing the risky firms’ to-

tal investment) the safe firms collectively invest too

much in financial muscle. Indeed they would be bet-

ter off if they could agree not to hoard any liquidity

at all. This buyer cartel would then acquire the dis-

tressed assets for free. Cartelization would not, of

course, result in a Pareto-improvement as the sellers

would suffer from a concerted lack of buyer financial

muscle.

Pareto-improving concerted reductions in liquid-

ity hoarding do arise in Holmström and Tirole

(2005), who

• consider a symmetric version of this model (all

firms are risky), without retooling cost;

• assume that liquidity is costly to hoard (hoard-

ing L costs g(L), with g′(0) = 1 and g′′ > 0).

Over a range of parameters, firms invest too lit-

tle and hoard too much liquidity (indeed, because

here hoarding, and not only using, liquidity is costly,

the collectively optimal amount of hoarding is equal

to 0).

14.3 General Equilibrium Determination
of Asset Values, Borrowing
Capacities, and Economic Activity:
The Kiyotaki–Moore Model

The paper by Shleifer and Vishny explores one deter-

minant of the value of collateral, namely, the correla-

tion among shocks affecting a group of firms within
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which assets can be redeployed. It demonstrates the

linkage between firms’ borrowing capacities and in-

vestments through the demand for secured assets in

the case of distress. The Kiyotaki and Moore (1997)

paper also focuses on the equilibrium value of assets

as collateral, but with an emphasis on the forecast of

future economy-wide activity and firms’ borrowing

capacity. In Kiyotaki and Moore, uncertainty about

the demand for assets plays no role; actually, there

is a large number (an infinity) of firms among which

assets can be redeployed; these firms face indepen-

dent shocks, and “by the law of large numbers” the

economy follows a deterministic path. A firm’s bor-

rowing capacity at date t depends, positively, on the

value of assets at date t+1 (because assets are used

as collateral), and, negatively, on the assets’ rental

rate at date t (because assets are used as inputs into

production). In turn, the borrowing capacity deter-

mines investment and therefore the productive use

of the asset, which affects the rental rate. The econ-

omy can have multiple steady states, some with high

asset value, rental rate, borrowing capacities, and

economic activity, and others with lower values of

each of these variables. The economy may also ex-

hibit cycles, fluctuating between a state of high ac-

tivity and high asset value and a state of low activity

and low asset value.

14.3.1 The Model

To study the interaction between economic activity

and asset value, it is convenient to use an infinite-

horizon model. For simplicity, the rate of time pref-

erence of the agents in the economy (lenders and

entrepreneurs) determines the rate of interest (al-

though not, as we will see, the price of assets):

Preferences. The horizon is infinite: t = 0,1,2, . . . .
All agents have linear preferences:

∑

t�0

βtct,

where ct is their date-t consumption and β is the

discount factor (β = 1/γ and γ = 1 + interest rate).

Goods. There are two goods: durable and non-

durable. The durable good will be labeled “real es-

tate” and the nondurable one the “good.” There are

A units of real estate in the economy. Real estate

neither depreciates nor expands and can be used as

commercial or residential real estate. Real estate is

the only store of value from one period to the next.

There is no transaction cost involved in affecting real

estate to one use or another.

The perishable consumption good lasts at most

one period. This good is received as an endowment

at the beginning of the period and can either be con-

sumed immediately or invested. If invested, it may

yield more units of the good (or none) at the end of

the period, but these units will need to be consumed

because the good cannot be stored until the next pe-

riod.

Agents. There is the usual “mismatch between

ideas and resources.” There are two classes of agents

(there is a continuum of agents in each class). Entre-

preneurs can operate productive activities. They,

however, receive no endowment of the good, and

therefore they must borrow the entire amount of

their investment. On the other hand, they can own

real estate that they held or purchased in the previ-

ous period and use it as collateral. Indeed, we will

look for an equilibrium in which entrepreneurs own

the entire stock of real estate.

Lenders or investors receive a (large) endowment

of date-t good at the beginning of period t. They con-

sume some of it immediately and lend the rest to

entrepreneurs against a claim on end-of-period in-

come and possibly collateralized assets.

Production technology. Consider an entrepreneur

with a units of real estate at the start of date t.
Let this entrepreneur invest (and therefore borrow) i
units of date-t good. (We use lowercase letters at the

firm level, and will later use uppercase ones when we

aggregate at the economy level.) Production requires

using λi units of commercial real estate during the

period.

The remaining real estate (a − λi) can be rented

as residential real estate at rental rate rt . Let DR(rt)
denote the aggregate demand for residential real es-

tate (from lenders or third parties, say).28 We assume

28. It is straightforward to endogenize this demand function. For
example, one could assume that agents have intertemporal utilities

∑

t�0

βt[ct +Φ(zt)],

where zt is their date-t consumption of residential real estate, and
Φ(zt) is the gross surplus they derive from this consumption (Φ′ > 0,
Φ′′ < 0, Φ′(0) = ∞, Φ′(∞) = 0). The individual demand for residential
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that this demand is downward sloping. Rental there-

fore generates a flow of income (a− λi)rt .
The entrepreneur either succeeds and obtains Ri

units of date-t good at the end of the period or fails

and obtains 0. The probability of success is p. There

is moral hazard. The entrepreneur can either work,

in which case she enjoys no private benefit and the

probability of success is pH, or shirk, in which case

she enjoys private benefit Bi and the probability of

success is pL. Let ∆p = pH − pL > 0.

Loan agreements. The contract between an entre-

preneur and her lenders is a within-period contract.

The entrepreneur receives Rb units of good in the

case of success and 0 otherwise. Let us also adopt

the conventions that (i) lenders receive the residen-

tial real estate income (a−λi)rt , and (ii) assets a at

the end of the period go to the entrepreneur in the

case of success and to the lenders in the case of fail-

ure. These conventions impose no loss of generality.

End-of-period market for real estate. At the end of

period t, owners of real estate (successful entrepre-

neurs, investors who have seized the collateral) can

sell (or buy more) real estate at price pt+1 on a com-

petitive market. The proceeds of the sale are imme-

diately consumed because the good is perishable.

The timing is summarized in Figure 14.3. We will

look for an equilibrium in which investors do not

carry real estate from one period to the next. When

they seize assets, they sell them immediately to suc-

cessful entrepreneurs, who thus spend part of their

income expanding (and consume the rest).

real estate is then zt = (Φ′)−1(rt), and total demand is obtained by
aggregation of individual demands.

Remark (entrepreneur selection). Entrepreneurs who

fail disappear (they receive no endowment and have

no asset, so will be unable to borrow); their con-

tinuation utility is equal to 0. So, ownership of the

stock A of assets is more and more concentrated

over time among entrepreneurs. If one does not like

this conclusion, one can assume parthenogenesis; an

“entrepreneur” is a dynasty of entrepreneurs. Each

entrepreneur has several children, among whom she

distributes the assets (the distribution of assets has

no effect in this model because of the linearity).

Remark (no-agency-cost case). In the absence of

credit market imperfections (that is, if there were

no moral hazard), credit would not be rationed to

entrepreneurs, and, given constant returns to scale,

the rental rate would need to adjust so that invest-

ment yields zero profit; so, rt = r , where

pHR − 1− λr = 0.

The economy would be in steady state, and so the

phenomena of multiple equilibria and cycles inves-

tigated below are entirely due to credit rationing.

14.3.2 Borrowing Capacities and Asset Values
in Equilibrium

In this model there is no aggregate uncertainty. The

path of the economy will be characterized by the

price and rental rate of real estate (pt, rt).
We look for an equilibrium in which the “continu-

ation valuation” Vt(a) (expected present discounted

consumption from date t on) of an entrepreneur

owning a units of real estate at the beginning of
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date t is proportional to a:

Vt(a) = vta. (14.8)

Arbitrage among successful entrepreneurs on the

real estate market at the end of period t then im-

plies that

pt+1 = βvt+1. (14.9)

The borrowing capacity of an entrepreneur with as-

sets a at the start of period t is given, as usual, by

the two conditions that the entrepreneur is induced

to work and that the investors break even:

(∆p)(Rb + pt+1a) = Bi (ICb)

and

pH(Ri− Rb)+ (1− pH)pt+1a+ (a− λi)rt = i. (ICl)

So

i = kta, (14.10)

where the multiplier is given by

kt ≡ pt+1 + rt
1− [pHR − λrt − pHB/∆p]

= pt+1 + rt
(1+ λrt)− ρ0

,

(14.11)

where, as usual, ρ0 ≡ pH(R − B/∆p). Furthermore,

the zero-profit condition for the investors implies

that the entrepreneur receives the expected profit

from the date-t production. Because of the arbitrage

condition, we can always assume, for the purpose of

computing the valuation function Vt(a), that, if the

entrepreneur succeeds at date t, she sells her assets

at the end of the period:

Vt(a) = [pt+1 + rt]a+ [pHR − λrt − 1]i

= vta =
[

ρ1 − ρ0

(1+ λrt)− ρ0

]

[pt+1 + rt]a,
(14.12)

where ρ1 ≡ pHR. Using (14.9) and (14.12), we obtain

pt =
[

pHB/∆p
1− [pHR − λrt − pHB/∆p]

]

β(pt+1 + rt)

= ρ1 − ρ0

[(1+ λrt)− ρ0]
β(pt+1 + rt). (14.13)

Note that

kt = ∆p
βpHB

pt = pt
β(ρ1 − ρ0)

. (14.14)

The multiplier is proportional to the price of real es-

tate! This may sound counterintuitive because high

real estate prices increase production costs. But one

should recall that assets are in equilibrium held by

the entrepreneurs, who, first, are net suppliers of

real estate services, and, second, can use highly val-

ued assets as collateral to boost their borrowing

capacity.

The second equilibrium condition (besides equa-

tion (14.13)) is obtained from the equilibrium in the

real estate market. The demand for residential use

is equal to the supply. Total investment in the econ-

omy is It = ktA, and thus

DR(rt) = A− λIt
= A− λktA,

or, using (14.14),

DR(rt) =
[

1− λ∆p
βpHB

pt
]

A

=
[

1− λpt
β(ρ1 − ρ0)

]

A. (14.15)

Existence of this equilibrium imposes conditions on

the parameters. First, it must be the case that real

estate is more productively held by entrepreneurs

than by investors, that is, its rate of return must

not exceed that implied by discount factor β (i.e.,

(1− β)/β), or equivalently

pt � β(pt+1 + rt).
From (14.13) and recalling that ρ1 = pHR we must

therefore have

pHR � 1+ λrt. (14.16)

That is, the marginal productivity of investment

gross of agency cost must be positive. On the other

hand, the multiplier kt must be positive, meaning

that the marginal productivity of investment net of

the agency cost is negative:

pHR < 1+ λrt + BpH

∆p
. (14.17)

Lastly, the total net supply of real estate should be

positive:

pt � βpHB
λ∆p

. (14.18)

14.3.3 Dynamic Analysis

The dynamic system is defined by (14.13) and

(14.15). From (14.15), we obtain an increasing func-

tion,

rt = R(pt), (14.19)



14.3. The Kiyotaki–Moore Model 513

on [0, p̄], where the upper bound p̄ is defined by

p̄ = βpHB/λ∆p. Note that by choosing DR(·) ju-

diciously, one can generate any increasing function

R(·). Substituting (14.19) into (14.13), one obtains

pt = pHB/∆p
1− [pHR − λR(pt)− pHB/∆p]

× β[pt+1 +R(pt)]. (14.20)

It is also easy to show that in the relevant range

(defined by (14.16)–(14.18)), equation (14.13) implies

that pt is increasing in rt = R(pt). This implies that

the mapping frompt intopt+1 defined by (14.20) can

have a fairly arbitrary slope. Indeed, pt+1 decreases

with pt if the slope ofR(·) is big enough. Figure 14.4

illustrates the possibilities.

First, one notes that there may exist several

steady-state equilibrium prices (four of them, in-

dicated by an asterisk, in Figure 14.4). Interest-

ingly, economic activity, investment, leverage (from

(14.14)), real estate price, and rental rate all covary

across steady states. Second, there may exist cycles

such as the {p1, p2} cycle in Figure 14.4. The econ-

omy then alternates between a state of high activity

and high asset price and a state of low activity and

low asset price.29

To recap, we have seen that (i) current economic

activity depends on the firms’ current borrowing ca-

pacity and therefore on the future market price of

durable investments (here real estate), (ii) the latter

depends on future activity (or borrowing capacity),

(iii) consequently, economic activity in the present

and in the future are linked through the mecha-

nism of borrowing capacity and asset value, and (iv)

this creates a covariation of several economic vari-

ables, and further may generate cycles and multiple

equilibria.

14.3.4 Adding a Competing Store of Value

Let us conclude the study of the Kiyotaki–Moore

model with the following point, which will serve as

an introduction to the next chapter. The possibility

of multiple steady states and cycles in the Kiyotaki–

29. See Freixas and Rochet (1997) for more on cycles in such models.
For more on cycles in credit-constrained economies in a closed and

an open context, respectively, see Aghion et al. (1999, 2004) as well as
Sections 13.4 and 13.5.

p1
p2p1* p2*

45º

p3* p4* p− pt
0

pt + 1

•

•

•
•

•

•

Figure 14.4

Moore model hinges on the dual role of the assets as

inputs into the production process and as stores of

value, i.e., liquidity instruments that help the (suc-

cessful) entrepreneurs “bridge” the periods (store

their retained earnings in order to reinvest later).30

If we introduce into the economy another store of

value that is not directly used in the production pro-

cess (for example, Treasury bonds, as discussed in

the next chapter), the productive asset (real estate

here) now competes with the alternative store of

value and loses part or all of its value as a bridge

across periods.

To see this, let us introduce a pure store of value

in quantity L. One unit of this pure store of value

delivers 1 unit of nonstorable consumption good in

each period, forever.

Dynamics. Letting qt+1 denote the price of the

pure store of value at the end of period t (by anal-

ogy with pt+1, the price of real estate at the end of

period t), and l the individual holding of the store of

value by the representative (surviving) entrepreneur,

we can generalize the previous analysis. The date-t

30. In this sense, Kiyotaki and Moore’s paper is related to the Wood-
ford (1990) paper discussed in the next chapter.
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borrowing capacity becomes31

i = (pt+1 + rt)a+ (qt+1 + 1)l
(1+ λrt)− ρ0

,

where the numerator is the value of assets held by

the entrepreneur at the beginning of date t and the

denominator is as usual the difference between the

unit production cost and the unit pledgeable income.

The valuation function is

Vt(a, l) =
[

ρ1 − ρ0

(1+ λrt)− ρ0

]

× [(pt+1 + rt)a+ (qt+1 + 1)l].

Thus, whether they are held solely by the entrepre-

neurs or jointly by entrepreneurs and consumers (a

question that we will briefly analyze below), the two

assets (real estate and pure store of value) must com-

mand the same return, and this rate of return must

be at least equal to the one that consumers are will-

ing to accept:

pt+1 + rt
pt

= qt+1 + 1
qt

� 1
β
.

This equalization of rates of return is obvious if con-

sumers hold part of those assets: the rates of return

must then be equal to the inverse of the discount fac-

tor (i.e., 1/β). But, from the optimization condition at

the end of period t − 1, rate-of-return equalization

holds even if all assets are held by entrepreneurs.

Indeed, the latter allocate their wealth pta + qtl so

as to solve

max{βVt(a, l)− pta− qtl}.

As earlier, the rental rate for real estate is given by

DR(rt) = A− λIt.

The difference between this and the earlier treat-

ment is that the aggregate investment It is now

larger due to the availability of the alternative store

of value. In particular, if the pure store of value

is entirely held by the entrepreneurs, which, start-

ing from the equilibrium for L = 0 studied in

31. The date-t investors’ breakeven condition becomes

pH

[

Ri− Bi
∆p

+ pt+1a+ qt+1l
]

+(1− pH)[pt+1a+ qt+1l]+ art + l = [1+ λrt]i.

Section 14.3.3, requires that L not be too large,32

then

It = (pt+1 + rt)A+ (qt+1 + 1)L
(1+ λrt)− ρ0

.

Glut of stores of value. To illustrate the impact of

an alternative store of value in the Kiyotaki–Moore

model, suppose that L is large and so stores of value

are in part held by consumers. Then the rate of re-

turn on the stores of value must be equal to the con-

sumers’ rate of discount:
pt+1 + rt
pt

= qt+1 + 1
qt

= 1
β
,

and so

qt = q = β
1− β

(in contrast, pt increases over time as the econ-

omy grows and thus the industrial use of real estate

drives the rental rate rt up).

Suppose that entrepreneurs at date 0 start with a

small amount of assets.33 Then, as long as the NPV

is strictly positive, that is, as long as

ρ1 > 1+ λrt,
successful entrepreneurs do not want to consume.

They accumulate assets until their firms are wealthy

enough that their investment and the concomitant

demand for commercial real estate drives the rental

rate to its steady-state value r∗ and the NPV to 0:

ρ1 = 1+ λr∗.
To see why successful entrepreneurs indeed hoard

assets until the economy reaches its steady state,

note that, for ρ1 > 1+ λrt ,

qt < β
[

ρ1 − ρ0

(1+ λrt)− ρ0

]

(qt+1 + 1),

32. This is the case whenever
pt+1 + rt

pt
= qt+1 + 1

qt
<

1
β
,

where

DR(rt) = A− λ (pt+1 + rt)A+ (qt+1 + 1)L
(1+ λrt)− ρ0

.

To see when this holds, one can a contrario assume that

pt+1 + rt
pt

= qt+1 + 1
qt

= 1
β

and

DR(rt) > A− λ (pt+1 + rt)A+ (qt+1 + 1)L
(1+ λrt)− ρ0

.

This latter set of conditions holds if and only if L > L̄ for some L̄ > 0.
Conversely, the former set holds if and only if L < L̄.

33. But not equal to 0; otherwise, having no endowment in each
period, they would never “get started.”
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and so an entrepreneur with retained earnings, say,

1 unit of pure store of value, at the end of period t−1

is better off saving it, which will allow her to borrow

(qt+1 + 1)/[(1+ λrt)− ρ0] and enjoy payoff ρ1 − ρ0

on each unit of investment, rather than selling it at

price qt and consume the proceeds.

The steady-state values (indexed by an asterisk)

are then given by

ρ1 = 1+ λr∗,

p∗ = β
1− β r

∗,

q∗ = β
1− β,

DR(r∗) = A− λI∗.
The economy converges to the steady state in fi-

nite time, and its path is uniquely determined. This

result illustrates the role played by the Kiyotaki–

Moore assumption that there is no (or, more gen-

erally, little) alternative store of value.34

The next chapter analyzes the equilibrium deter-

minants of the quantity of stores of value in the

economy and emphasizes the theme (touched upon

in this subsection) that an increase in the volume

of stores of value (liquidity) reduces liquidity pre-

mia and interest rates and benefits the productive

sector.

14.4 Exercises

Exercise 14.1 (investment externalities in an indus-

try with decreasing returns to scale). Suppose that

the entrepreneur’s limited attention, say, induces de-

creasing returns to scale. Income in the case of suc-

cess is R(I), where R′ > 0, R′′ < 0, R′(0) = ∞,

R′(∞) = 0. Redo the analysis of the Schleifer–Vishny

model with this modification, and determine the sign

of the investment externality.

Exercise 14.2 (alternative distributions of bargain-

ing power in the Shleifer–Vishny model). Perform

the analysis of Section 14.2.2 for an arbitrary unit

34. Comparing this steady state with one that prevails when L = 0,
the rental rate is larger due to the large investment afforded by the
introduction of the pure store of value.

price P ∈ [0, ρ0] of resale of a distressed firm’s as-

sets to a productive one. (Assume that bargaining oc-

curs between the two firms’ investors, and that the

acquiring firm’s investors then redesign their man-

agerial incentives. Thus the per-unit surplus ρ0 − P
goes to the acquiring firm’s investors.)

Exercise 14.3 (liquidity management and acquisi-

tions). Consider the model of Section 14.2.5 when

the retooling cost is random. Suppose that this

retooling cost is drawn from cumulative distribu-

tion function F(ρ) on [0,∞), with density f(ρ) and

monotonic hazard rate (f(ρ)/F(ρ) is decreasing).

The level of the retooling cost is privately observed

by the potential acquirer (the safe firm). The timing

is as described in Figure 14.2.

Assume that the safe firm’s entrepreneur and in-

vestors ex ante secretly agree on an investment level

I and a credit line L. This credit line can be used if

needed for the acquisition by the entrepreneur and

completed by the liquidity, ρ0I, that can be raised

through a seasoned offering that dilutes the initial

investors. (Fixing a credit line L of this sort is indeed

an optimal policy.)

One will assume that the seller always has the

bargaining power (z = 1 in the notation of Sec-

tion 14.2.5) and therefore sets price P . Lastly, let ρ∗

denote the equilibrium threshold for the retooling

cost (that is, assets in equilibrium are acquired and

retooled if and only if ρ � ρ∗).

(i) Write the entrepreneur’s optimal liquidity man-

agement (to this end, follow the steps described in

Chapter 5). Show that given (anticipated) equilibrium

price P , the threshold ρ∗ satisfies the “indifference

between make and buy” equation:

P + ρ∗ = 1.

(ii) Write the objective function of the risky firm

when in distress. Compute the equilibrium price P .

Note that P < 1. What happens to P if for some rea-

son the anticipated level L increases?

(iii) Suppose that the cumulative distribution func-

tion F(ρ) converges to a spike at ρ̄.35 Show that

P + ρ̄ = 1,

and that F(ρ∗) converges to 1.

35. While still satisfying the monotone hazard rate property.
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Exercise 14.4 (inefficiently low volume of asset re-

allocations). This exercise applies the logic of cor-

porate risk management developed in Chapter 5

to show that, even with frictionless resale markets,

there will be an inefficiently low volume of transac-

tions in the secondary market.

There are three dates, t = 0,1,2, and at least two

firms i = 1,2.

Firm 1, the firm of interest, is managed by a risk-

neutral entrepreneur, who owns initial wealth A at

date 0 and is protected by limited liability. This firm

invests at a variable investment level I ∈ [0,∞).
The per-unit profitability of investment is random

and learned at date 1. The investment yields RI with

probability p+τ and 0 with probability 1− (p+τ).
The random variable τ is drawn from a continu-

ous distribution. The variable p is equal to pH if the

entrepreneur behaves (no private benefit) and pL if

the entrepreneur misbehaves (private benefit BI). Let

ρ1 = (pH + τ)R

and

ρ0 = (pH + τ)
(

R − B
∆p

)

≡ ρ1 −∆ρ

denote the random continuation per-unit NPV and

pledgeable income when the entrepreneur behaves

and the realization of profitability is τ . The distribu-

tion on τ induces a cumulative distribution function

F(ρ0) on [ρ
¯

0
, ρ̄0].

At date 1, the firm may either continue or resell as-

sets I to firm 2 (or to a competitive market). Firm 2

has a known level ρ̂0 of per-unit pledgeable income

per unit of investment (its NPV per unit of invest-

ment is in general larger than this).

Firms 1 and 2 do not contract with each other at

date 0. Rather, investors in firm 1 make a take-it-

or-leave-it offer to firm 2 at date 1 if firm 1’s initial

contract specifies that assets ought to be reallocated.

Assume for simplicity that the contract between

firm 1’s investors and the entrepreneur can be con-

tingent on the realization of ρ0.

Show that at the optimal contract assets are resold

whenever ρ0 < ρ∗0 , where

ρ∗0 < ρ̂0,

and so the volume of asset reallocations is ineffi-

ciently low.
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15
Aggregate Liquidity Shortages and

Liquidity Asset Pricing

15.1 Introduction

15.1.1 The Investors’ Commitment Problem
and the Demand for Stores of Value

As stressed repeatedly throughout this book, agency

problems deprive firms of a proper access to fi-

nance. Despite the many strategies designed to

boost pledgeable income, firms often cannot invest

as much and under the same conditions as they

would if they did not need outside funding.

This chapter shows that agency may generate

an additional source of inefficiency. Namely, pro-

duction plans that generate a positive present dis-

counted value (PDV) of pledgeable (i.e., investor)

income, estimated at the investors’ intertemporal

marginal rate of substitution (IMRS), may not be

feasible.

This new departure from the Arrow–Debreu para-

digm arises when firms face sequential financing

needs and agency will in the future continue to

create a wedge between value and pledgeable in-

come, that is, when refinancing is not a foregone

conclusion.

A key difference between credit rationing at the

initial financing stage and credit rationing at later

refinancing stages is that the latter can be planned

and addressed.

In Chapter 5, though, we assumed either (a) that

investors could commit to refinance the firm out

of their own future income as specified in the ini-

tial contract or, alternatively, (b) that stores of value

could be set aside that could be called upon to allow

investors to fulfill their contractual refinancing obli-

gations. By contrast, in a world in which investors

cannot pledge their future human capital (or, for

some of them, are not yet born), investors may be

unable to commit to inject new funds as required in

the future unless there exists in the economy a suffi-

cient quantity of stores of value that enable investor

commitment.

In an efficient production plan, each entrepreneur

maximizes her utility subject to the investors’ in-

tertemporal budget constraint: the PDV of investors’

income net of investments, assessed at the investors’

IMRS, must be nonnegative.

An efficient production plan may require a trans-

fer of wealth across states of nature or across time:

the firm may need cash injections in the future in ad-

verse states of nature, while being a source of cash

for the investors in more favorable ones; or the firm

may have excess cash in some period that it would

like to carry over to later periods if earnings and in-

vestment opportunities are asynchronized.

Two kinds of stores of value or liquid assets allow

firms to transfer wealth across states of nature or

across time:

Inside liquidity , namely, liquidity created by the

corporate sector through the issuance of claims on

its future cash flow—equity and debt claims in firms

that other firms can use as stores of value and resell

when funds are needed. Among other things, this

chapter asks whether the corporate sector as a whole

creates enough stores of value on its own.

Outside liquidity , namely, liquidity generated “out-

side” the corporate sector—land or other natural re-

sources, or rents already existing in the economy;1

or, as will be discussed in Section 15.3.3, govern-

ment-created liquidity such as Treasury securities.

1. The distinction between inside and outside liquidity is not as
clear cut as it would seem. In practice, some of the existing rents have
been created by the corporate sector. In the end, though, what matters
is the total amount of stores of value that can be harnessed to operate
the future wealth transfers.
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15.1.2 Chapter Outline

Section 15.2 analyzes transfers of wealth across

states of nature. To measure inside liquidity, it em-

beds the corporate-liquidity-demand framework of

Chapter 5 in a general equilibrium setting. As in

Chapter 5, a borrowing firm anticipates the accrual

of liquidity needs later on. Concerned about being

rationed by the credit market in the future, it op-

timally demands some insurance against it; that is,

it secures liquidity that it will be able to use in ad-

verse circumstances. As we just discussed, Chap-

ter 5, however, assumed either that current investors

were able to commit to bring the funds even when

reinvesting augments their losses, or that there ex-

isted a sufficient amount of stores of value to allow

investors to abide by their promise.

Section 15.2 therefore raises the sufficiency ques-

tion: does the volume of equity and debt claims

on the corporate sector suffice to resolve the in-

vestors’ commitment problem and thereby to allow

entrepreneurs to achieve their efficient production

plan? A simple and general self-sufficiency result

emerges: even in the absence of outside stores

of value, efficient production plans can be imple-

mented provided that (a) the liquidity needs are in-

dependently distributed across firms (there is no

aggregate shock), and (b) the existing liquidity is

pooled among firms and dispatched through a sys-

tem of credit lines (liquidity is not wasted).

Section 15.3, in contrast, shows that aggregate un-

certainty creates scope for a shortage of inside liq-

uidity even if it is pooled and dispatched properly.

This lack of self-sufficiency introduces a role for out-

side liquidity and generates liquidity premia (i.e., a

market return below the interest rate predicted by

the IMRS) for assets that are used as stores of value.

Asset prices are then determined not solely by the

assets’ stochastic yields and the consumers’ IMRS,

but also by their consumption or supply of liquidity

services.

Finally, Section 15.4 shows that similar insights

arise even in the absence of aggregate uncertainty

provided that firms have asynchronized income and

projects and are at times net lenders, so that they

must transfer wealth forward in time.

Most of this chapter, except the end of Section

15.4, will focus on a three-period setting: t = 0,

1,2. All economic agents (entrepreneurs, investors)

will have preferences over consumption streams

{c0, c1, c2} such that ct � 0 for all t:

U = c0 + c1 + c2.

In particular, the investors’ IMRS is equal to 1,

i.e., consumers demand a rate of return equal to 0.

Any return above or below 0 will therefore be at-

tributable to a liquidity service or consumption. (The

end of Section 15.4 will consider an extension to the

infinite-horizon setting, with the natural generaliza-

tion of preferences:U =∑t βtct with discount factor

β < 1; the IMRS is then equal to β.)

(This chapter borrows particularly heavily from

my joint work with Bengt Holmström (see Holm-

ström and Tirole 1996, 1998, 2001, 2002, 2005) and

from the many discussions about the literature that

I have had with him.)

15.2 Moving Wealth across States of
Nature: When Is Inside Liquidity
Sufficient?

This section argues that the corporate sector as a

whole creates enough liquidity to sustain an efficient

production plan provided that

• the corporate sector is a net borrower,

• there is no economy-wide shock, and

• liquidity is dispatched properly within the cor-

porate sector.

The third assumption will be discussed in this sec-

tion, while the first and the second will be relaxed in

Sections 15.4 and 15.3, respectively.

15.2.1 The Sufficiency Result

15.2.1.1 Model

We first illustrate the sufficiency result in the context

of the two-shock, variable-investment version of Sec-

tion 15.3.1,2 and then point at the generality of the

result.

There are three periods, t = 0,1,2. Investors are

risk neutral and the market rate of interest in the

economy is 0. The economy is also populated by a

2. Although the reader may want to return to Section 5.3.1 in or-
der to refresh his/her memory, the presentation here is entirely self-
contained.
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ρ
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invests I.

Liquidity need
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Expected income   1I,
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ρ

Figure 15.1

large number—technically a continuum of mass 1—

of ex ante identical, risk-neutral entrepreneurs. The

representative entrepreneur at date 0 has wealth A,

borrows I −A, and invests I. At date 1, a given firm

faces liquidity shock ρI, with

ρ =
⎧

⎨

⎩

ρL with probability 1− λ (healthy firm),

ρH > ρL with probability λ (firm in distress).

The firm can continue only if it finds funds to de-

fray its liquidity shock; otherwise, it is liquidated.

We normalize the liquidation value at 0.

In the case of continuation, the firm’s date-2 ex-

pected income is denoted by ρ1I, of which only ρ0I <
ρ1I is pledgeable to investors (see Figure 15.1).3

15.2.1.2 Efficient Allocation

Let us assume that

ρL < ρ0 < ρH < ρ1 (15.1)

and
(1− λ)(ρH − ρL) < 1. (15.2)

Let us first discuss condition (15.1). Note that a

firm can, at date 1, raise ρ0 per unit of investment by

returning to the capital market and by issuing new

claims on date-2 profit (i.e., by diluting the claims

of the date-0 investors in the firm). The inequality

ρH > ρ0 means that in the bad (high-shock) state

of nature, the “wait-and-see” policy of returning to

the capital market if needed will not suffice to cover

the high realization of the liquidity shock. The con-

dition ρH < ρ1 means that continuation is ex post

3. The wedge between date-2 value and pledgeable income can, as
in Chapter 5, be motivated by moral-hazard considerations: the firm
yields RI with probability p and 0 with probability 1− p. The prob-
ability p of success is equal to pH if the entrepreneur behaves and
pL = pH −∆p if she misbehaves. Letting BI denote the entrepreneur’s
private benefit in the case of misbehavior, the entrepreneur must be
given reward Rb in the case of success such that (∆p)Rb � BI, and so
ρ1 ≡ pHR and ρ0 = pH[R − B/∆p].

socially desirable even in the case of a high liquidity

shock. Lastly, we assume that ρL < ρ0. Otherwise the

liquidity shock would always exceed the pledgeable

income and so investors could never recoup their

date-0 investment and would not lend, which would

violate the net-borrowing assumption.

As was stressed in Chapter 5, there is a trade-

off between investment scale and continuation. That

continuation in the high-liquidity-shock state is ex

post socially desirable (ρ1 > ρH) does not imply that

it is ex ante optimal for the entrepreneur. Continua-

tion in the high-liquidity-shock state is costly to in-

vestors (ρH > ρ0), making them less eager to fund

investment at a given investment scale and forcing

the entrepreneur to reduce investment size. Condi-

tion (15.2) implies, as we will show, that the high

liquidity shock is small enough and sufficiently fre-

quent that the entrepreneur is willing to accept a

lower investment scale in exchange for being able to

continue when ρ = ρH.

Because investors lose money (even abstracting

from any contribution to the initial investment) in

the event of an adverse shock (ρH > ρ0), they would

never by themselves refinance the firm at date 1 in

that state of nature. Let us in a first step ignore this

difficulty (which is, however, central to the insights

of this chapter), and assume that somehow investors

can commit to any probability x in [0,1] of continu-

ation in the adverse state of nature and that they do

not demand an extra return for this (that is, they just

want to recoup the extra loss x(ρH − ρ0)I induced

by continuation in that state). One can, for example,

imagine that there exists in the economy a sufficient

quantity of stores of value that in exchange for 1 unit

of good at date 0 deliver 1 unit of good at date 1.4

4. Or, for that matter, at date 2, since consumers at date 1 are willing
to pay 1 for an asset that yields 1 at date 2.
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The investors’ outlay at date 0 is equal to I −A,

their expected outlay at date 1 is ((1−λ)ρL+λρHx)I,
and their expected income is (1−λ+λx)ρ0I. Hence,

the investors’ breakeven constraint is

[1+ (1− λ)ρL + λρHx]I −A � [1− λ+ λx]ρ0I.

The efficient allocation is defined as the one that

maximizes the representative entrepreneur’s utility

subject to the constraint that investors break even at

their IMRS. Note that such an allocation is efficient

given the existence of an agency cost (put differently,

it is “constrained efficient”). This efficient allocation

solves

max
{I,x}

{(1− λ+ λx)(ρ1 − ρ0)I}

s.t.

[1+ (1− λ)ρL + λρHx]I −A � [1− λ+ λx]ρ0I.

Using the investors’ breakeven constraint (satisfied

with equality), we can compute I as a function of x:

I = 1
(1+ (1− λ)ρL + λρHx)− (1− λ+ λx)ρ0

A.

And so the efficient allocation is given by

max
{x}

{

(1− λ+ λx)(ρ1 − ρ0)
(1+ (1− λ)ρL + λρHx)− (1− λ+ λx)ρ0

A
}

.

As in Chapter 5, consider the “unit cost of effective

investment,” that is, the average cost of bringing 1

unit of investment to completion. Ifx is the probabil-

ity of continuation at date 1 in the high-shock state,

then the total—investment plus reinvestment—cost

per unit of initial investment is 1+(1−λ)ρL+λρHx,

yielding a total probability of continuation5 equal to

1 − λ + λx. And so the unit cost of effective invest-

ment is

c(x) ≡ 1+ (1− λ)ρL + λρHx
1− λ+ λx .

The program yielding the efficient allocation be-

comes

max
{x}

{

(ρ1 − ρ0)A
c(x)− ρ0

}

.

The optimal xmust therefore minimize c(x), which,

together with condition (15.2), implies that

x = 1.

5. Alternatively,x could denote the fraction of the initial investment
that is not liquidated (i.e., 1− x is the downsizing intensity).

Let us now write the investors’ breakeven con-

straint for the policy of never liquidating:

[(1− λ)(ρ0 − ρL)+ λ(ρ0 − ρH)]I = I −A
or

(ρ0 − ρ̄)I = I −A,
where

ρ̄ ≡ (1− λ)ρL + λρH

is the expected liquidity shock per unit of invest-

ment.

Lastly, we assume that

ρ1 > 1+ ρ̄,
and so entrepreneurs prefer investing to consum-

ing A (the project’s NPV is positive).

To sum up, the efficient allocation is given by

x = 1 and I = A
(1+ ρ̄)− ρ0

.

15.2.1.3 The Sufficiency Result

Next we assume that investors cannot pledge their

future earnings and therefore cannot directly com-

mit to reinject cash at date 1 in the firm when they

lose money on this reinjection (ρH > ρ0); we ask

whether the efficient allocation can nevertheless be

implemented.

Assume that the shocks are drawn independently

across firms, and so there is no macroeconomic un-

certainty. Because the corporate sector is a net bor-

rower,
I −A > 0,

the investors’ breakeven condition implies that in-

vestors’ profit in the healthy firms (those facing a

low shock at date 1) more than offsets the loss that

they incur in the others:

(1− λ)(ρ0 − ρL) > λ(ρH − ρ0). (15.3)

We can define (gross) inside liquidity as the value,

(1− λ)(ρ0 − ρL)I, of healthy firms. Condition (15.3)

states that the (gross) inside liquidity exceeds the net

refinancing need, λ(ρH −ρ0)I, of firms facing a high

liquidity shock (and so the net amount of inside liq-

uidity, namely, the difference between gross outside

liquidity and the net refinancing need, is positive).

Put differently, the corporate sector’s long-term

investments create enough stores of value in the

form of tradable rights to pledgeable date-2 prof-

its that the policy that is optimal when the future is
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discounted at the investors’ rate of time preference

can be implemented:

• in the absence of outside stores of value,

• without any need for the corporate sector to cre-

ate inefficient stores of value.6

The reasoning is completely general: as long as

the corporate sector is a net borrower, the net value

of investors’ date-1 claims on the corporate sector

must be strictly positive, which implies that reinvest-

ments can be financed through the value of existing

shares.

As we will see, this property need not hold in the

presence of an aggregate shock.

15.2.2 Wasting Inside Liquidity

The sufficiency result by itself only states that the

corporate sector produces enough inside liquidity to

support its optimal reinvestment policy. It is silent

on how the latter can be implemented.

Let us first point out that the “natural implemen-

tation,” namely, the policy that consists in each firm

holding the stock index, that is, a representative

portfolio of claims on all firms in the economy, in

general does not work. The date-1 value of the index

is
(ρ0 − ρ̄)I.

To see this, note that the corporate sector will return

ρ0I to investors at date 2. The average reinvestment

cost, however, is ((1−λ)ρL+λρH)I = ρ̄I, which must

be financed at date 1 by issuing new shares on the

corporate sector date-2 income and thereby diluting

existing shareholders.

Thus, if all firms hold equal shares in the index,7

those with a high liquidity shock can meet it by re-

selling shares if and only if8

(ρH − ρ0)I � (ρ0 − ρ̄)I

6. For example, such inefficient inside liquidity could take the form
of short-term investments that deliver less than 1 unit of good at date 1
per unit of investment at date 0.

7. Implementing the optimal policy would be even more difficult
with unequal shares, since the firms with fewer-than-average shares
would have a harder time satisfying (15.4) below.

8. A related way to derive the same inequality goes as follows. The
stock index at the end of date 1, as we noted, has value ρ0I. And so the
total value for investors of a firm that holds the index is its own value
plus the index, or 2ρ0I. However, it must sell some of this stake to meet
its liquidity shock ρiI, where i ∈ {L,H}. Hence, the firm’s pledgeable
wealth at the end of date 1, 2ρ0I − E(ρiI) = (2ρ0 − ρ̄)I, must exceed
the high liquidity need, ρHI.

or

ρH + ρ̄ � 2ρ0. (15.4)

If ρH+ ρ̄ > 2ρ0, then holding the stock index does

not allow the firms facing the high liquidity shock to

continue.9

Why does this “self-provision” of liquidity result

in a waste of liquidity? Firms that face a low liquid-

ity shock at date 1 have excess cash for two reasons:

first (reasoning in terms of per unit of investment),

they can raise up to ρ0 when they need only ρL;

second, they have invested in the stock index, with

resulting value ρ0 − ρ̄. This excess liquidity is, of

course, not fully wasted as the extra profit is partly

reappropriated by distressed firms that own a frac-

tion of the stock index and therefore own part of the

healthy firms. Still, healthy firms do have excess liq-

uidity. At date 1, they either redistribute the excess

cash to or invest it on behalf of their owners; they

have no incentive to invest in distressed firms, in

which the reinvestment cost exceeds the pledgeable

income.

Readers familiar with the treatment of corporate

liquidity demand in Chapter 5, on the one hand, and

with the Diamond–Dybvig model of consumer liq-

uidity demand of Chapter 12, on the other, will in-

tuit the rational response to this potential waste: in

order to force healthy firms to redispatch cash to

distressed ones at date 1, firms must at date 0 pool

their liquidity and organize a system of (or akin to)

credit lines. For example,10 shares are deposited with

one (or an arbitrary number of) financial institutions;

each firm is then entitled to draw on a credit line

up to a cap of ρHI.11 The financial institution can

raise the cash needed to honor the credit lines by

selling at date 1 shares it holds in firms to date-1

investors.12 From the net-borrower assumption, the

9. Or forces them to downsize if part of the investment can be aban-
doned without impacting the rest of the investment.

10. We assume that firms cannot misuse their credit lines, say, by
demanding more than what they need and investing at date 1 in in-
efficient projects; see Holmström and Tirole (2005) for an analysis of
what happens when they can engage in such misuse. Also, there is
some indeterminacy here as to the way in which the efficient alloca-
tion can be collectively implemented. The key feature shared by these
implementations is the centralized dispatch of liquidity.

11. Healthy firms draw only ρLI.
12. As will be discussed in more detail below, we assume that indi-

vidual investors have at date 1 cash on hand that they can use to buy
shares in the firms. That cash, however, cannot be committed in the
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proceeds of such sales can cover the financing of the

credit lines:13

(1− λ)(ρ0 − ρL)I > λ(ρH − ρ0)I

(see Figure 15.2).

Discussion. The implications of a self-provision

of liquidity have been investigated in detail in an in-

ternational context by Caballero and Krishnamurthy

(2001, 2003, 2004a,b). Their models are richer than

the one presented here, in (at least) two ways. First,

they involve two goods (tradables, nontradables)

rather than one; a liquidity shortage can then be in-

terpreted as a lack of international liquidity (tech-

nically, a shortfall in tradables) for the country. Sec-

ond, the supply of liquidity is not fixed, but increases

with its price; namely, firms can create liquidity by

investing in (low-yield) short-term investments (on

this see Chapter 12).

Caballero and Krishnamurthy, for example, con-

sider settings in which domestic borrowers must

borrow in dollars (tradables) at date 0 to produce

pesos (nontradables) at date 2. A fraction of firms ex-

perience a high liquidity shock at date 1, formalized

as the need to reinject dollar-denominated invest-

ment into the firm. Each firm thus makes two uses of

dollars at date 0: long-term investment and reserves

for a possible date-1 liquidity shock. Caballero and

Krishnamurthy show that, from a social viewpoint,

firms (which do not coordinate their liquidity pro-

vision) overinvest in the illiquid asset and underin-

vest in reserves (hence, the use of “underinsurance”

form of credit lines granted by the consumers to the firms at date 0
either because consumers “were not yet born” or because their date-1
cash comes from labor income and human capital is inalienable.

13. Alternatively, the intermediary can grant a credit line equal to
(ρH − ρ0)I per firm, and allow the firm to raise further income by
issuing new securities. Firms in distress raise ρ0I by diluting their
owner and complement this amount by drawing on the credit line.
Healthy firms do not need to draw on the credit line and may just
issue enough securities to raise ρLI.

in the title of their 2003 paper). Healthy firms resell

their extra dollars at date 1 to distressed ones who

pledge nontradable collateral in exchange. But they

need not appropriate the full surplus of continua-

tion and so, at date 0, there is underinvestment in

reserves.14

In practice, liquidity may be wasted in other ways.

For example, a lack of coordination may result in

too many asset sales in a recession. One may have

in mind here banks disposing of their large com-

mercial and residential real estate portfolios when

their capital adequacy becomes insufficient. With a

downward-sloping demand for the corresponding

assets, such “fire sales” depress the price; put dif-

ferently, the sellers could be better off agreeing to

limit the amount of asset sales in bad times.15

Lorenzoni (2003) develops a setting in which there

is no firm-specific uncertainty and thus only an

aggregate shock (so wasting liquidity by failing to

pool it is not an issue) and in which financiers can

write detailed state-contingent contracts with entre-

preneurs. Workers (risk-neutral ones), however, are

hired after the aggregate shock is realized. While

wages are determined ex post through the labor mar-

ket clearing equation and therefore are state contin-

gent (they are lower in recessions), their evolution

does not mimic an optimal ex ante labor contract.

Put differently, workers ex post do share some of

the risk with firms, but they do not contribute in the

ex ante optimal way to the optimal sharing of risk in

the economy (here, the efficient provision of liquidity

to firms, due to worker risk neutrality). This reason-

ing is reminiscent of the observation that investors

ex post do not provide the ex ante socially efficient

volume of funds to a firm that has not planned its

liquidity management. Under worker risk neutrality,

14. Another contribution that builds on self-provision of liquidity
(but in a closed-economy context) is Kiyotaki and Moore (2001), which
develops an infinite-horizon model in which a store of value com-
mands a liquidity premium. In each period only a fraction of entrepre-
neurs have an investment opportunity. In order to be able to borrow
and invest, credit-rationed entrepreneurs must carry net worth from
the previous period through holding stores of value (a bit like in the
Kiyotaki–Moore model reviewed in Section 14.3). Entrepreneurs self-
provide their liquidity, i.e., they do not pool. This waste of liquidity
creates a shortage of liquidity even in the absence of aggregate liquid-
ity shock.

15. The analysis is similar to that of the impact of cartelization
of the asset resale market on pledgeable income (see the analysis in
Exercise 4.16).
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an ex ante labor contract is a way of committing

“funds” in the form of a substantial wage reduction

during hard times in exchange for a rent (relative to a

spot labor market outcome) for the workers in good

times. Lorenzoni shows that the firms’ balance sheet

may be overexposed to the aggregate shock.

Yet another way in which liquidity may be wasted

is when consumers themselves demand liquidity.

For example, consumers may demand liquid as-

sets more when fearing unemployment. But the

consumer demand for liquidity drains the liquid-

ity available to corporations, which may need to lay

workers off in a recession. To avoid this, complex co-

ordination between firms and their employees might

be needed.16

15.3 Aggregate Liquidity Shortages and
Liquidity Asset Pricing

15.3.1 Aggregate Shocks and the Value of
Outside Liquidity

Suppose now that liquidity shocks are perfectly cor-

related across firms in the model of Section 15.2

(that firms face the same shock is the starkest way of

introducing an aggregate shock; Exercise 15.3 stud-

ies the more general case of imperfectly correlated

shocks). In this polar case, and in the absence of out-

side liquidity, firms cannot continue when ρ = ρH >
ρ0:

x = 0.

We will assume that the entrepreneurs prefer in-

vesting to consuming even if the investment is liqui-

dated in the bad state of nature, i.e., that, per unit of

investment, the expected output (1 − λ)ρ1 exceeds

the sum of the initial investment cost, 1, and the

expected reinvestment cost, (1− λ)ρL:

(1− λ)ρ1 > 1+ (1− λ)ρL.

(This positive-NPV assumption is more stringent

than the previous one: ρ1 > 1+ ρ̄.)

Because all firms are valueless in the bad state

of nature, distressed firms cannot meet liquidity

shocks by selling (even indirectly through a financial

intermediary) shares in healthy ones.

The problem is that money cannot be moved

across states of nature at date 1. The corporate

16. For more on the waste of liquidity, see Holmström and Tirole
(2005).

sector has a high value in the good state of nature

(when ρ = ρL) but, according to the continuation

strategy defined in Section 15.2, is a “sink” in the

bad state of nature (when ρ = ρH). In the latter state,

investors are unwilling to bring more than ρ0I when

ρHI would be needed.

The key source of inefficiency is the inability of

investors to commit to transfer the large profit that

they can make in the good state of nature to sub-

sidize firms in the bad state of nature. This inabil-

ity of investors to commit to refinancing firms in a

recession may have two sources:

• consumers with income to invest at date 1 are

not yet born at date 0, or

• consumers with income to invest at date 1 are

already present at date 0, but they are unable to

pledge their future income (say, the income de-

rived from their human capital) at dates 1 and 2.

In practice, two factors may lead to a less drastic

conclusion:

(a) First, there may be alternative stores of value.

There may exist exogenous or outside stores

of value (e.g., land). Alternatively, the corporate

sector itself may create stores of value, for ex-

ample by investing in “inefficient projects” that

have a low yield, but support reinvestment in the

more efficient projects in a recession.

(b) Second, the government’s regalian power of tax-

ation may help harness the investors’ otherwise

unpledgeable income in the bad state of nature

at date 1.

Here we introduce outside stores of value into the

picture. For simplicity, there are LS such stores of

value. A store of value yields 1 unit of good at date 1

for certain. Its date-0 price is q; because the market

rate of interest is equal to 0 and investors can buy

the store of value,
q � 1.

Furthermore, if q = 1, then the corporate sector is

able to implement its efficient allocation. If q > 1,

then the corporate sector must hold all stores of

value.17

17. This is, of course, extreme. We could allow consumers to face
liquidity shocks themselves (as in Chapter 12) and hold some of the
liquid assets.



524 15. Aggregate Liquidity Shortages and Liquidity Asset Pricing

In the bad state of nature, the representative firm

continues with probability x. Equivalently, a fraction

1− x of its investment is liquidated. For ease of ex-

position, we will work under the latter interpreta-

tion.

The liquidity need in the bad state, ρHxI, must not

exceed the sum of the amount ρ0xI, which can be

raised by returning to the capital market at date 1,

and of the income L associated with a date-0 pur-

chase of outside liquidity in amount L. And so

(ρH − ρ0)xI � L.

The investors’ breakeven constraint condition states

that the total investor date-0 outlay to pay for illiq-

uid and liquid assets should be recouped from the

pledgeable income:

[I + qL]−A � L+ (1− λ)(ρ0 −ρL)I + λ(ρ0 −ρH)xI.

To make things interesting, we will assume that

LS is not so large that q = 1 (we will later provide

a condition for this to be the case). q > 1 only if

firms compete with each other for the scarce liquid-

ity. The date-0 price q adjusts to the level at which

the demand for liquid assets is equal to the supply:

L = LS.

Let

Ub = [(1− λ)(ρ1 − ρL)+ λ(ρ1 − ρH)x]I

− (q − 1)(ρH − ρ0)xI − I (15.5)

denote the representative borrower’s utility or net

present value, given that an amount of liquidity L =
(ρH − ρ0)xI is required to bring a fraction x of in-

vestment to completion in the bad state of nature.

The investors’ breakeven constraint can be rewrit-

ten as

[(1− λ)(ρ0 − ρL)+ λ(ρ0 − ρH)x]I

− (q − 1)(ρH − ρ0)xI � I −A. (15.6)

This constraint yields the investment level I as a

function of x and q. Substituting into (15.5),

Ub = ρ1 − c(x, q)
c(x, q)− ρ0

A,

where

c(x, q) = 1+ (1− λ)ρL + λρHx + (q − 1)(ρH − ρ0)x
1− λ+ λx

q

q

1

LS LS LS LS LS
LD, LS

LD

321
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is the cost of effective investment, that is, the aver-

age cost of bringing 1 unit of investment to comple-

tion. Let q̄ be given by

∂c
∂x
(x, q̄) = 0

⇐⇒ (1−λ)(ρH−ρL)+ (1− λ)λ
(ρH−ρ0)(q̄−1) = 1.

Then

x = 1 if q < q̄

= 0 if q > q̄

∈ [0,1] if q = q̄.
For q < q̄, the demand for liquid assets is given by

LD = (ρH − ρ0)I = ρH − ρ0

c(1, q)− ρ0
A.

The equilibrium in the market for liquidity is de-

picted in Figure 15.3, where

L̄S ≡ (ρH − ρ0)A
1+ ρ̄ − ρ0

is the lowest amount of outside liquidity such that

the market clearing price for liquidity is q = 1.

Figure 15.3 illustrates the three regions. When liq-

uidity is very scarce (LS = LS
1 for example), there

is liquidation (x < 1); the price of liquid assets is

then the highest price, q̄, that firms are willing to

pay in order to hold this liquidity and be able to sal-

vage their assets in the bad state of nature. As the

supply of liquidity LS increases, x increases. Once

x reaches 1, the price of liquid assets adjusts. A

lower price increases the firms’ borrowing capac-

ity and, indirectly, the demand for liquid assets,

which are a complementary input into the produc-

tion process. This region is illustrated by LS = LS
2 in



15.3. Aggregate Liquidity Shortages and Liquidity Asset Pricing 525

I

(i)

x

x = 1

(ii)

(a)

(b)

LS
LSLS

LS
LSLS

Figure 15.4 (a) (i) I = A/(1+ (1− λ)ρL − (1− λ)ρ0);
(ii) I = A/(1+ ρ̄ − ρ0).

Figure 15.3. Finally, for LS � L̄S (for instance LS = LS
3

in Figure 15.3), there is an excess supply of liquidity.

The market price is then q = 1, and the excess liq-

uidity, LS − L̄S, is absorbed by individual investors,

who demand a rate of return equal to 0.

Does liquidity crowd investment in or out? Fig-

ure 15.4 illustrates the relationship between liquid

and illiquid assets: a higher stock of liquid assets

first depresses and then boosts corporate invest-

ment.18

Whether liquid assets crowd in or out illiquid ones

depends on whether the entrepreneurs are willing

to invest without continuing in the adverse state of

nature ((1− λ)ρ1 > 1+ (1− λ)ρL) or not. In the for-

mer case, which we have just analyzed, the purchase

of liquid assets first comes at the expense of invest-

ment: liquid assets crowd out illiquid ones. For larger

amounts of liquidity (L � L̄S), x = 1 and liquid as-

sets and investment are necessarily complements: a

larger stock of liquid assets lowers the liquidity pre-

mium (q − 1) and thereby the cost of investment.19

18. For LS < L
¯

S, x < 1 and q = q̄. Investment is then given by

[1+ (1− λ)ρL − (1− λ)ρ0]I + [(q̄ − 1)+ λ]LS = A.
For LS ∈ [L

¯
S, L̄S], x = 1 and q � q̄. Furthermore,

LS = (ρH − ρ0)I and I = A
1+ ρ̄ + (q − 1)(ρH − ρ0)− ρ0

.

19. Note that our choice of consumer preferences (c0 + c1 + c2)
implies that stores of value cannot crowd out investment through an

When investing yields a negative NPV per unit of

investment when the investment is liquidated in the

adverse state ((1 − λ)ρ1 < 1 + (1 − λ)ρL), entrepre-

neurs invest only if they can complement their illiq-

uid investment with liquidity. In this case, liquid and

illiquid investments are always complements (see Ex-

ercise 15.4).

Remark (using foreign liquidity). It might appear that

a shortage of liquidity at the domestic level could be

compensated by resorting to international liquidity.

After all, aggregate shocks are likely to be smaller

in relative size at the world level than at a country’s

level. For example, Thai banks and firms could ob-

tain liquidity through a credit line from a consor-

tium of international banks or by holding shares in

the U.S. S&P500 index. This resort to international

liquidity is unfortunately limited by the country’s

own pledgeability problem (also called the “shortage

of international collateral”). Thus the conclusions

reached in this section carry over to an environment

of capital account liberalization.20

15.3.2 Liquidity Asset Pricing

The analysis in the previous subsection focused on

the pricing of safe claims, namely, claims that deliver

a constant yield at date 1 regardless of the state of

the economy. We now note that risky claims can also

be priced out by invoking the value of their “liquidity

service” (or disservice).21

In our example, there are only two aggregate

states of nature: ω ∈ {L,H}. Let m(ω) denote (one

plus) the liquidity service of the safe claim, i.e., the

marginal utility of one more unit of good available

at date 1 in state of nature ω. Because there is no

demand for liquidity in the good state of nature,

mL = 1.

By contrast, 1 unit of good available in the bad state

of nature generally has a value in excess of 1:

mH � 1.

increase in the rate of interest demanded by consumers. An elastic
savings function would add a factor of substitutability between stores
of value and investment as in Diamond (1965) and Tirole (1985).

20. On this, see Caballero and Krishnamurthy (2001, 2003, 2004a,b)
and Holmström and Tirole (2002).

21. For more details, see Holmström and Tirole (2002, 2005).
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mH can be computed from the price of the safe asset:

q = E[m(ω) · 1]

= 1− λ+ λmH,

and so

q − 1 = λ(mH − 1). (15.7)

The liquidity premium, q − 1, is equal to the prod-

uct of the probability λ that the asset will perform

a liquidity service and the net value, mH − 1, of this

service.

m(ω) is the liquidity asset pricing model (LAPM)

analog of the stochastic discount factor in the

consumption-based capital asset pricing model

(CCAPM).22 Like the stochastic discount factor, it al-

lows a systematic pricing of assets with arbitrary re-

turn streams. Using the expression of mH given in

(15.7), one can then find the date-0 price, per unit

of expected return, of an arbitrary asset i with flow

return {yi(ω)}{ω=L,H}:

qi = E[m(ω)yi(ω)]
E[yi(ω)]

.

Consider, for example, the representative firm

with investment I whose shares are acquired by a

financial institution that also hoards liquid assets

and grants the firm the right to draw enough liquid-

ity in order to continue in the bad state of nature.

From the point of view of the financial institution,

this firm yields

yfirm(L) = (ρ0−ρL)I and yfirm(H) = −(ρH−ρ0)I.

Hence, its price is

qfirm = [(1− λ)(ρ0 − ρL)− λ(ρH − ρ0)mH]I
[(1− λ)(ρ0 − ρL)− λ(ρH − ρ0)]I

= 1− λ(ρH − ρ0)(mH − 1)
E[yfirm(ω)/I]

= 1− (q − 1)[(ρH − ρ0)I]
E[yfirm(ω)]

.

Because it consumes rather than supplies liquidity

in the bad state of nature, the firm is valued below

par, that is, it exhibits an equity premium. In this

simple model, the equity premium is perfectly neg-

atively correlated with the liquidity premium q − 1,

as q varies between 1 and q̄ (due to variations in the

supply of outside liquidity, say).

22. For expositions of the CCAPM, see, in particular, Campbell et al.
(1996), Cochrane (2005), and Duffie (2001).

15.3.3 Government Provision of
Outside Liquidity

We saw that, whenever liquidity is properly dis-

patched within the corporate sector, the failure to

achieve the efficient allocation stems from the in-

vestors’ inability to promise income to the corporate

sector in the bad state of nature.23 In that state of

nature and under condition (15.2), continuation is

desirable, but the corporate sector is ex post unable

to convince investors to bring cash, as only part of

the benefits from continuation can be returned to

them.

The government’s unique ability to tax consumers

can make up for the latter’s inability to pledge

money to the corporate sector. Ideally, the govern-

ment would like to boost the corporate sector’s sol-

vency in the bad state of nature by taxing consumers

and transferring the proceeds to the corporate sec-

tor. Such a policy need not be to the detriment of

consumers, though: the government can tax the cor-

porate sector in the good state of nature and thereby

compensate (in expectation) consumers for the loss

they incur in the bad state of nature. But optimal liq-

uidity provision is contingent liquidity provision: the

government must operate a redistribution from the

households to corporations in those states of nature

in which the latter encounter hardship.

In practice, the creation of outside liquidity by the

government takes a variety of other forms, among

which only a richer model can distinguish. One has

the government issue Treasury bonds (at date 0 in

our model). These bonds are akin to the stores of

value studied in Section 15.3.1, in that they can be

used by the corporate sector to overcome the high

liquidity shock. The government can create liquidity

and thereby affect the allocation because it has ac-

cess to consumers’ date 1 (and 2) endowments and

can thereby back the bond issue through this tax

“collateral.”

It is also important to stress that liquidity is cre-

ated by forcing consumers to redistribute toward

the corporate sector in bad times. Were the coupons

of the Treasury bonds financed through a corporate

tax, the Treasury bonds would do nothing to boost

23. This feature underlies the non-Ricardian properties discussed
below.
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the corporate sector solvency in bad times: the logic

of this argument elaborates on that underlying the

result that an investment subsidy financed through

a corporate income tax has no effect on investment

(see Exercise 3.19).

Other ways in which the government creates liq-

uidity and supports economic activity in bad times

include a countercyclical monetary policy; deposit

insurance premia that are not indexed to the busi-

ness cycle (banks are riskier in a recession and there-

fore market-based deposit insurance premia would

then adjust upwards) and use of the discount win-

dow; publicly provided unemployment insurance (in

a recession, layoffs are more frequent and work-

ers remain unemployed for a longer period of time,

so a market-based, private layoff insurance scheme

would yield high premia in recessions); implicit guar-

antees to private pension funds; and so forth.

These injections of liquidity are either discre-

tionary (e.g., countercyclical monetary policy) or part

of an automatic stabilization mechanism (e.g., non-

indexed deposit insurance premia). As Sundaresan

and Wang (2004) point out, explicit preannounce-

ments of liquidity provision are rare because the tim-

ing of liquidity crises is uncertain. These authors,

though, identify one episode in which the govern-

ment offered state-contingent liquidity: the century

change date. There was a fear that a Y2K computer

bug might provoke widespread difficulties and a

severe liquidity crisis. Sundaresan and Wang first

present evidence for the United States of high liq-

uidity premia associated with this concern. They

then describe and assess how private sector con-

cerns were partially alleviated by the central bank’s

provision of state-contingent liquidity. For example,

the Federal Reserve auctioned off call options on the

ability to borrow from the discount window at dates

around January 1, 2000, at a strike set at 150 ba-

sis points above the prevailing Federal funds rate;

other auctions related to the right to enter overnight

repo transactions with the New York Fed at a preset

strike price (also 150 basis points above the prevail-

ing Federal funds rate).

Finally, this informal treatment of government

creation of outside liquidity misses a discussion

of the cost of this creation. For example, taxing

consumers involves a deadweight loss of taxation.24

Clearly, the government must engage in a cost–

benefit analysis when choosing how much liquid-

ity to create. The market for liquid assets may help

guide the government in this respect, as liquid-

ity premia reflect the corporate demand for stores

of value and their scarcity. Similarly, along the in-

tertemporal dimension, the design of the term struc-

ture of public debt can be guided by the liquidity pre-

mia embodied in the bonds of various maturities.

15.4 Moving Wealth across Time:
The Case of the Corporate Sector
as a Net Lender

Historically, the enabling of transfers of wealth by

stores of value was first stressed in environments

where wealth had to be moved across periods rather

than across states of nature. It has, for example,

figured prominently in the overlapping generations

(OLG) literature,25 in which consumers want to save

some of the income earned when young for their old-

age consumption. To give this older literature a cor-

porate finance connotation, let us follow Woodford

(1990) in assuming that entrepreneurs’ income and

investment opportunities are asynchronized.

We still consider three dates, t = 0,1,2. Assume a

continuum of mass 1 of identical entrepreneurs. The

representative entrepreneur is, as earlier, born with

endowmentA at date 0. She no longer has any mean-

ingful investment opportunity at that date, however.

By contrast, she anticipates that she will at date 1

have a variable-investment-size project: by invest-

ing I ∈ [0,∞) at date 1, the entrepreneur will create

an expected income equal to ρ1I at date 2, of which

only ρ0I is pledgeable to date-1 investors. As in Sec-

tion 3.4, we assume that

ρ1 > 1 > ρ0,

so that investment has a positive NPV, but pledge-

able income per unit of investment is lower than

unity.

24. The size of the deadweight loss may further depend on whether
taxes are levied during the recession (in which case they may impose
further hardships on households, who may be laid off by their firm) or
delayed through the use of government borrowing.

25. First developed by Allais (1947), Samuelson (1958), and Dia-
mond (1965).
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Figure 15.5

We further assume that there exist LS stores of

value at date 0, each of which deliver 1 unit of good

at date 1.

The timing is summarized in Figure 15.5.

We obtain the equilibrium outcome by working

backwards in time. Assume that, at date 1, the rep-

resentative entrepreneur has wealth L (she has then

consumed A−qL at date 0). The analysis is identical

to that of Section 3.4, for that level of net worth. The

entrepreneur’s borrowing capacity is determined by

the date-1 investors’ breakeven constraint:

I − L = ρ0I ⇐⇒ I = L
1− ρ0

.

The NPV—which, due to the breakeven condition,

goes to the entrepreneur—corresponds to the non-

pledgeable part:

(ρ1 − ρ0)I = ρ1 − ρ0

1− ρ0
L.

Turning now to the market for liquid assets at

date 0, note that the representative entrepreneur’s

intertemporal utility is

[A− qL]+
[

ρ1 − ρ0

1− ρ0
L
]

,

where L must satisfy qL � A.

Qualitatively, there can be two equilibrium config-

urations.

Excess liquidity : L = A � LS and q = 1. When there

is a large number of stores of value (LS � A), the lat-

ter command no liquidity premium. Entrepreneurs

save their entire endowment and invest it at date 1.

Scarce liquidity : because entrepreneurs are willing

to pay up to

q̄ ≡ ρ1 − ρ0

1− ρ0
> 1

per unit of liquidity, as LS falls below A, the price

first adjusts so as to clear the supply and the

q

q

1

A/q LD, LS

LD

A

Figure 15.6

demand for liquidity,

A = qLS,

until LS reaches the level A/q̄. As LS falls further,

the price of liquidity stabilizes at the entrepreneurs’

willingness to pay q̄ (see Figure 15.6).

In the region in which liquidity is very scarce

(LS < A/q̄), financial development, interpreted as an

increase in the extent of pledgeability ρ0 (keeping ρ1

constant), makes liquidity more valuable and raises

its price (that is, q̄ increases).

Creation of liquid instruments by the corporate sec-

tor. Suppose now that LS = 0, but that each entre-

preneur can, at date 0 and at increasing and convex

cost C(L), create L units of income at date 1. The

privately optimal investment is given by26

C′(L) = q̄ = ρ1 − ρ0

1− ρ0
.

Note, in particular, that the marginal unit of in-

side liquidity thus created has a negative return

(1/q̄ < 1). Indeed, if C′(0) � 1, all units of liquid-

ity have a negative return. Yet, each entrepreneur is

willing to invest in these inefficient projects in order

to benefit from the attractive investment opportuni-

ties at date 1.

Infinite-horizon versions. There are at least two

ways of extending these ideas to infinite-horizon

settings. First, we can follow Woodford (1990) in

assuming multiple categories of infinitely lived

entrepreneurs. Woodford’s model has two groups

of entrepreneurs. A group-1 entrepreneur receives

an endowment A (of a nondurable good) in each

26. Provided that C′(0) < q̄ < C′(C−1(A)).
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odd period; she has investment opportunities only

in even periods. A group-2 entrepreneur in contrast

receives endowment A (of a nondurable good) in

each even period and has investment opportunities

in odd periods.

For expositional simplicity, Woodford assumes

that the return on investment is immediate (accrues

at the period in which the investment is made), and

that none of it is pledgeable (ρ0 = 0).

The only means of transferring wealth from peri-

ods of endowment to periods of investment is own-

ership of a store of value. There are LS consols or

consol bonds27, each yielding 1 unit of nondurable

good per period, forever.

In equilibrium, group-1 entrepreneurs purchase

the store of value from group 2 in odd periods; and

vice versa in even periods (see Figure 15.7).

All have preferences

∞
∑

0

βtct,

where β < 1 is the discount factor and ct � 0 is con-

sumption. In a period with an investment opportu-

nity, investing I yields ρ1I (of which, recall, nothing

is pledgeable). We assume that βρ1 > 1, so delay-

ing consumption in order to invest is worthwhile.

Focusing for conciseness on the case in which there

are few consols, the price of consols, q, is given by

q = β(1+ q)ρ1,

since one consol purchased at date t yields divi-

dend 1 and generates resale price q, and this net

worth (1 + q) enables the entrepreneur to invest at

the same level (due to ρ0 = 0), yielding (1 + q)ρ1.

27. A bond is a consol bond if it does not have a maturity and pays
a fixed coupon perpetually.

Note, in particular, that the rate of return on con-

sols, 1/q, is smaller than the agents’ rate of prefer-

ence (1− β)/β: the liquid asset sells at a discount.28

An alternative approach is to posit an OLG struc-

ture. In order to facilitate comparison with the

Woodford model, let us assume that investment I
yields ρ1I within the same period and that none of

this income is pledgeable to investors.29

Generation t (Gt) comprises a unit mass of entre-

preneurs. Gt ’s representative entrepreneur receives

exogenous and nondurable endowment A and can

use it either to consume at date t or to purchase Lt
consols from generation Gt−1, which will enable her

to invest at t + 1 (see Figure 15.8). There are LS con-

sols in the economy, each delivering 1 unit of per-

ishable good per period, forever. In equilibrium, Lt
must be equal to LS for all t.

Let β denote the discount factor between the two

periods of a generation’s life. Gt ’s representative

entrepreneur’s utility from consumption (ct, ct+1) at

dates t and t + 1 is thus ut = ct + βct+1.

Focusing again on the case in which there are few

consols, the market price of a consol is given by the

same condition as in the Woodford model:

q = β(1+ q)ρ1.

Every generation but the first has utility ut = A,

since it is in equilibrium indifferent between buy-

ing consols and consuming the endowment. The ini-

tial generation (that born with the consols, which

start delivering income at date 1, say) has utility

u0 = A+ β(1+ q)LSρ1 = A+ qLS.30

28. Put differently, the rate of interest on a consol, r c, is given by
q ≡ 1/r c. The rate of time preference, r , satisfies β ≡ 1/[1+ r]. And
so r c < r .

29. This total lack of pledgeability makes the analogy with the
Allais–Samuelson–Diamond OLG model particularly striking. For, an
old consumer in this model consumes but cannot borrow.

30. Under the OLG structure and under certain circumstances, all
generations can be made better off through a sequence of transfers
from each generation to the previous one. Suppose, for example, that
LS = 0, and so all generations including the initial one have utilityut =
A. Suppose that the initial generation sells a “bubble” (i.e., an asset
paying no dividend and with rate of return equal to the market rate
of interest) b = A to the second generation, and so forth. Then each
generation but the first has utility ut = βρ1A > A. The first generation
also gains as it getsu0 = A+βρ1A. (With consols LS > 0, the feasibility
of such schemes depends on the rate of growth of the economy and on
whether the consols appear over time or are capitalized at the initial
date (see, for example, Tirole 1985).)
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15.5 Exercises

Exercise 15.1 (downsizing and aggregate liquid-

ity). Consider the variable-investment model with

decreasing returns to scale and a liquidity shock.

There is a unit mass of identical entrepreneurs. The

timing for a given entrepreneur is in Figure 15.9.

At date 1, an amount J, 0 � J � I, is rescued.

In the absence of a liquidity shock (event has prob-

ability 1− λ), of course J = I. But in the face of a

liquidity shock (which has probability λ), the invest-

ment is downsized to J � I (the cost of continuation

is then ρJ). The shock is verifiable. Let R(J) denote

the profit in the case of success.

The moral-hazard stage is described as it usually

is: the probability of success is pH if the entrepre-

neur works and pL = pH − ∆p if she shirks. The

entrepreneur obtains private benefit BJ by misbe-

having and 0 otherwise. Investors and entrepreneur

are risk neutral, and the latter is protected by limited

liability.

Economic agents do not discount the future

(which does not imply that rates of interest are

always 0!).

From now on, use J for the amount that is sal-

vaged when there is a liquidity shock (as we noted,

the corresponding amount is I in the absence of

shock).

Assume that R(0) = 0, R′ > 0, R′′ < 0, R′(0) = ∞,

R′(∞) = 0.

(i) Assume that there is plenty of liquidity in the

economy, so that the firms have access to a store of

value (by paying q = 1 at date 0, they receive 1 at

date 1).

Show that downsizing occurs in the case of a liq-

uidity shock,

J∗ < I∗,

if and only if

ρ >
1

1− λ.
(Hints: (1) write the incentive constraints (the

sharing rule can be adjusted to the realization of

the shock) and infer the pledgeable income; (2) max-

imize the entrepreneur’s utility (employ the usual

trick) subject to the investors’ breakeven condition,

ignoring the constraint J � I; let µ denote the

shadow price of the constraint; (3) derive the stated

result.)

(ii) Suppose that the liquidity shocks are perfectly

correlated.
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• What is the minimal number L∗ of outside stores

of value (delivering 1 unit of good each at date 1)

needed to support the allocation described in (i)?

• Argue that if L < L∗, then q > 1 and J < I a

fortiori if ρ > 1/(1− λ).
Derive the equations giving the liquidity pre-

mium (q − 1) under these assumptions.

(iii) Suppose now that the liquidity shocks are in-

dependent across firms.

• Argue that (provided that the entrepreneurs bor-

row at date 0) there is enough liquidity to sup-

port the allocation derived in (i).

• Suppose that each entrepreneur holds the stock

index. When will this provide enough liquidity?

How can one prevent this potential waste of liq-

uidity?

Exercise 15.2 (news about prospects and aggregate

liquidity). Consider an economy with a continuum

of identical risk-neutral entrepreneurs. The repre-

sentative entrepreneur has a fixed-size investment

project costing I, and limited personal wealth A < I.
The project, if undertaken, will deliver a random but

verifiable income y ∈ [0,1], with cumulative dis-

tribution function G(y) and density g(y), provided

that a reinvestment J is made after y is learned, but

before y is produced. The project yields nothing if

it is interrupted.

Moreover, in the case of “continuation” (that is,

if J is sunk), and regardless of the value of y , the

entrepreneur may behave, in which case income is

y for certain, or misbehave, in which case income is

y with probability pL and 0 with probability 1− pL.

The entrepreneur, who is protected by limited liabil-

ity, obtains private benefit B when misbehaving (and

no private benefit otherwise). Let

R ≡ B
1− pL

(one will assume that B is small enough that, in the

relevant range, it is worth inducing the entrepreneur

to behave in the case of continuation).

The timing is summarized in Figure 15.10.

The rate of interest in the economy is equal to 0.

(i) Compute the NPV and the investors’ net income

as functions of the threshold y∗ for continuation.

(ii) Let y∗0 ≡ J and y∗1 = J +R.

Define A∗0 and A∗1 by

I −A∗k ≡
∫ 1

y∗k
y dG(y)− [1−G(y∗k )][J +R],

for k ∈ {0,1}.
• What are the date-0 investment policy (invest-

ment/no investment) and the date-1 reinvestment

policy (the threshold y∗) as functions of A? (Hint:

distinguish three regions A � A∗0 , A � A∗1 , and

A∗1 < A < A
∗
0 .)

• Argue that, for A > A∗1 , the entrepreneur must

arrange at date 0 for her firm’s date-1 liquidity.

(iii) • Is there enough inside liquidity if productiv-

ities are drawn independently from the distribution

G(·)? Why?

(iv) Suppose, in contrast, that there is a macro-

economic shock θ that is revealed at the beginning

of date 1. (One will denote by Eθ[·] the date-0 ex-

pectations over the random variable θ.) Let y∗(θ)
denote the state-contingent threshold.

• Write the date-0 financing constraint.

• Show that the optimal threshold when liquidity

is abundant is actually state independent: there ex-

ists y∗ such that

y∗(θ) = y∗ for all θ.

• Show that the second-best allocation can be im-

plemented when there are at least

min
{θ}

∫ 1

y∗
(y − J −R)dG(y | θ)
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units of outside liquidity delivering 1 unit of good

for certain at date 1.

•What would happen if there were few such stores

of value?

Exercise 15.3 (imperfectly correlated shocks). This

exercise extends the analysis of Section 15.3 to allow

for imperfect correlation among the shocks faced by

the firms. As in Section 15.3.1, there is a mass 1 of ex

ante identical entrepreneurs. Each entrepreneur has

a constant-returns-to-scale project. An investment

of size I at date 0 yields ρ1I at date 2, of which ρ0I
is pledgeable, provided that the liquidity shock ρI is

met at date 1. ρ is equal to ρL with probability (1−λ)
and ρH with probability λ, with ρL < ρ0 < ρH < ρ1

and (1 − λ)(ρH − ρ0) < 1. As usual, entrepreneurs

and investors are risk neutral, and the latter demand

a rate of return equal to 0 (see Figure 15.11).

The new feature is that shocks are imperfectly cor-

related: for a fraction 1− θ of entrepreneurs, shocks

are drawn independently (θ = 0 in Section 15.2.1). A

fraction θ of entrepreneurs face the same shock, ρL

with probability (1 − λ) and ρH with probability λ
(θ = 1 in Section 15.3.1).

There is no outside store of value, and the long-

term projects are the only investment projects avail-

able to the corporate sector.

Show that the private sector is self-sufficient (i.e.,

the efficient allocation can be implemented using the

inside liquidity created by the long-term projects) if

and only if θ � θ∗, where

(1− θ∗)(I −A) = θ∗(ρH − ρ0)I,

where I is independent of θ.

Exercise 15.4 (complementarity between liquid

and illiquid assets). Go through the analysis of Sec-

tion 15.3.1 assuming that entrepreneurs do not want

to invest in projects that are discontinued in the ad-

verse state of nature:

(1− λ)ρ1 < 1+ (1− λ)ρL.

Show that an increase in the supply LS of liquid as-

sets increases the investment I in illiquid ones.
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16
Institutions, Public Policy, and

the Political Economy of Finance

16.1 Introduction

Our analysis of financial design has taken the le-

gal, regulatory, social, and political environment

as given. We now investigate the determinants of

public policies regarding corporate finance. To set

the scene, we begin with a few reminders concern-

ing public policy and its normative and positive

rationales.

(a) A large array of policies affecting corporate

financing. The interaction between public policy

and corporate financing starts with the various

laws and regulations that affect the borrowers’ abil-

ity to pledge income to the investors. Those rules

impact the latter’s formal and real control over

the firms through voting procedures (one-share–

one-vote, proxy by mail, ability to call extraordi-

nary shareholder meetings), board composition, and

transparency requirements (disclosure rules, regu-

lation of auditors’ or analysts’ conflicts of interest);

they protect minority shareholders (by limiting con-

trolling shareholders’ tunneling ability or ordering

mandatory dividends) or creditor rights; and they

may shield contracting commitments from borrower

opportunism (depending on the efficiency and pro-

bity of the court system) or from government in-

tervention into private contracting (debt moratoria,

mingling in mergers and acquisitions).1

1. An interesting question is whether the regulatory infrastructure
could not be provided by the private sector itself. A number of rules
could, of course, be set by the contracting parties themselves, offering
more flexibility for financial design; in this view, the government can
content itself with (a) the design of some “default rules” that econ-
omize on transaction costs for parties whose preferred contractual
design is rather ordinary, (b) the enforcement of private contracting
arrangements. We will later come back to rationales for government
intervention.

It would, however, be a mistake to restrict atten-

tion to rules that explicitly govern the contracting

relationship between investors and borrowers, as

most public policies influence corporate profitability

and pledgeable income: tax, labor, and environmen-

tal laws; competition policy; prudential and other

regulations with regards to financial intermediaries

(capital adequacy and risk management regulations,

banking bailouts, promotion of bank competition2);

policies affecting savings (interest rate regulation)

and the macroeconomy; and open-economy policies

(trade and capital account liberalization, exchange

rate management).

(b) Rationales and determinants of public policy.

An influential view, developed, for example, in North

(1981), distinguishes between the (positive) role of

the government as an enabler of private contract-

ing through the provisions of a legal, regulatory, and

enforcement environment, and the (negative) role of

the government when expropriating private wealth

on behalf of powerful interest groups.3

Needless to say, this view is overly simplistic for

two reasons. First, redistribution, when it operates

from the rich to the poor, is a most legitimate ob-

jective, even though one can argue about whether

the redistribution is best performed through spe-

cific policies (such as employment protection, mini-

mum wage, or codetermination) rather than through

a progressive income taxation.4 Second, efficiency-

2. See Kroszner and Strahan (1999) for an analysis of the politics of
the relaxation of bank branching restrictions in the United States.

3. North calls the latter the “predatory theory of the state.”

4. In the celebrated model of Atkinson and Stiglitz (1976), the least
distortive means of achieving (an arbitrary amount of) redistribution
is income taxation. The Atkinson–Stiglitz result implies that redistri-
bution should not be a concern in any other policy dimension. It rests
on a number of strong assumptions, such as the perfect observability
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enhancing government intervention is not limited to

the provision of a contract-enhancing infrastructure.

The restrictive view exposited above assumes that

if the parties’ contracts are enforceable, then they

will contract efficiently; that is, the Coase Theorem

(1960) will apply. As is well-known, though, pri-

vate contracts may be inefficient for several reasons.

First, the absence of some stakeholders at the

bargaining table leads to a failure to internalize

their welfare and therefore to contract-generated

externalities;5 we already encountered this ratio-

nale when discussing limits on antitakeover devices

in Chapter 11. Second, efficient contracting gener-

ally requires symmetric information; as discussed

in Chapter 6, private information held by the con-

tracting parties may lead to suboptimal or inefficient

contracting.6 Proponents of the view that private

contracting inefficiencies may call for government

intervention have also put forth the possibility of

socially undesirable bargaining positions7 and, more

of income, the identity of tastes (individuals differ in their ability to
earn money, but their preferences are separable between their labor
input and the basket of goods and services they consume), and the
absence of externalities.

5. This is the standard rationale for antitrust enforcement (to pro-
tect consumers against undue monopolization or the abuse of market
power) and environmental regulation.

6. Aghion and Hermalin (1990) more generally argue that adverse
selection provides a rationale for certain types of government inter-
vention into private contracting.

7. As in the cases of duress or unequal expertise. Another argu-
ment, of a behavioral nature, stresses individuals’ time-inconsistency
problems; their desire for instant gratification or avoidance of costly
conflict may push them to accept terms of contracting that their
“long-term self” would not sign up for. This is the rationale behind
cooling-off periods, which allow consumers to cancel certain types of
purchases within, say, a week of the purchase.

Our discussion of possible rationales for government intervention
is closely related to Shavell’s discussion of “legal overriding of con-
tracts” (2004, Chapter 13). Shavell first mentions “harmful external-
ities” and “losses in welfare to the contracting parties.” In the latter
category, he includes (a) the possibility for courts to override terms
of the contracts that are inconsistent with the court’s interpretation
of the contract, (b) losses due to asymmetric information at the date
of contracting, and (c) misleading representations (as when a person
buys food that is mislabeled), including in some cases a lack of dis-
closure. Shavell then discusses “paternalism” as another oft-cited rea-
son why it may not be optimal to enforce contracts. Paternalism may
relate to the prohibition of the sale of things that are deemed inalien-
able (such as human organs, babies, or voting rights) or to undesirable
consumptions (of certain drugs, of pornography for children). Shavell
argues (properly in my view) that, once one digs deeper and derives
justifications for such paternalism, one is led to consider one of the
previous rationales for the legal overriding of contracts (externalities,
asymmetric information, individual’s time inconsistency, etc.) and so
paternalism is not a rationale on its own.

in accord with supporters of a more laissez-faire ap-

proach, the transaction-cost savings of regulation.8

(c) Contracting and property rights institutions.

The chapter’s organization reflects a basic distinc-

tion between contracting and property rights insti-

tutions.9

Contracting institutions (analyzed in Section 16.2)

will refer to the policy environment that prevails

when borrowers, investors, and other stakehold-

ers—most notably the employees—contract. As dis-

cussed above, this policy environment includes not

only the laws and regulations that govern contracts

between borrowers and investors, but other policy

variables as well, such as taxes, labor laws, or macro-

economic policies, which also affect pledgeable in-

come and value.

Property rights institutions (studied in Sections

16.3 and 16.4), in contrast, will refer to the perma-

nence of the contracting institutions. Because their

relationship is often long lasting, stakeholders can-

not take it for granted that the contracting environ-

ment in force at the date of contracting will remain

unaltered. Public policies may be modified in the fu-

ture either because of the time inconsistency of pub-

lic policy (the fact that governments in general would

like to commit to future policies that they would

have no incentives to abide by when the time comes),

as studied in Section 16.3, or because of changes in

government, the relative power of interest groups,

or the composition of dominant political alliances,

as studied in Section 16.4.

When contractual institutions are not remanent,

stakeholders must project into the future to fore-

cast how they will evolve over time. In particular, the

8. A standard illustration is supplied by the fact that very few people
read the small print, if any, on the parking ticket when they park their
car in a public parking space, or go through the terms of the license of
the software they install on their computers. Clearly, it could not be
efficient to enforce all contracting provisions in such circumstances,
as this would force consumers to devote a wasteful amount of time
to protect themselves against exploitative clauses (not to mention the
anxiety created by the possibility of mistake).

Transaction costs of contracting can also be reduced by the provi-
sion of standard-form agreements (as we already noted), and by the
courts’ completing incomplete terms “in the spirit of the contract.”

9. The definitions given here differ slightly from those found in the
literature, most notably in Acemoglu and Johnson (2003). Acemoglu
and Johnson define “contracting institutions” as those supporting pri-
vate contracts, and “property rights institutions” as those constraining
the expropriation by government and elite.
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credibility of contractual institutions hinges on the

cost for governments to renege on their promises or

on changing the previous administration’s policies.

Constitutional provisions, judicial reviews, the out-

right devolution of decision making to independent

bodies,10 and reputational concerns of entrenched,

long-lasting governments all tend to insulate policy

from interest group pressure and to make contract-

ing institutions longer lasting.11 Stakeholders must

also anticipate how political majorities may evolve

and which interest groups future governments will

want to pander to.

16.2 Contracting Institutions

16.2.1 Roadmap

This section focuses on the borrower–investor rela-

tionship and analyzes the two parties’ preferences

over contracting institutions. It first assumes that

there are no externalities among borrowers, an as-

sumption which in particular rules out competition

for savings (that is, the investors supply funds elas-

tically for a given rate of return).

A key theme of the book has been that borrowers

must usually make concessions to investors in order

to attract financing. Indeed, most interesting issues

in financial design stem from a basic conflict be-

tween value and pledgeable income. Borrowers often

sacrifice value in order to boost pledgeable income.

When pressed to produce return to attract investors,

borrowers first offer them a large debt repayment

or a higher share of profits. This policy is, however,

10. Such as the judiciary or independent agencies (regulatory agen-
cies or central banks).

11. There is a legitimate question as to the desirability of commit-
ment in the realm of public policy. On the one hand, commitment
protects stakeholders against expropriation of their specific invest-
ments and thereby induces them to invest. On the other hand, a lack
of commitment allows more flexibility to react to changes in the en-
vironment (when policies cannot be contractually indexed on these
changes); it also allows an incoming administration to undo bad pub-
lic policies chosen by a previous administration that was captured by
interest groups (see, for example, the mechanism-design approach in
Laffont and Tirole (1993, Chapter 16), which provides conditions under
which regulatory flexibility is desirable despite the fact that it allows
the regulator to partially expropriate the regulated firm’s investment).

Faure-Grimaud and Martimort (2003) analyze the possibility of col-
lusion between interest groups and regulatory agencies in a dynamic
setup in which political principals change over time. They show that
regulatory independence stabilizes policies by making it harder for a
new majority to overrule previous policies and make them more re-
sponsive to its own preferences. Independence thus moderates the
swings associated with changes in political majorities.

limited by entrepreneurial moral hazard and must

be supplemented by costly concessions.12 Value is

sacrificed until investors get a sufficient rate of re-

turn, i.e., until the pledgeable income allows them to

recoup their initial outlay.

Importantly, the weaker the firm’s balance sheet,

the more extensive the concessions made to in-

vestors. For example, the weaker the balance sheet

(the parentheses refer to the relevant sections, num-

bered within chapters), the lower the scale of oper-

ations (3.4), the higher the amount of costly collat-

eral pledged to investors (4.2), the more restricted

the entrepreneur’s exit options (4.4), the shorter the

debt maturity (5.2), the higher the need for specu-

lative and active monitoring (8.2 and 9.2), the more

numerous the control rights conceded to investors

(10.2) and, among investors, to creditors (10.4), and

the weaker the antitakeover defenses (11.3).

This observation leads to a “topsy-turvy principle”

concerning borrowers’ preferences over contracting

institutions. From an “ex ante perspective,” firms

with weak balance sheets benefit most from strong

contracting institutions, which allow them to have

access to financing and then to reduce the number of

costly concessions that they must make to investors.

Once they have raised funds, though, firms with a

weak balance sheet often become the most vocal ad-

vocates of a weakening in contracting institutions,

as they do not want to abide by the concessions that

they have made to attract funding in the first place.

Section 16.2.2 provides a few illustrations of this

logic. Section 16.2.3 then synthesizes them in a gen-

eral model. Finally, Section 16.2.4 adds externalities

among borrowers to the picture by allowing them to

compete either for savings or in the product market.

We will develop these arguments within the fixed-

investment model, and will take cash on hand (net

worth) as an indicator of the strength of the bor-

rowers’ balance sheet (as discussed earlier in the

book, there are other indicators, such as those aris-

ing from a heterogeneity in opportunities for mis-

behavior, which lead to similar results).

12. Recall that with a dichotomous effort (behavior, misbehavior),
pledging a higher share to investors is costless as long as the entre-
preneur keeps a sufficient stake to be induced to behave. When effort
is continuous, in contrast, the dilution of the entrepreneur’s stake al-
ways reduces effort away from the efficient level and therefore itself
constitutes a costly concession.
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p

1 − p

Entrepreneur
behaves ( p = pH,
no private benefit)
or misbehaves
( p = pL, private
benefit B).

Outcome.Entrepreneur
borrows I − A;
loan agreement
specifies nominal
stakes (Rb, Rl) in
the case of success.

• • •

Success: profit R is diverted by
entrepreneur (probability 1 − e)
or shared according to nominal
agreement (probability e).

Failure: all receive 0.

Figure 16.1

16.2.2 Contracting Institutions,
Financial Structure, and
Attitudes toward Reform

The illustrations build on the fixed-investment

model of Section 3.2: risk-neutral entrepreneurs are

protected by limited liability and have a project

of size I and cash on hand A, and so must bor-

row I −A. The population of entrepreneurs in the

economy is described by the cumulative distribution

function G(A); that is, entrepreneur heterogeneity

stems from differences in net worth.13 The project,

if funded, yields profit R with probability p and 0

with probability 1− p, where p is subject to entre-

preneurial moral hazard: p = pH (the entrepreneur

receives no private benefit) or p = pL = pH−∆p (the

entrepreneur receives private benefit B). The mar-

ket rate of return is, for the moment, normalized

at 0; that is, investors stand ready to supply funds

as long as they recoup their investment in expecta-

tion. We will assume throughout that it is optimal

to provide the entrepreneur with an incentive to be-

have. The project has positive NPV if the entrepre-

neur behaves, pHR > I, but not if she misbehaves,

I > pLR + B.

The first illustration, which follows Acemoglu

and Johnson (2003)14 closely and is developed

in Section 16.2.2.1, analyzes this basic model in an

imperfect-enforcement environment, where only a

fraction of the investors’ nominal claim on the fi-

nal profit is actually returned to investors. Weak

enforcement is represented as a reduction in the

pledgeable income and in a first step is assumed

13. As we just noted, we could alternatively measure the strength of
balance sheets through a heterogeneity in benefits from misbehavior
or other relevant variables.

14. See also Bolton and Rosenthal (2002) for a theoretical analysis
of government intervention in debt contracts.

per se not to destroy value (i.e., it reduces the piece

going to investors, not the size of the cake). The

other three illustrations are summarized in the text

and are treated in more detail in the supplemen-

tary section; they extend this imperfect-enforcement

model by introducing costly concessions to in-

vestors (costly collateral pledging, short-term debt

and control rights).

16.2.2.1 Weak Contract Enforcement Impairs

Funding Ability

As usual, we let Rl and Rb denote the lenders’ and

borrower’s claims on the final profit in the case

of success. Suppose that the investors’ claim Rl =
R−Rb is enforced only with probability e; relatedly,

a fraction of profit could be diverted in all impunity

by the entrepreneur.15 The parameter is a measure

of the strength of enforcement. In practice, it is af-

fected by laws,16 regulations such as those on trans-

parency and minority shareholder protection and by

the efficacy and expediency of courts. With imper-

fect enforcement, we must distinguish between the

nominal or contractual entrepreneurial stake Rb in

success, and the actual stake, which, with probabil-

ity 1− e, is equal to R and exceeds the contractual

stake. We assume that the entrepreneur chooses her

effort before knowing whether she will be able to di-

vert income in the case of success (see Figure 16.1).

On the one hand, given nominal stakes (Rb, Rl), an

imperfect enforcement makes investors less eager

15. The two interpretations give slightly different expressions since
the investors in expectation receive eRl in the former and max{eR,Rl}
in the latter. But the results are very similar for both interpretations.

16. A case in point (studied by Kroszner 1999) is the repudiation by
the United States of the gold indexation clause in long-term (private
and public) contracts during the Great Depression (the law was passed
by Congress on June 5, 1933, and then upheld by the Supreme Court).
The debt burden of borrowers would have been 69% (the extent of the
devaluation) higher if gold clauses had been enforced.
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to lend than when e = 1; indeed, they recoup their

initial outlay if and only if

pHeRl � I −A. (16.1)

On the other hand, the entrepreneur, again for

given nominal stakes, appropriates a higher frac-

tion of the return, and so has stronger incentives to

behave; the incentive compatibility condition is now

(∆p)[eRb + (1− e)R] � B. (16.2)

Rewriting the investors’ breakeven condition (16.1),

a necessary condition for financing is that

pHeR − pHeRb � I −A,
or, using the incentive constraint (16.2),

pHeR − pH

[

B
∆p

− (1− e)R
]

� I −A

� pH

[

R − B
∆p

]

� I −A. (16.3)

The reader will here recognize condition (3.3), ob-

tained for e = 1. Intuitively, imperfect enforcement

implies an extra ex post transfer from investors to

the entrepreneurs, and this transfer can ex ante be

undone (reappropriated by the investors) by lower-

ing the nominal rewardRb. Because the ex post trans-

fer involves no deadweight loss, the necessary con-

dition for financing is unchanged.

This, however, does not imply that the contract-

ing institutions (here described by the enforcement

level e) are irrelevant; the necessary condition (16.3)

is also sufficient if and only if one can find a nominal

reward Rb � 0 satisfying (16.1) and (16.2). Two cases

need to be considered. If (1 − e)R < B/∆p (which

holds when e is close to 1), then, from (16.2), in-

centive compatibility requires Rb > 0 anyway. The

necessary and sufficient condition for financing is

then (16.3). In other words, small changes in con-

tracting institutions (i.e., in the parameter e) are

neutral.

We will focus on the other case by making the fol-

lowing assumption.

Assumption 16.1. (1− e)R > B/∆p.

This condition, which holds for lower levels of

enforcement,17 states that the entrepreneur is in-

centivized even in the absence of nominal reward

17. Recall that pHR > I > pLR + B, and so R > B/∆p.

(Rb = 0). Under this condition, the breakeven condi-

tion, combined with Rl � R, imposes that

pHeR � I −A
or

A � A(e),

where the threshold,18

A(e) ≡ I − pHeR, (16.4)

is a decreasing function of e: the stronger the en-

forcement, the more firms that have access to financ-

ing. The fraction of firms that receive funding is

equal to [1−G(A(e))].
Conditional on receiving funding, the borrower’s

utility is independent of the level of enforcement,

since the lack of enforcement involves no dead-

weight loss and therefore does not impact the NPV:

Ub ≡ pHR − I.
Remark. Jappelli et al. (2005) provide empirical

evidence of the impact of the quality of contract

enforcement on the access to funding. They first

develop a theoretical model in which lenders’ abil-

ity to recoup collateral depends on the efficiency

of court enforcement.19 An improvement in judi-

cial efficiency opens up the credit market to bor-

rowers with little collateral; and so, again, borrowers

with weak balance sheets benefit ex ante from bet-

ter corporate institutions. Jappelli et al. then test the

model using judicial data for twenty-seven Italian

districts.20 Proxies for court (in)efficiency are taken

to be the length of trials and the number of civil suits

pending per inhabitant. Judicial districts with bet-

ter legal enforcement also display more lending and

fewer credit constraints.

The topsy-turvy principle. We have assumed that

there is commitment as to the level of enforcement.

That is, e is determined prior to the investors’ fund-

ing decision. Let us investigate the political forces

that may (a) ex ante affect the determination of e
and (b) ex post create a lobby for a revision of con-

tracting institutions. For expositional simplicity, we

18. Note that A(e) exceeds the value A given by pH(R − B/∆p) =
I −A due to Assumption 16.1.

19. The fraction of the cash flow that can be recouped by investors
also depends on the efficiency of the court system in Jappelli et al.

20. See also their paper for references of empirical studies per-
formed on other countries.
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will confine our attention to a dichotomous choice

between weak institutions (e = eW) and strong insti-

tutions (e = eS), where

eW < eS.

From an ex ante perspective (that is, prior to the

funding decisions), a move from weak institutions to

strong ones benefits “borrowers with weak balance

sheets,” namely, those with

A(eS) � A < A(eW),

who receive funding only under strong institutions.

“Borrowers with very weak balance sheets,” i.e.,

“nonborrowers” (A < A(eS)), are indifferent because

they never have access to financing. “Borrowers

with strong balance sheets” (A � A(eW)) are also un-

affected by the reform. (Actually, borrowers with

strong balance sheets would suffer from institutions

being strong rather than weak if savings were not

perfectly elastic, so that the entry of entrepreneurs

with weak balance sheets would compete the inter-

est rate up. Conversely, borrowers with very weak

balance sheets, who really are savers, would benefit

from strong institutions if the interest rate were not

rigid. See Section 16.2.4.)

Ex post (after investments are made), though,

entrepreneurs with initial cash on hand A, provided

they receive funding, reimburse Rl(A), given by

pHeRl(A) = I −A.

Thus firms with weak balance sheets reimburse

more, regardless of the level of enforcement. This

implies that firms with weak balance sheets ex post

have more incentives to lobby for a weak enforce-

ment. They suffer from time inconsistency as they

need a strong enforcement ex ante and have a deep

interest in a weak enforcement ex post. By contrast,

firms with a strong balance sheet do not benefit ex

ante (and, as we noted, even lose if savings are elas-

tic) from strong institutions and are less hurt by

strong institutions ex post.

16.2.2.2 Contracting Institutions and Concessions

(Collateral, Liability Maturity,

Control Rights)

The previous simple illustration did not offer scope

for costly concessions, that is, payments to investors

in “inefficient currencies.” Consequently, weak con-

tracting institutions either had no impact or pre-

vented funding altogether. The next three illus-

trations, developed in the supplementary section,

show, among other things, that weak institutions de-

stroy value in a “more continuous way,” by forcing

the firms to make inefficient concessions. For con-

ciseness, the treatment in the text of these illustra-

tions covers only the key ideas.

• The second illustration enriches the first by al-

lowing the borrower to pledge assets and not only

income to investors. In the costly collateral model, in-

vestors value the assets that they foreclose less than

the borrower does, and so the borrower pledges as

little collateral as is needed to attract financing. Con-

sequently, firms with weak balance sheets pledge

more collateral to make up for the dearth of pledge-

able income. Furthermore, and as in Section 4.2, it is

efficient to pledge in a contingent rather that uncon-

ditional fashion: the collateral is turned over to the

investors only if the firm fails.

When investor claims on income are better en-

forced, pledgeable income is more abundant, and

so less collateral needs to be pledged: firm value is

raised for those borrowers who had (and still have)

access to financing. Furthermore, some borrowers

who were previously unable to commit enough col-

lateral to attract funds gain access to financing.

When investor claims on assets are better enforced

(that is, when the probability that investors are in-

deed able to seize the assets in the case of failure

increases), less collateral needs to be pledged in or-

der to boost pledgeable income by a given amount,

and again more borrowers get access to financing.

Ex ante, firms with weak balance sheets benefit

most from a better enforcement of investor claims

on income or assets because better contracting in-

stitutions either allow them to gain access to financ-

ing or allow them to pledge fewer assets. Once the

funds have been raised, though, these weak-balance-

sheet firms become the strongest advocates of a re-

laxation of the enforcement of investor claims, as

they have pledged more income and/or more assets

to investors.

• The third illustration investigates the impact

of contracting institutions on the maturity structure
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of liabilities. Recall from Section 5.2 that firms with

weak balance sheets must not only allocate a big-

ger share of final profit to their investors, but must

also issue more short-term debt. Short maturities,

while appealing to investors, induce inefficient liq-

uidity shortages and early liquidations. In that sense,

they represent a concession to investors.

When investor claims on long-term profit are bet-

ter enforced, there is more pledgeable income, and

so borrowers can contract for more liquidity (less

short-term debt) with investors. As a result, firm

value increases. The impact on the level of short-

term debt, in contrast, is ambiguous. As discussed

in Chapter 5, liquidity results from a combination

of retained earnings21 (for cash-rich firms) and the

ability to conduct a seasoned offering. With stronger

enforcement, a seasoned offering raises more cash,

and so, while the contracted-for amount of liquid-

ity increases, the net impact on target retained earn-

ings, and thus on short-term debt, is a priori unclear.

The topsy-turvy principle again holds. Firms with

weak balance sheets have a particularly short ma-

turity and high risk of illiquidity; hence, they are

ex ante the primary beneficiaries of a better en-

forcement. But they become particularly eager to see

enforcement relaxed as time goes by.

• The fourth illustration investigates the impact of

contracting institutions on governance. Recall from

Section 10.2 that firms with weak balance sheets

must relinquish more control rights to assuage in-

vestors. When investor claims on income are better

enforced, fewer control rights need be relinquished

and borrower utility increases. Furthermore, firms

with weak balance sheets ex ante benefit most from

the better enforcement of investor cash-flow rights,

as they value the marginal control rights that they

relinquish highly. Similarly, when investor control

rights are better enforced, borrowers with weak bal-

ance sheets ex ante benefit most. As usual, the pro-

file of borrowers’ preferences over enforcement as

a function of the strength of their balance sheet is

reversed once funding has been secured.

21. We abuse terminology slightly by letting “retained earnings”
denote the difference between short-term profit and short-term debt
(there is no difference between a short-term debt payment and a divi-
dend in the model of Section 5.2).

16.2.3 The Broader Picture

More generally, the borrower makes concessions c =
(c1, . . . , cn) in order to get investors on board. Con-

cessions may be the investors’ income claim, the

amount of collateral, the level of short-term liabil-

ities, or the extent of investor control, as in the il-

lustrations above, or any other concession reviewed

in this book. The contracting institutions are sum-

marized by a vector e = (e1, . . . , em); examples of

components of e include, as we have seen, the en-

forcement of equity and debt claims or that of con-

trol rights. But more generally, e stands for all vari-

ables that are exogenous to the firm and yet affect

pledgeable income and possibly firm value.

The pledgeable income can then be written as22

P(c, e), where, in the relevant range,

∂P
∂ci

> 0, i = 1, . . . , n (concessions help

attract funding),

∂P
∂ej

> 0, j = 1, . . . ,m.

The investors’ breakeven condition is then

P(c, e) � I −A.
The firm’s value gross of investment can be written

V (c, e), where, in the relevant range,

∂V
∂ci

< 0, i = 1, . . . , n.

(The NPV is then V (c, e)− I.) When the contracting

environment is formalized as the degree of enforce-

ment of cash-flow rights, affecting ex post transfers

between investors and borrower (Section 16.2.2.1),

∂V
∂ej

= 0, j = 1, . . . ,m.

More generally, though, an investor-friendly con-

tracting environment increases or decreases the

NPV for a given design of concessions. A stricter

enforcement of investors’ claims on costly collat-

eral pledges, for instance, reduces the NPV, ceteris

paribus.23 Or, to take an example not yet alluded to,

22. Here we keep assuming that investment is fixed, and so we omit
I in the expression of P. As we note below, this involves no loss of
generality.

23. Of course, and as we will see in Section 16.5.1, the borrower
may reduce the amount of collateral pledged accordingly so as to keep
the same expected value of the pledge as the contracting environment
changes.
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an investor-friendly environment may create trans-

action costs or penalize the firm in its competi-

tive environment,24 as when it involves disclosure

of information to investors (∂V/∂ej < 0). Con-

versely, when we broaden the range of applications

of the theory to tax or labor laws, the borrower

may benefit from an investor-friendly environment

(∂V/∂ej > 0).25

Remark (variable investment). While we have ap-

parently stuck to the fixed-investment-size envi-

ronment, the modeling above actually allows for

variable investment size as long as investment

moderation is modeled as a concession.

To see this, let P(I, c, e) and V (I, c, e) denote

more generally pledgeable income and value (and so

P− (I−A) is the investors’ net profit); suppose that

the borrower, ceteris paribus, prefers a larger invest-

ment than the investors would want, as has been the

case in the models we have considered in the book:

∂((V − I)− (P − (I −A)))
∂I

> 0.

This inequality has an ex post version:

∂(V −P)
∂I

> 0.

Once funding is secured, the entrepreneur receives

in expectation the gross value of investment minus

what is returned to investors. Indeed, in the relevant

range, we have the fundamental equation of credit

rationing: at the margin an extra unit of investment

increases social value but cannot be funded,

∂V
∂I

> 1 >
∂P
∂I
. (16.5)

(Suppose that the marginal value of investment and

the marginal pledgeable income both exceed 1. Then

increasing investment marginally benefits the bor-

rower and facilitates financing. Similarly, if both val-

ues are below 1, the two parties benefit from a

reduction in investment.) Thus we can view (a low)

investment as a concession, cn+1 ≡ −I, as long as we

redefine the pledgeable income in ex ante (or net)

24. For example, the disclosure of information to investors as to the
firm’s strategy in the market may benefit competitors. It then reduces
value even if it raises pledgeable income on balance.

25. One may have in mind, for example, a decrease in wage-related
taxes, an increase in R&D investment subsidies, or the provision of
communications or telecommunications infrastructures that benefit
corporations.

terms, Pn ≡ P − (I − A), with ∂V/∂cn+1 < 0 and

∂Pn/∂cn+1 > 0 in the relevant range.

We are now in a position to examine the impact

of a change in the contracting environment on firm

value. Treating its components as well as conces-

sions as continuous variables, the borrower solves

max
{c}

V (c, e)

s.t.

P(c, e) � I −A.
And so if µ denotes the shadow price of the financing

constraint,

∂V
∂ci

+ µ ∂P
∂ci

= 0 for all i.

The impact of a change in a component of the con-

tracting environment is

dV
dej

= ∂V
∂ej

+ µ ∂P
∂ej

.

The first term on the right-hand side of this latter

equation is the direct (or cost) effect ; as we observed,

this direct effect is equal to 0 if the enforcement

relates to cash-flow rights and is a mere transfer be-

tween investors and borrower. The second, and more

interesting, term is the enabling effect (a better en-

forcement allows the borrower to make fewer costly

concessions).

A special case. Let us assume (as in Section

16.2.2.1) that there is no direct effect:

V (c, e) = V (c).
We will furthermore focus on single-dimensional c
and e. Figure 16.2 illustrates the funding decision.

In Figure 16.2, the relevant range refers to con-

cessions that lie between cFB (the first-best level,

which maximizes V ) and c∗l (e) (the concession that

maximizes pledgeable income).26 The figure illus-

trates the financing decision for three types of firm:

26. For example, in the costly collateral pledging illustration, the
first-best level was 0 and the one preferred by investors was the max-
imum feasible level of collateral. In the maturity liability illustration,
the concession referred to (minus) the cutoff liquidity shock that could
be withstood by the firm; the first-best cutoff level was (using the usual
notation; see also the supplementary section) ρ1, while the one that
maximizes pledgeable income was ρ0. In the control rights illustration,
the first-best level of control rights, derived in the supplementary sec-
tion, was given by γ′(τFB) = R; and investors wanted as many control
rights as possible.
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I − A

I − AL

I − AM

I − AH

c (pledgeable
income)

cFB c*

V (value)

e P (pledgeable
income)

c*(e)l

Figure 16.2

AL (“very weak balance sheet”), AM (“weak balance

sheet”), and AH (“strong balance sheet”), with AL <
AM < AH. The firm with cash on hand AL cannot

make concessions that guarantee enough pledgeable

income to investors to allow them to recoup their ini-

tial outlay. The firm with cash on handAH can secure

financing without sacrificing value (c = cFB). Finally,

the firm with cash on hand AM must make conces-

sion c∗ and sacrifice some value in order to attract

financing.

The dashed curve shows the impact of an increase

in enforcement e: pledgeable income increases and

the firm’s cash on hand AM is able to make fewer

concessions; and so firm value increases. Firms with

strong balance sheets are unaffected, and a few

marginal firms with very weak balance sheets gain

access to funding.

16.2.4 Externalities among Borrowers

We have already alluded to the fact that the analy-

sis above neglected interactions among borrowers.

These interactions can occur either in the input mar-

kets (for example, competition for savings or labor)

or in the output market. (Section 16.3 will study a

third form of interactions, namely, through the im-

pact of private contracting choices on future govern-

ment policies.)

Competition for savings. We have assumed that

investors supply funds perfectly elastically to bor-

rowers as long as they receive a nonnegative rate

of return. Let us now introduce an upward-sloping

savings function, while preserving investor risk neu-

trality. That is, investors have utility function

u(c0)+ c1,

where c0 and c1 are their consumptions at the date

of funding and at the date at which investors receive

their return.27 The function u is increasing and con-

cave. Assuming that y is the investors’ date-0 en-

dowment and letting r denote the market rate of

interest, the savings function is given by28

u′(y − S(r)) = 1+ r .
Note that S′(r) > 0.

For simplicity, we keep assuming that entrepre-

neurs have utility function c0 + c1 from consump-

tion stream {c0, c1} and we will restrict attention to

positive interest rates so that entrepreneurs who do

not receive funding save their cash on hand (this as-

sumption is not important). Finally, and also for sim-

plicity, we will focus on the special case of no direct

effect of the degree of enforcement on the NPV.

Using the general formulation exposited above, let

A(e, r) and A(e, r) be defined by29

P(cFB, e) = (1+ r)(I −A(e, r))
and

P(c∗l (e), e) = (1+ r)(I −A(e, r)).
Note that A(e, r) < A(e, r) and that both are de-

creasing in e.30

Thus, firms with cash on hand A < A(e, r) do

not have access to funding, those with A(e, r) �
A < A(e, r) receive financing but must make ineffi-

cient concessions, and those withA � A(e, r) secure

“first-best funding.”

Consider a distribution G(A) of firms with G(0) =
0 and G(I) = 1 (for simplicity, this hypothesis does

27. The notation {c0, c1} for consumptions is used here only. It is
not to be confused with that for concessions.

28. The investor solves max{c0 ,c1}{u(c0)+ c1}, where

c1 = (1+ r)(y − c0) = (1+ r)S.
29. The cutoff type’s utility, as measured at date 1, is then

Ub(A(e, r)) = V (c∗l (e))− [1+ r(e)]I � 0,

where c∗l (e) is the concession made by A(e, r) and r(e) the equilib-
rium rate of interest.

30. This is obvious from A(e, r). For A(e, r), recall that P is by
definition maximized at c∗l (e) and so dP/de = ∂P/∂e.
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not alter the analysis). The date-0 equilibrium inter-

est rate is determined in the market for funds:

S(r) =
∫ I

A(e,r)
(I −A)dG(A)−

∫ A(e,r)

0
AdG(A).

And so the interest rate r increases with the level of

enforcement e (as more firms get access to financ-

ing).31

A borrower’s net utility, as measured at date 1, is

given by32

Ub = V (c)− (1+ r)I.
And so

dUb

de
= V′(c∗(e))

dc∗

de
−
(

dr
de

)

I.

Firms with strong balance sheets (A � A(e, r)) are

hurt by an improvement in contracting institu-

tions since c∗ = cFB and so V′ = 0. They sim-

ply see their cost of capital increase. The utility of

entrepreneurs of firms with weak balance sheets

(A(e, r) � A < A(e, r)) is more indeterminate: their

cost of capital has increased, but better enforcement

allows them to make fewer concessions to investors

(dc∗/de < 0), which benefits the entrepreneur (as

V′ < 0). And, of course, the entrepreneurs in firms

with very weak balance sheets (A < A(e, r)) are bet-

ter off: the marginal firms gain access to funding,

while the others remain net lenders and therefore

benefit from an increase in the rate of interest.

Competition in the product market. In their paper

on the politics of financial development in the twen-

tieth century, Rajan and Zingales (2003) emphasize

the potential hostility of incumbents to financial de-

velopment. The idea is that better contracting in-

stitutions result in entry by firms with little cash

on hand and thereby breed competition for incum-

bents.

Suppose indeed that (i) entry reduces the incum-

bent’s expected profit,33 and (ii) entrants have much

31. Note that the interest rate is the expected return demanded by
investors. If the investors’ claim is interpreted as debt (on this, see
Chapter 3), then the nominal interest rate (equal to the ratio of the
debt claim over the loan, minus 1), may vary in an ambiguous way
with the efficiency of the court system as it factors in the probability
of repayment (see Jappelli et al. 2005).

32. One way of obtaining this expression is as follows: the borrower
could lend A and obtain return (1+ r)A. Instead, she receives V −P
from the undertaking, where P = (1+ r)(I −A). Thus,

Ub = [V − (1+ r)(I −A)]− [(1+ r)A] = V − (1+ r)I.
33. See Chapter 7 for the link between product-market competition

and corporate financing.

less cash than incumbents (they could alternatively

have a weaker reputation, a greater investment need,

or whatever feature calls for more pledgeable in-

come). Incumbents may then oppose an improve-

ment in contracting institutions so as to hinder en-

trants’ access to capital and thereby to deter entry.

Competition for labor. In Biais and Mariotti (2003),

entrepreneurs with strong balance sheets can in-

vest irrespective of the degree of investor protection.

They favor a soft bankruptcy law, which may pre-

clude liquidation and thereby reduce the pledgeable

income and the funding ability of firms with weaker

balance sheets. A soft bankruptcy law thereby re-

duces labor demand and the workers’ wage. Firms

that still obtain funding thus benefit in two ways: a

reduced wage bill and a lower probability of liqui-

dation brought about by this reduction in the wage

bill.34

16.3 Property Rights Institutions

16.3.1 Overview

As we discussed in the introduction to this chap-

ter, there is a natural distinction between policies

and their persistence. Section 16.2 looked at the con-

sequences of the contractual environment on cor-

porate financing.35 The contracting institutions de-

fine the set of feasible contracts that can govern

the relationship among borrowers, investors, and

other stakeholders. The firm’s policy environment

may evolve over time for two reasons: the first, stud-

ied in Section 16.4, is associated with (endogenous)

shifts in political power; the second is the standard

time-inconsistency issue, the object of this section.

As is well-known, a government, even if it has sta-

ble preferences over interest groups and therefore

outcomes, may in general want to alter its policies as

the various parties (borrowers, investors, and other

stakeholders) sink their investments. Typically, the

government tends to be much less respectful “ex

post” than “ex ante” of the interest of groups that

it does not try to pander to; put differently, it would

34. Biais and Mariotti actually show that overall welfare may be
higher under a soft bankruptcy law.

35. It also took an initial, very incomplete stab at the persistence
issue by showing how borrowers’ preferences changed as they received
financing, depending on the strength of their balance sheet.
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often like to promise not to expropriate in the future

the investments made by these less favored groups,

but it is unable later on to abide by its promise. The

anticipation of reneging in turn discourages less fa-

vored groups from sinking investments.36 For ex-

ample, a government may ex ante be eager to fa-

cilitate the access of firms to funding by wealthy

domestic or foreign investors. Once lending has oc-

curred, though, the government’s policy choices put

less weight on attracting funds and more weight on

other stakeholders, including borrowers.

More generally, time inconsistency may arise even

if investors receive the same weight as, or even a

higher weight than, borrowers in the government’s

objective function; for, the government may ex ante

want to promise to ex post implement inefficient

(i.e., value-reducing) policies that boost pledgeable

income and thereby ex ante enable firms’ access

to funding. Once investment has been attracted,

though, the rationale for costly policies has disap-

peared and so it becomes optimal for the govern-

ment to adopt a less investor-friendly policy. Antic-

ipating this incentive, investors are therefore more

reluctant to lend in the first place than they would

be, were the government able to commit to a policy

long term.37

Even though governments cannot commit without

devolving all their regalian powers, they can adopt

policies that alleviate the time-inconsistency prob-

lem. In particular, we will argue that the strategy

of providing a “shield” for investors in general, and

those least favored by the government in particular,

36. Policy makers’ time inconsistency figures prominently in many
fields of economics, such as monetary and fiscal policy (e.g., Kydland
and Prescott 1977; Barro and Gordon 1983; Rogoff 1985; Persson et al.
1987; Calvo 1996; Athey et al. 2005), international trade (Matsuyama
1990; Tornell 1991; Bagwell and Staiger 2000), sovereign debt manage-
ment (e.g., Bulow and Rogoff 1989a,b), and utility regulation (e.g., Laf-
font and Tirole 1993, Chapters 9, 10, 16, and the references therein).
It is also an important issue in corporate finance, since investments
often bear fruit over long horizons.

37. These considerations will be studied in the context of a three-
period framework in which the government chooses its policy after
firms get access to funding. But the time-inconsistency problem arises
even under the more realistic assumption that funding is an ongo-
ing activity. At any point in time there is an “installed base” of in-
vestors’ investment in the firms, whose supply is therefore inelastic.
And so the government is not concerned about the impact of funding
on past funding; rather, its policy choices are guided by the elasticity
of marginal (new) funding.

facilitates funding and we will offer a couple of prac-

tical applications of this idea.

For simplicity, much of our analysis focuses on

the borrower–investors relationship, but the general

principles will obviously apply to a broader spec-

trum of stakeholders.

This section’s general points can be summarized

in the following way.

• The incentives of policy makers are, except in

some instances of targeted interventions (such as

the public bailout of a private company), determined

by economy-wide considerations; for, the corporate

laws and regulation, the tax and labor environments,

and the many other policy dimensions that were dis-

cussed in the introduction to this chapter apply not

to a single firm, but to a larger set of firms, some-

times to all firms.

Technically, this situation gives rise to common-

agency externalities.38 One can view the state as a

common “agent” who takes discretionary actions—

public policies. The multiple “principals” are the

“borrower–investors” pairs,39 whose welfare is af-

fected by the public policies. In structuring a finan-

cial contract, the borrower and investors do not take

into account the general equilibrium effect of con-

tract designs on policy, and therefore tend to exert

externalities on other borrowers and investors. This

abstract principle will take a more concrete form

when we investigate specific examples below.

• The remanence of the contracting environment,

i.e., the extent of time inconsistency, depends cru-

cially on how the policy risk is allocated among

stakeholders. Time consistency is enhanced when

some match between stakeholders’ exposure to policy

risk and political constituencies is achieved. Put dif-

ferently, property rights institutions are more sturdy

if those who bear the political risk are also polit-

ically influential. This implies that, from a social

viewpoint, fragile claims should be shifted toward

those who have influence over politics in order to

minimize the risk of expropriation; this incentive to

38. The theory of common agency was developed in contributions
in a moral-hazard context by Pauly (1974) and Bernheim and Whin-
ston (1986a,b), among others, and in an adverse-selection context by
Martimort (1991) and Stole (1990).

39. Or, more generally, all parties to a private contract. Workers and
other stakeholders can be appended without modifying the argument.
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match exposure to policy risk and politically influen-

tial groups, however, does not exist at the individual

financial arrangement level.40

16.3.2 Basics of Time Inconsistency in
Corporate Finance

To illustrate the time-inconsistency issue, we em-

ploy the variable-investment model of Section 3.4.

Entrepreneurs. There is a continuum of risk-

neutral entrepreneurs protected by limited liability.

The representative entrepreneur has cash on hand

A and borrows I −A in order to reach investment

size I. Risk-neutral investors demand a rate of re-

turn equal to 0.

The project succeeds (yields profit RI) with prob-

ability p + τ and fails (yields nothing) with proba-

bility 1− (p + τ).41 The component p is chosen by

the entrepreneur. The latter may behave, and receive

no private benefit, and then p = pH; or she misbe-

haves and receives private benefit BI, in which case

p = pL = pH −∆p.

Government policy and incidence. The component

τ � 0, in contrast, is chosen by the government.

This profit-friendly action involves cost γ̂(τ)I, also

proportional to investment, with γ̂(0) = γ̂′(0) = 0,

γ̂′ > 0, and γ̂′′ > 0.

The incidence of the cost γ̂(τ)I, that is, the way

this cost is allocated between borrowers and lend-

ers, falls on both parties: a share σb (respectively,

σl) is borne by the borrowers (respectively, the lend-

ers), where σb + σl = 1. We can make one of two

alternative assumptions on how the incidence oper-

ates. Suppose, for instance, that the profit-enhancing

action (τ) is a better transportation infrastructure

or court system. The question is whether the cor-

responding cost (γ̂(τ)I) is borne by the parties as

part of participating in a financing agreement or in

another incarnation (say, as a taxpayer); for example,

the cost of the transportation infrastructure might

be financed through a tax on capital, in which case

40. The analysis in this section builds on Tirole (2003), where the
model is framed in a capital-accountliberalization context and it is
argued that ignoring political economy considerations can lead to in-
correct policy making by international financial institutions such as
the International Monetary Fund.

41. As usual, we will assume that probabilities lie in [0,1] in the
relevant range of parameters.

the investors would pay it only if they invest in firms,

or through an income tax, in which case they would

pay it regardless of their investment in the firm. As

we will show, up to a couple of twists, the choice of

assumption is rather inconsequential for the analy-

sis. We will first assume that σkγ̂(τ)I (k = b, l) is

borne by the parties when and only when they enter

a financing agreement of size I, and later we make

the opposite assumption, that they bear these costs

as citizens.

Government objective function. The government’s

objective function puts weights wb and wl on the

borrower’s and the lenders’ welfares, respectively.42

Timing. Figure 16.3 summarizes the timing. As

usual, the separable form for the probability func-

tion ensures that it does not matter whether policy

τ is chosen before or after the entrepreneur chooses

her effort.

We are obviously particularly interested in the

case in which the government cannot commit to a

policy. In this case, the initial choice (stage (i)) is

irrelevant.

42. This reduced form will suffice for our purposes. One may just
assume that the politicians in power put weights wb and wl on the
two political constituencies. These weights may result from bargain-
ing and alliance building among interest groups, as in Section 16.4.
Alternatively, they could be endogenized through the political econ-
omy process. There are two broad approaches in this respect.

The first approach assumes that the politician is driven by reelec-
tion concerns. For example, in Maskin and Tirole (2004), the politician
uses policy choices to signal his/her congruence with political con-
stituencies that are unaware of his/her true preferences (see also the
older literature initiated by Barro (1973) and Ferejohn (1986): this liter-
ature abstracts from informational asymmetries and uses the voters’
indifference between candidates to reward or punish incumbents as
a function of their past behavior). Policy choices may also reflect the
voting elasticities, i.e., how sensitive various constituencies’ voting be-
havior is to the candidate’s attractiveness, as in the “Ramsey model
of political choices” developed by Lindbeck and Weibull (1987) (this
model formally applies only to the choice of political platforms, but
its main thrust carries over to the policy choices made by incumbents
in office).

The second approach (which is not necessarily inconsistent with the
first) focuses on the quid pro quo between interest groups and pol-
icy makers. Grossman and Helpman (1994) formalize such capture of
policy makers as a symmetric-information bidding contest among in-
terest groups, as in Bernheim and Whinston (1986a). Laffont and Tirole
(1991, 1993) use a three-tier (principal–supervisor–agent) framework
in which the general electorate’s imperfect knowledge about the con-
sequences of policy choices (or about policy choices themselves) both
motivates the existence of government decision making and affects
the extent to which interest groups can effectively capture the policy
process.
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Noncommitment case
The government chooses its
preferred     =    * regardless
of the initial choice. 

Commitment case
The government abides
by its initial choice:    =   0.

(i) (iv) (v)

Representative
entrepreneur
borrows I − A,
invests I.

τ

(ii) (iii)

Government
sets    =   0.

τ

τ τ

τ τ
Entrepreneur behaves
(no private benefit, p = pH)
or misbehaves (private
benefit BI, p = pL).

Outcome: profit R with
probability p +   , profit 0
with probability
1 − p −   .

τ

τ

••• ••

Figure 16.3

Borrowing capacity. When facing policy τ , the

representative entrepreneur’s borrowing capacity is

obtained in the usual fashion. The entrepreneur be-

haves if and only if her stake in the case of success,

Rb, is sufficient to induce her to forgo the private

benefit:

[(pH + τ)− (pL + τ)]Rb � BI;

and so an amount (pH + τ)BI/∆p is not pledgeable

to investors. The investors are willing to finance the

firm at level I if and only if they recoup their invest-

ment in expectation. And so, remembering that the

market rate of interest is equal to 0, the investors’

breakeven constraint is given by

(pH + τ)
(

R − B
∆p

)

I − σlγ̂(τ)I = I −A,

where use is made of the assumption that the inci-

dence falls on investors in proportion to the firm’s

investment (under the alternative assumption that

they bear the cost as taxpayers rather than as stake-

holders in the firm, the term σlγ̂(τ)I on the left-

hand side disappears because the investors’ tax bur-

den is then not contingent on whether they invest

in the firm). We will assume all along that, in the

relevant range, the pledgeable income per unit of in-

vestment ((pH + τ)[R − B/∆p]− σlγ̂(τ)) is smaller

than 1; otherwise, the entrepreneurs’ borrowing ca-

pacity would be infinite in this constant-returns-

to-scale model. Similarly, we will assume that the

NPV is positive and so entrepreneurs want to invest

((pH + τ)R − 1− γ̂(τ) > 0).

It will prove convenient to change variables. Let

a denote the proportional increase in expected rev-

enue brought about by the public policy43

a ≡ τ
pH

and γ(a) ≡ γ̂(pHa).

As usual, let

ρ0 ≡ pH

(

R − B
∆p

)

and ρ1 ≡ pHR.

The borrowing constraint can be rewritten as

(1+ a)ρ0I − σlγ(a)I = I −A
or

I = I(a) = A
1+ σlγ(a)− (1+ a)ρ0

. (16.6)

We will think of a as an “investor-friendly action.” In

this perspective, we will focus on a range of parame-

ters such that ρ0 > σlγ′(a). Otherwise, a would not

be an investor-friendly action and investment would

decrease with a.

Borrowers’ utility. Because investors break even,

the representative borrower’s net utility is equal to

the project’s NPV:44

Ub = [(pH + τ)R − 1− γ̂(τ)]I;

43. The variable a thus defined resembles the enforcement vari-
able e in Section 16.2 in that both variables are profit friendly and are
determined exogenously at the level of the firm.

44. A different derivation is

Ub = [(pH + τ)Rb − σbγ̂(τ)I]−A
= (pH + τ)(RI − Rl)− σbγ̂(τ)I −A
= (pH + τ)RI − σlγ̂(τ)I − (I −A)− σbγ̂(τ)I −A
= [(pH + τ)R − 1− γ̂(τ)]I.
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note that the borrower ex ante bears the full inci-

dence, as she must compensate investors not only

for their contribution, I −A, to investment, but

also for the subsequent cost σbγ̂(τ)I that will be

imposed upon them by the government’s policy.

Changing variables,

Ub = [(1+ a)ρ1 − 1− γ(a)]I(a). (16.7)

Ex post, in contrast, the borrower has transferred

shares to investors and so her utility is

Uex post
b = (pH + τ)Rb − σbγ̂(τ)I

=
[

(pH + τ) B∆p − σbγ̂(τ)
]

I

= [(1+ a)(ρ1 − ρ0)− σbγ(a)]I.

Noncommitment. Suppose, first, that the govern-

ment chooses its policy after investments are sunk.

Investment then depends on the anticipated or equi-

librium value a∗ of the policy,

I = I(a∗),

and not on the realized policy a, which has not yet

been chosen. (Of course, in a rational expectations

equilibrium, a = a∗; but we need to allow for the

possibility that a ≠ a∗ in order to study government

incentives.)

For policy a and weights wb and wl on the bor-

rowers and the lenders,45 the government’s ex post

objective function is

W ex post(a,a∗)

= [wb[(1+ a)(ρ1 − ρ0)− σbγ(a)]

+wl[(1+ a)ρ0 − σlγ(a)]]I(a∗).

And so
dW ex post

da
= 0

yields policy a = a∗, given by

γ′(a∗) = wb(ρ1 − ρ0)+wlρ0

wbσb +wlσl
. (16.8)

Commitment. Let us now solve the benchmark

case of commitment. Investors, having a perfectly

45. Again we assume that the government’s weights on the two
groups are stable. A large literature, starting with Persson and Svens-
son (1989), Tabellini and Alesina (1990), and Aghion and Bolton (1991),
has investigated how a government may try to constrain future ones
with different preferences.

elastic supply of funds, enjoy no rent ex ante (in con-

trast, as we have seen, they have quasi-rents ex post ).

And so the government’s objective function is

W ex ante = wbUb +wl · 0

= wb[(1+ a)ρ1 − 1− γ(a)]I(a).

The optimal commitment policy solves

dW ex ante

da
= 0

or a = aC (“C” for “commitment”), given by

γ′(aC) = ρ1 + Ub(aC)I′(aC)
I2(aC)

. (16.9)

Because Ub > 0 (otherwise the entrepreneur

would not invest) and I′ > 0,

γ′(aC) > ρ1.

That is, the optimal policy is even more profit

friendly than it would be in the absence of credit

rationing or for a fixed investment (γ′ = ρ1). The

reason for this is that the prospect of an investor-

friendly policy helps entrepreneurs attract funds: it

has an enabling effect.

Let us now compare the commitment and non-

commitment policies. Rewriting (16.9), one has

γ′(aC) = γ′(a∗)+ (wb −wl)(ρ0 − ρ1σl)
wbσb +wlσl

︸ ︷︷ ︸

rent-shifting effect

+ Ub(aC)I′(aC)
I2(aC)

︸ ︷︷ ︸

enabling effect

. (16.10)

The enabling effect (discussed above) by itself im-

plies that the equilibrium policy is not investor

friendly enough (a∗ < aC), regardless of the weights

on the two groups. This effect is the only source of

divergence between the commitment and noncom-

mitment outcomes when the government’s welfare

function weighs the two groups equally (wb = wl).
The second source of divergence comes from

the fact that investors have no stake ex ante but

have quasi-rents ex post : in order to attract funding,

borrowers shift quasi-rents (namely, (1 + a)ρ0I) to

investors.

For example, if the government puts more weight

on borrowers (wb > wl), then the rent-shifting effect



16.3. Property Rights Institutions 549

indicates the existence of opportunism against in-

vestors under noncommitment (a positive rent-

shifting effect) if and only if

ρ0

ρ1
> σl,

that is, if and only if the fraction of cash-flow rights

held by investors exceeds the fraction of the cost

they bear.

Under the same condition, the government is ex

post too investor friendly (ignoring the enabling ef-

fect) if it puts more weight on lenders (wb < wl).

Alternative assumption on incidence. If we make

the alternative assumption that the cost of the pol-

icy is socialized and so the borrowers and the lend-

ers bear costs as citizens rather than as parties to

the agreement, i.e., σbγ̂(τ)Ī and σlγ̂(τ)Ī, respec-

tively, where Ī is the representative entrepreneur’s

investment (rather than the investment of the firm in

question) the conclusions are even starker. We only

sketch the analysis as it closely follows the previous

one.

The financing condition is now

I = I(a) = A
1− (1+ a)ρ0

,

and the borrower’s ex ante utility is

Ub = [(1+ a)ρ1 − 1]I(a)− σbγ(a)Ī

(where, in equilibrium, Ī = I(a)).
The ex post social welfare function W ex post(a,a∗)

is unchanged, and so a∗ is still given by condi-

tion (16.8).

The ex ante social welfare function is now written

as

W ex ante = wb[(1+ a)ρ1 − 1− σbγ(a)]I(a)

+wl[−σlγ(a)]I(a).

The difference between this and the previous as-

sumption on incidence is that investors bear

σlγ(a)I(a)

as citizens anyway, and so they have no way of shift-

ing this cost to borrowers through a demand for

a higher share of income claims. The comparison

between aC and a∗ is now given by

γ′(aC) = γ′(a∗)+ (wb −wl)ρ0

wbσb +wlσl
︸ ︷︷ ︸

rent-shifting effect

+
(

wb[(1+ aC)ρ1 − 1− σbγ(aC)]
wbσb +wlσl

− wlσlγ(aC)
wbσb +wlσl

)

I′(aC)
I(aC)

︸ ︷︷ ︸

enabling effect

.

(16.11)

When wb = wl, aC does not depend on the as-

sumption made on incidence: conditions (16.10) and

(16.11) give the same expression for aC.

This is no longer so under unequal weights:

•Whenwb > wl and σl > 0, then the rent-shifting

effect is higher in (16.11) than in (16.10) and so is the

enabling effect for any aC; hence, the latter assump-

tion on incidence calls for an even higheraC, because

the investors, as we noted, are unable to pass the

cost of the policy through to borrowers.

• The opposite conclusion holds when wb < wl.

Interestingly, suppose that the government cares

only about investors (wb = 0). Then

aC = 0 < a∗.

The reason for this is that ex ante investors have

nothing to gain from a profit-enhancing policy: they

compete away the resulting gains by accepting a

higher investment level from borrowers; and they

must bear σlγ(a)I(a) as citizens. Hence, the govern-

ment would like to protect them by being as profit

unfriendly as possible. This policy, however, is time

inconsistent: ex post, the investors have acquired a

stake in the firms and the government is forced to

support these claims. (An analogy would be that of a

nationwide union opposing the introduction of pen-

sion funds, knowing well that once these funds are

in place, the workers will have a stake in the cor-

porate sector’s profitability, and so the union will

have to accept agreements and policies that are more

corporate friendly.)

16.3.3 Shield Economics

Earlier we claimed that, from a social viewpoint,

policy risk should be shifted to politically influential
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actors. Let us provide a few illustrations of this prin-

ciple. For concreteness, let us assume that the costs

attached to the government’s policy are borne by

the contracting parties (first assumption on inci-

dence) and that the noncommitment outcome does

not support enough investment from the govern-

ment’s point of view:

aC > a∗.

Assume that there are two types of investors:

type-1, or politically connected, investors, with

weight wl1 , and type-2, or less connected, investors,

with weight wl2 , where

wl1 > wl2 .

Interpretation 1 (nationality). In this interpreta-

tion, type-1 investors are domestic investors and

type-2 investors foreign investors.

Interpretation 2 (social class). Another interpreta-

tion involves rich and poor investors. The govern-

ment puts more weight on poor (type-1) investors

than on rich (type-2) investors, either because it is

concerned about social justice or (more prosaically

or sometimes more realistically) because the poor

are more likely than the rich to be politically pivotal.

Let θ1 and θ2 denote the shares of investor cash-

flow rights held by type-1 and type-2 investors, re-

spectively (θ1+θ2 = 1). Condition (16.8) generalizes

to

γ′(a∗) = wb(ρ1 − ρ0)+ (wl1θ1 +wl2θ2)ρ0

wbσb + (wl1θ1 +wl2θ2)σl
.

Let us analyze what happens to policy when more

of the claims on corporate income are held by type-1

investors and fewer are held by type-2 investors (θ1

increases). Then a∗ increases if and only if

ρ0 > σlγ′(a∗),

which is nothing but the statement that a is an

investor-friendly action. A stronger ownership by

type-1 investors, keeping investors’ cash-flow rights

constant, then increases a∗ towards the commit-

ment outcome. Put differently, the time-consistency

problem is alleviated by aligning stake ownership and

the politically influential investor group.

Application 1: Home Bias or Portfolio

Diversification?

In interpretation 1, type-1 investors are domestic in-

vestors and type-2 investors foreign investors. Un-

der (frictionless!) capital mobility and assuming risk

neutrality, investors are individually indifferent as

to where to invest. Consequently, small transac-

tion costs associated with investing abroad or small

tax incentives for home investment create a strong

home bias. Conversely, a small amount of risk aver-

sion calls for international portfolio diversification,

i.e., investing very little domestically.46 This sug-

gests that θ1 may vary. For a government suffering

from not being able to commit to investor-friendly

policies, a home bias (θ1 high) is a boon, as it makes

the commitment not to expropriate investors a bit

more credible (see Tirole 2003; Wagner 2001).

Application 2: Pension Funds

Let us sketch a highly stylized model of pension

funds politics.47 At the initial date (stages (i) and (ii)

in the timing), there are two classes, the poor (type-1

investors) and the rich (type-2 investors). Only the

rich have money to invest. The government would

like to guarantee some fixed amount of pension ben-

efits (for stage (v) in the timeline in Figure 16.3) for

the poor. There are two ways of doing so.

(1) “Pay as you go”: the government will tax the rich

at the final date to deliver the target retirement

benefits to the poor.

(2) “Pension funds”: the government taxes the rich

at the initial date and puts the money on be-

half of the poor into pension funds, i.e., shares

in the entrepreneurs’ firms. The poor receive the

income attached to these shares at the end.

Under a pay-as-you-go system, θ1 = 0 (the poor

do not own shares). Under the pension fund sys-

tem, θ1 > 0. Because wl1 > wl2 , the government at

stage (iii) chooses a higher a∗ under a pension-fund

46. Domestic investors might even want to short their country to
the extent that their human capital is positively correlated with the
country’s index (i.e., they are more likely to lose their job or see their
career halt precisely when the country faces a recession).

47. This model, among other things, abstracts from key issues re-
lated to the overlapping-generations aspect of savings and retirement
benefits.
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system.48 In other words, the pension funds system,

like the home bias, is an indirect commitment to sup-

port an investment-friendly environment.

Biais and Perotti (2002) put forth a related idea.

They argue that privatization policies, especially

those providing incentives for a wide range of cit-

izens to hold shares in the privatized firms (as was

the case in the United Kingdom and in France),

build popular (or at least median voter) support for

investor protection. Relatedly, Pagano and Volpin

(2005c) develop a political economy model in which

there is a two-way interaction between investor pro-

tection and the size of the stock market. Better in-

vestor protection allows firms to issue more equity;

in turn, a large stock market expands the share-

holder base and creates political support for share-

holder protection (there may therefore exist multi-

ple equilibria). Pagano and Volpin further present

evidence on panel data for forty-seven countries

over the period 1993–2002 that is consistent with

the theory.

Application 3: Who Should Hold Equity?

Finally, and by the same principle, one can argue

that providing politically influential investors with

an incentive to hold equity rather than debt is also

an indirect commitment to support an investment-

friendly environment. According to this reasoning,

if equity is more exposed to political risk than are

debt claims, foreigners or the rich should hold debt.

The point can be made in two different, but simi-

lar, ways. First, one can follow Section 3.4 and gen-

eralize the variable-investment model to allow for

a salvage value of assets: the profit is then RFI for

a failing firm and RSI = (RF + R)I for a successful

firm. The safe claim on income RFI is debt, and the

claim on the risky income RI is equity. As long as in-

vestors are either risk neutral or are able to diversify

their portfolio, the prices of claims adjust so that

individual investors are indifferent between holding

debt and holding equity (both yield a zero return

in our model). Once the concern for government ex-

propriation of investors (through a low a) arises, it

48. Suppose, for instance, that σl = 0. Then

γ′(a∗) = ρ1 − ρ0 +
wl1θ1 +wl2θ2

wb
ρ0.

And so an increase in θ1 from 0 to a positive value leads to a higher a∗.

is socially optimal for the politically less influential

groups to hold debt, and to leave equity, which is ex-

posed to policy risk, to more favored investors. Put

differently, the government should encourage, per-

haps through tax incentives or regulations, equity

holding by its most favored investors.

An exception to this reasoning arises when a de-

notes a policy affecting the enforcement of debt

claims (consider, for instance, a policy affecting the

creditors’ ability to seize collateral in bankruptcy).

The analysis is then obviously reversed.

Finally, another way of making the same point

consists in looking at the allocation of savings be-

tween corporate equity and Treasury bonds. If there

is little or no risk of default on sovereign bonds

and provided that time inconsistency leads to too

little investment from the government’s viewpoint,

it is socially desirable, ceteris paribus, that investors

with little political clout hold the bonds rather than

equity.

16.4 Political Alliances

Contracting and property rights institutions are

fashioned by political alliances. These alliances are

not cast in stone, though. Rather, they are endoge-

nous and furthermore are policy contingent.

To illustrate these points, we enlarge the set of rel-

evant stakeholders to include workers besides entre-

preneurs and investors, and look at two specific

issues: rules regarding dismissals and those regard-

ing takeovers or creditor rights. The first illustration

is in the spirit of the contribution by Pagano and

Volpin (2005a); the second is in the spirit of work

by Perotti and von Thadden (2001) and Pagano and

Volpin (2005b).

16.4.1 Rules Regulating Dismissals: When
Managers Side with Investors

Consider the following environment.

Entrepreneurs. There is a continuum of entrepre-

neurs of mass 1. Each entrepreneur has a project

of fixed size I, which requires hiring N workers. As

usual, the entrepreneur has limited wealth A, is risk

neutral, and is protected by limited liability. She may

further engage in moral hazard: the project yields R
with probabilityp and 0 with probability 1−p, where
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Simple majority
vote as to whether
firms are allowed
to dismiss workers
for profit motives.

Firms are set up,
hire N workers
each.

α
α

Entrepreneurial moral
hazard: p = pH (no
private benefit) or
p = pL (private
benefit B).

Outcome: success
(profit R) with
probability p,
failure (profit 0)
with probability 
1 − p.

Employment contracts
and borrowing
arrangements are
designed by the
entrepreneurs.

Each firm learns
whether its workers
are productive
(probability    )
or not (probability 1 −    ).

Firms fire their workers
if (a) they enjoy a
labor-saving innovation
and (b) the law allows
them to dismiss workers.

••• ••

Figure 16.4

p = pH (no private benefit) or p = pL = pH − ∆p
(private benefit B).

The distribution of cash on hand in the popula-

tion of entrepreneurs is given by G(A). This hetero-

geneity in wealth will deliver a smooth labor demand

function by firms. For simplicity, entrepreneurs do

not become workers when their project does not

receive funding.

At the intermediate date (see Figure 16.4 for a de-

scription of the timing), there may or may not be

a (firm-specific) innovation that makes workers use-

less. If the labor-saving innovation accrues (which

has probability 1 − α), the same stochastic profit

can be obtained without keeping the N workers

employed. With probabilityα, the firm needs to keep

theN workers in order to produce. The shocks are in-

dependent and identically distributed (i.i.d.) across

firms.

Workers, if they are retained, are given efficiency

wage w̄ > 0, regardless of the technological mu-

tation. This efficiency wage could be endogenized

through the introduction of worker moral hazard.49

Let

w ≡ Nw̄
denote the wage bill.

Workers. There is a continuum of mass N of cash-

less50 workers. Workers either find a job in a firm or

they become self-employed. In the latter case, their

income is normalized at 0 (so w̄ also measures the

rent associated with being employed in a firm). Like

other economic agents, workers are risk neutral.

49. As in, for example, the efficiency-wage models of Calvo and
Wellisz (1978) and Shapiro and Stiglitz (1984).

50. Thus, workers cannot post a bond with firms in order to bid for
their future quasi-rent.

Investors. There is a continuum of investors with

mass NH, where H < 1 (there are fewer investors

than workers). Investors are risk neutral and willing

to lend any amount as long as they receive a rate of

return equal to 0.

(a) Private labor contracts are enforced. Suppose,

first, that firms can offer any employment contract

they want to workers and that such contracts, if

agreeable at the initial date with workers, are later

enforced. Let us further assume that some workers

in equilibrium remain self-employed (see below for

a sufficient condition). It is in the interest of bor-

rowers to offer workers wage w̄ and keep the option

to dismiss them (employment-at-will contract). Em-

ployed workers then obtain w̄ with probabilityα and

0 with probability 1−α, which is more than they get,

0, when self-employed. Borrowers take advantage of

the existence of a “reserve army” of workers to offer

employment-at-will contracts without severance pay

in the case of dismissal.

Given this employment contract, a borrower with

cash on hand A can raise funds if and only if

I −A � α[pH[R − B/∆p]−Nw̄]
+ (1−α)[pH(R − B/∆p)]

or, letting ρ0 ≡ pH(R − B/∆p) and using the defini-

tion of the wage bill (w ≡ Nw̄),

I −A � ρ0 −αw. (16.12)

(The investors foot the wage bill w at the interme-

diate stage either through a credit line or a dilution

right (see Chapter 5). In either case they are worse

off in the state of nature in which workers have to

be retained by the firm.)
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The number of workers employed in corporations

is

N[1−G(I +αw − ρ0)].

This number is lower thanN (there is a reserve army

of self-employed workers), for example, if

I +αw > ρ0

(i.e., if a cashless entrepreneur cannot raise funds)

and the density around A = 0 is positive. The num-

ber of self-employed workers is equal to NG(I +
αw − ρ0).

(b) Vote on dismissal regulation at the intermedi-

ate stage. Suppose now that after investments have

been sunk and workers hired in firms, a vote takes

place as to whether firms are allowed to dismiss

workers (see Figure 16.4). The simple majority rule

governs the outcome of the vote.51

For expositional simplicity (this involves no re-

striction in the analysis), let us assume that N is

large, so that we can ignore the entrepreneurs’ votes

when determining the winning majority.

Let us investigate the preferences of the three

other categories of economic agent:

Employed workers obviously prefer to vote against

dismissals and receive w̄ for certain rather than only

with probability α.

Investors vote against a dismissal regulation.

Self-employed workers are here indifferent. For

concreteness, we will assume that they vote against a

dismissal regulation. This would be the case, for ex-

ample, if they had even a small amount of savings, so

that they would be congruent with investors.52 As-

suming a different voting pattern for self-employed

workers would not affect the analysis qualitatively.

Let us assume that

1−G(I +αw − ρ0) > G(I +αw − ρ0)+H, (16.13)

where H, recall, is the ratio of investors to work-

ers. Then a majority votes in favor of prohibit-

ing dismissals. This implies that our maintained

51. The determination of policy by simple majority voting is a bla-
tant oversimplification of actual public decision making. A large liter-
ature (see, in particular, Persson and Tabellini 2000, 2003) has studied
how political institutions shape public policies.

52. Alternatively, in a slight extension of the model in which product
prices depended on the cost of production, they, as consumers, would
be in favor of cost minimization.

hypothesis that private employment contracts are

enforceable is unwarranted.

Thus, suppose to the contrary that, at the invest-

ment stage, economic agents expect that layoffs will

later be prohibited. The investors’ breakeven condi-

tion is altered by the fact that the wage bill w is in-

compressible. Only firms with cash on hand A such

that

I −A � ρ0 −w
are able to fund that investment. The number of

workers is therefore smaller than earlier and is now

equal to

N[1−G(I +w − ρ0)].

If

1−G(I +w − ρ0) > G(I +w − ρ0)+H, (16.14)

then dismissal regulation is indeed the equilibrium

outcome.

If neither (16.13) nor (16.14) hold, the only possi-

ble equilibrium expectation is that an anti-dismissal

law will be voted for with probability z, 0 < z < 1;

for this to be the case, though, no majority in favor

of or against the dismissal regulation can emerge:53

1−G(I + [α+ (1−α)z]w − ρ0)

= G(I + [α+ (1−α)z]w − ρ0)+H. (16.15)

Note the stabilizing mechanism: the expectation

that layoffs will be regulated reduces the entrepre-

neurs’ access to funding; firms create fewer jobs, and

so the political support for the law decreases.

We simplified the analysis by assuming that entre-

preneurs are too few to have a political weight.

53. The reader may wonder how this probability z (which is the
only possible equilibrium outcome) can emerge in reality. Introducing
a bit of noise answers this question. Suppose, for example, that the
distribution G(A) is not perfectly known at the initial date. Rather,
it is indexed by an unknown parameter θ drawn from some smooth
distribution K(θ). Suppose, for instance, that θ is a parameter of first-
order stochastic dominance: Gθ(A | θ) < 0 (a higher θ means a more
favorable distribution of wealth). Then

z = 1−K(θ∗)
(a majority is in favor of a dismissal regulation when θ > θ∗, i.e.,
when lots of firms have access to funding and therefore few workers
are self-employed) and

1−G(I + [α+ (1−α)z]w − ρ0 | θ∗)
= G(I + [α+ (1−α)z]w − ρ0 | θ∗)+H.

When θ ≠ θ∗ (i.e., with probability 1), a strict majority for or against
the regulation emerges. Note that the noise in the distribution can be
“arbitrarily small.”
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ρ

Entrepreneur has
cash A, invests I,
borrows I − A. Shock realized

drawn from
cdf F(   ).

Workers are hired
and promised
efficiency wage 
w conditional on
continuation.

0 1 2

Liquidation value L

Continuation

Managerial moral
hazard: p = pH
(no private benefit)
or p = pL (private
benefit B).

Efficiency wage w.

Vote on
whether
to enforce
creditor
rights.

−

Entrepreneur and
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−

Outcome: profit R
(probability p) or 0
(probability 1 − p).
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Figure 16.5

Adding them to the determination of the winning

majority does not change the overall picture. It is,

however, interesting to see whether managers are

congruent or dissonant with workers on this policy

dimension.

Entrepreneurs ex ante are, of course, against reg-

ulating dismissals, as this regulation reduces both

pledgeable income and value.54 Ex post, though, their

preferences depend on how reimbursements are

structured. If investors foot the wage bill entirely,

then entrepreneurs are ex post not affected by the

regulation. By contrast, if the wage bill is financed at

least in part through a dilution of all claims, entre-

preneurs vote against the regulation. This indeter-

minacy is an artefact of the modeling in that (almost

all) firms that receive funding have extra cash. If we

add an extra “margin” (choice of liquidity, allocation

of control rights, and so forth), this indeterminacy

disappears. For example, when the firms must con-

tent themselves with limited liquidity in order to at-

tract investors, entrepreneurs ex post strictly prefer

no regulation.55

54. The NPV is equal to

Ub = ρ1 − [α+ (1−α)z]w − I
when funded, where, as usual, ρ1 = pHR.

55. To see this, suppose, as in Chapter 5, that the firm faces a liquid-
ity shock ρ with distribution F(ρ) at the intermediate stage, and that
this shock must be withstood in order to continue. Whether workers
are made obsolete by a labor-saving innovation and whether a regula-
tion has been voted for is known to the firm when it must cover liq-
uidity demand ρ. It is then optimal to have two thresholds: ρ∗ when
workers are dismissed and ρ∗w when they are not. The NPV is then

Ub(ρ∗, ρ∗w) = [α+ (1−α)z]
[

F(ρ∗w)(ρ1 −w)−
∫ ρ∗w

0
ρ dF(ρ)

]

+ (1−α)(1− z)
[

F(ρ∗)ρ1 −
∫ ρ∗

0
ρ dF(ρ)

]

− I.

Lastly, note that entrepreneurs might vote differ-

ently if the regulation came together with some fiscal

benefits.

16.4.2 Rules Regulating Takeovers or
Creditor Rights: When Managers
Side with Employees

Let us next consider (ex post ) attitudes toward the

enforcement of laws concerning takeovers or cred-

itor rights. As we saw in Chapters 4, 5, and 11, the

ability of investors to liquidate the firm in the case of

distress or to sell the firm to a more efficient manage-

rial team facilitates financing. Consider the familiar

timing described in Figure 16.5.

The firm faces a random liquidity shock ρ with cu-

mulative distribution function F(ρ) at date 1. It can

continue only if it spends ρ. Otherwise, the firm is

liquidated and the liquidation value, L, is pledgeable

to investors; L could alternatively be interpreted as

the price at which the firm is sold to a raider (see

Chapter 11). We assume for the moment that the in-

vestors’ claim L on income is enforceable as speci-

fied by the contract.

As in the previous subsection, there areN workers

per firm who in the case of continuation must each

be paid efficiency wage w̄, for total wage bill w =
Nw̄.

The investors’ breakeven condition can be written as

I −A = [α+ (1−α)z]
[

F(ρ∗w)(ρ0 −w)−
∫ ρ∗w

0
ρ dF(ρ)

]

+ (1−α)(1− z)
[

F(ρ∗)ρ0 −
∫ ρ∗

0
ρ dF(ρ)

]

.

The reader will check that maximizing the NPV subject to the break-
even condition yields ρ∗w = ρ∗ −w. Hence, the entrepreneurs are bet-
ter off even ex post when there is no regulation: because the liquidity
needs are reduced by w (the shock is really ρ instead of ρ +w), the
firm is more likely to be liquidated.
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Letting ρ0 ≡ pH[R−(B/∆p)], the investors’ break-

even condition, which we will assume is binding, is

I−A = F(ρ∗)(ρ0−w)−
∫ ρ∗

0
ρ dF(ρ)+ [1−F(ρ∗)]L,

where ρ∗ is the cutoff (the firm continues if and only

if ρ � ρ∗). Letting ρ1 ≡ pHR, the NPV is

Ub = F(ρ∗)(ρ1−w)−
∫ ρ∗

0
ρ dF(ρ)+[1−F(ρ∗)]L− I.

Recall from Chapter 5 that the optimal cutoff satis-

fies

ρ0 − [w + ρ∗ + L] � 0 < ρ1 − [w + ρ∗ + L]
if the budget constraint is binding. That is, at the

cutoff, the net pledgeable income, ρ0 − (w + ρ), is

smaller than the opportunity cost L of continuation;

the net value, ρ1−(w+ρ), in contrast is greater than

this opportunity cost.

Suppose now that investors’ rights to L are no

longer enforced: they cannot foreclose L (or sell the

firm to a raider). Consider a shock ρ such that

ρ > ρ∗ and ρ +w < ρ0;

such shocks may exist if ρ0 − (w + ρ∗) > 0.56 In-

vestors are deprived of their earlier right to liquidate

and collect proceeds L (a right that was conferred on

them since ρ > ρ∗); furthermore, the pledgeable in-

come (ρ0) exceeds the cost of continuing (ρ+w) and

so investors are better off letting the firm continue

when they cannot seize L.

Hence, with positive probability, managers and

workers who both receive a quasi-rent in the case

of continuation are ex post in favor of a law restrict-

ing creditors’ rights (or takeovers57). Needless to say,

we could then perform an analysis similar to that of

Section 16.4.1 and thereby see how political majori-

ties endogenously emerge in favor of or against such

regulations.

56. Let µ denote the shadow price of the investors’ breakeven con-
straint. Simple computations show that

ρ∗ = ρ1 + µρ0

1+ µ − (w + L)

and so
ρ0 − (w + ρ∗) = L− ρ1 − ρ0

1+ µ .

And so, if, for example, L � ρ1−ρ0, the condition in the text is satisfied
(since, generally, one must account for the fact that µ is a decreasing
function of L).

57. The political alliance between management and employees is
particularly stressed in Hellwig (2000), an early paper in this literature.

Remark (related literature). Perotti and von Thad-

den (2004) emphasize how the law reallocates con-

trol rights between shareholders (who benefit from

risky choices) and creditors (who want to play it

safe). In their model, workers side with creditors,

since the latter’s choice is not about liquidation, but

rather between a risky and a safe ongoing strategy

for the firm. Put differently, their jobs are less jeop-

ardized by a safe but relatively unprofitable conser-

vative strategy.

ln Cespa and Cestone (2002), a firm faces a

takeover threat that would remove management.

Stakeholders may collude with management so as

to reduce the probability of takeover in exchange

for managerial concessions benefitting the stake-

holders. Collusion is less likely when governance

rules are weak since management may be able to

use antitakeover defenses and prevent the takeover

without colluding with stakeholders. Stakeholders

may then favor an active market for corporate con-

trol. Stakeholders and small shareholders thus have

congruent views on corporate governance, but dis-

agree on issues for which profitability conflicts with

stakeholder welfare.

In Pagano and Volpin (2005b), the motivation of

workers on the job is provided by either managerial

monitoring or high wages. Because managers bear

the entire cost of monitoring workers and share with

investors the financial cost of high wages, they have

a bias towards granting high wages to workers. At

the same time, committing to pay high wages makes

the company less appealing to potential raiders and

thereby protects the rents that managers can extract

from corporate control. This creates an implicit al-

liance between workers and managers to reduce the

occurrence of takeovers.

Supplementary Sections

16.5 Contracting Institutions,
Financial Structure, and
Attitudes toward Reform

This part of the supplementary sections demon-

strates in more detail than Section 16.2 how en-

forcement affects collateral pledging, liquidity, and
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the allocation of control rights, and how preferences

regarding enforcement vary across borrowers.

16.5.1 Contracting Institutions and
Collateral Pledging

Relative to the first illustration, we add an extra di-

mension of contracting: the entrepreneur can pledge

an amount C ,

0 � C � Cmax,

of collateral in the case of failure (as in Section 4.3.4,

it is not optimal to pledge collateral in the case of

success). Collateral pledging is costly to the extent

that investors value collateral C at only βC , where

β < 1. We assume that the pledge is enforced with

probability ê < 1 (the law and the judicial systems

presumably have an important say in the determina-

tion of ê). The probability of nondiversion of profits

is still e.
The NPV of a project that is funded is equal to the

NPV in the absence of collateral pledging, pHR − I,
minus the deadweight loss, (1−β)C , incurred when

investors seize the collateral, which has probability

(1− pH)ê:

Ub = pHR − I − (1− pH)(1− β)êC.
The funding condition becomes

pHeRl + (1− pH)êβC � I −A,
while the incentive compatibility constraint can be

written as

(∆p)[[eRb + (1− e)R]+ êC] � B.

This incentive constraint is, from Assumption 16.1,

irrelevant.58

First, note that if A � A(e), where A(e) is given

by (16.4), the firm can borrow without pledging col-

lateral. It thereby obtains the highest feasible NPV,

pHR − I. And so, for A � A(e),

C(A) = 0 and Ub(A) = pHR − I.
When A < A(e), the firm must pledge collateral.

To cut the number of cases to be considered, let

us assume that borrowers cannot pledge an amount

of collateral so large that the NPV becomes negative.

58. Recall that Assumption 16.1 states that (1 − e)R > B/∆p, and
so the incentive constraint holds for any Rb, C � 0.

C

Cmax

0 AI

e

Rl

R

0 AI

e

Rl(A)

A(e, e) A(e)ˆ

C(A)

A(e, e) A(e)ˆ

Figure 16.6

Assumption 16.2. pHR−I−(1−pH)(1−β)êCmax � 0.

Borrowers minimize the deadweight loss and

therefore choose the lowest C that is consistent with

the investors’ breakeven condition. The latter re-

veals that optimally Rl = R when A < A(e) (pledging

income is cheaper than pledging assets) and so

pHeR + (1− pH)êβC(A) = I −A,

as long as C(A) � Cmax, or

A � A(e, ê),

where

pHeR + (1− pH)êβCmax = I −A(e, ê).

Figures 16.6 and 16.7 describe the comparative

statics of the optimal contract when contracting in-

stitutions (e, ê) change.

Claims on income. When entrepreneurs have

more difficulty diverting profits (e increases in Fig-

ure 16.6), funding is more widely available (as ear-

lier), and less collateral is pledged. Thus, a stronger

enforcement of income claims raises NPV even when

funds are available.

Claims on assets. When courts and the law make

it easier for borrowers to seize assets (ê increases in
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C

0 AI

e

R

0 AI

e

Rl

Rl(A)

C(A)

Cmax

A(e, e) A(e)ˆ

A(e, e) A(e)ˆ

ˆ

ˆ

Figure 16.7

Figure 16.7), funds are more widely available. Hence,

financing is facilitated. By contrast, conditional on

receiving financing, a change in the enforcement of

claims on assets has no impact on NPV, because all

that matters for NPV and pledgeable income is the

expected amount of collateral seized (êC).

We can again illustrate the topsy-turvy principle.

Firms with weak balance sheets benefit the most

from a stronger enforcement of claims on income

and on assets because they either gain access to

funding or else need to pledge a lower amount of

collateral to attract investors.

From an ex post perspective, though, firms with

weak balance sheets have issued more claims on in-

come (Rl) and more claims on collateral (C). They are

therefore the strongest advocates for weaker con-

tracting institutions.

16.5.2 Contracting Institutions and
Liability Maturity Structure

To analyze the impact of contracting institutions on

liability maturity, let us add imperfect enforcement

to the canonical model of debt maturity developed

in Section 5.2.

The timing is summarized in Figure 16.8.

As indicated in bold in the figure, imperfect en-

forcement is modeled as two indices of diversion,

1 − e and 1 − e̊. That is, the investors recoup the

long-term profit with probability e and the short-

term profit with probability e̊.
For the moment, we assume that diversion is in-

feasible in the short run:

e̊ = 1.

We will later observe that the ability to divert money

in the short term is likely to be less problematic than

the ability to do so in the long term.

Letting, as in Section 5.2, F(ρ) denote the cumula-

tive distribution of liquidity shocks, and ρ∗ the cut-

off under which continuation is funded, and main-

taining Assumption 16.1,59 and assuming that the

firm pledges the entire income R in the case of suc-

cess (Assumption 16.1 implies that such pledging is

consistent with incentive compatibility), the pledge-

able income is

P(ρ∗, e) = r +
∫ ρ∗

0
(ρ̂0 − ρ)dF(ρ)

= r + F(ρ∗)ρ̂0 −
∫ ρ∗

0
ρ dF(ρ),

where

ρ̂0 ≡ epHR

is the date-2 pledgeable income under imperfect en-

forcement.

The borrower’s utility (the NPV) is

Ub(ρ∗) = r +
∫ ρ∗

0
(ρ1 − ρ)dF(ρ)− I

= r + F(ρ∗)ρ1 −
∫ ρ∗

0
ρ dF(ρ)− I.

Firms with strong balance sheets. Ub(ρ∗) is maxi-

mized when the continuation policy is efficient: ρ∗ =
ρ1. And so,

if P(ρ1, e) � I −A, then ρ∗ = ρ1.

This optimal liquidity management can be imple-

mented (see Section 5.2) through

• a dilution right, and

59. Recall that this assumption states that

(1− e)R > B
∆p

and guarantees that the incentive compatibility constraint is satisfied
even if the entrepreneur is granted no nominal stake in the final profit.
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Entrepreneur
has wealth A and
fixed-investment
project costing I > A.

Short-term income
r > 0. Investor claim
on short-term income
enforced with
probability e.

(If investment) (If reinvestment)

Moral hazard
( p = pH or pL).

Success (profit R)
with probability p,
failure (profit 0)
with probability 1 − p.

Reinvestment
need     (drawn
from F(.)).

ρ

º

1 20

Investor claims on
long-term income
enforced with
probability e.

•• ••

Figure 16.8

• a short-term debt leveld (a credit line if negative)

leaving enough cash in the firm to make up for

credit rationing:

ρ̂0 + [r − d] = ρ∗ = ρ1.

That is, the firm can raise up to the pledgeable

income of continuation, ρ̂0, by raising new securities.

Date-1 cash on hand, r − d, complements dilution

to provide the firm with enough liquidity. Note that

for firms with strong balance sheets, the short-term

debt increases with the quality of enforcement. This

is due to the fact that a better enforcement makes it

easier to return to the capital market at date 1.

Lastly, note that the utility of entrepreneurs with

strong balance sheets is not affected by a small

change in the strength of enforcement.

Firms with weak balance sheets. As in the case

of perfect enforcement, firms with weaker balance

sheets (provided that they receive funding) must

content themselves with less liquidity, i.e., must is-

sue more short-term debt. That is, if

P(ρ1, e) > I −A � P(ρ̂0, e),

then

ρ̂0 < ρ∗ < ρ1.

The cutoff ρ∗ is given by

r + F(ρ∗)ρ̂0 −
∫ ρ∗

0
ρ dF(ρ) = I −A.

One has

∂ρ∗

∂ρ̂0
= F(ρ∗)
f (ρ∗)(ρ∗ − ρ̂0)

> 0.

A weaker enforcement calls for a lower amount of liq-

uidity and therefore for a larger probability of early

termination (ρ∗ increases with e).

As for firms with strong balance sheets, optimal

liquidity management can be implemented through

a combination of short-term debt d and dilution

rights, where

ρ∗ = ρ̂0 + [r − d].
The weaker the balance sheet, the higher the amount

of short-term debt.

The impact of enforcement on the level of short-

term debt is in general ambiguous. If the density of ρ
is constant or decreasing (F is concave), though, then

F(ρ∗) > f(ρ∗)(ρ∗ − ρ̂0) and so short-term debt de-

creases when enforcement improves. In other words,

the “pledgeability effect” (the fact that the firm need

no longer substitute short-term debt for (the lack of)

pledgeable long-term income) dominates the “sea-

soned offering effect” (an increase in the quality of

enforcement implies that the firm can raise more

money in the capital market at date 1 and therefore

needs fewer retained earnings). Only the latter effect

exists for firms with strong balance sheets.

Who gains most from a stronger enforcement? Re-

call that firms with strong balance sheets are not af-

fected by the strength of enforcement. By contrast,

for a firm with a weak balance sheet,

dUb

de
= dUb

dρ∗
∂ρ∗

∂ρ̂0

∂ρ̂0

∂e
= ρ1 − ρ∗
ρ∗ − ρ̂0

F(ρ∗)(pHR) > 0.

After the liquidity need has been met, though,

these firms have pledged Rl = R, while firms with

strong balance sheets have promised Rl < R.60

60. We assume here that the strong-balance-sheet firms return the
entire short-term profit to investors, and enjoy the “slack” in the in-
vestors’ participation constraint through a nominal claim on long-term
income. The point holds more generally if this slack translates into
both a claim on short-term income and one on long-term income.
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Figure 16.9

Hence, the topsy-turvy principle holds: the firms

with the weak balance sheet are ex post the most

vocal lobbyists in favor of a weakening in enforce-

ment.

Remark (enforcement of claims on intermediate cash

flow). We assumed that date-1 income could not be

diverted. What happens if e̊ < 1? Without supplying

a complete analysis, let us note that date-1 diver-

sion may not be as costly to the firms (from an ex

ante viewpoint) as date-2 diversion. To see this, let

the contract specify that if d is not paid to investors

at date 1, then the firm is liquidated.61 If ρ � ρ∗

and r < (1 − e)pHR, the borrower has no incentive

to divert date-1 income.62 By contrast, imperfect en-

forcement is costly when ρ > ρ∗, since the borrower

then has nothing to lose (this results in a reduction

of pledgeable income equal to [1− F(ρ∗)](1− e̊)r ).

The reader familiar with Section 4.7 and with the

Bolton and Scharfstein (1990) model will here recog-

nize the theme that the carrot of continuation (or the

stick of early termination) alleviates concerns about

early diversion of cash by the borrower.

16.5.3 Contracting Institutions and Control
Rights

As in Chapter 10, we now assume that the conces-

sion takes the form of control rights allocated to

investors. To simplify the exposition, we consider

the continuum of control rights version. This ver-

sion can be summarized (see Exercise 10.9) by the

total increase, τ � 0, in the probability of success

61. More generally, one would want the liquidation decision itself
to be subject to enforcement problems.

62. The reader may wonder whether the contract is renegotiation-
proof, as the investors might want to refinance anyway when ρ < ρ̂0.
But for weak long-term enforcement (ρ̂0 close to 0), this is not an issue.

and the total cost, γ(τ), for the insiders attached to

these control rights, with γ(0) = 0, γ′ > 0, γ′′ > 0.

Figure 16.9 illustrates the timing with imperfect

enforcement of claims on income (recall that, given

separability of the production function, it does not

matter whether moral hazard occurs before or after

the exercise of control rights).

In Figure 16.9, we assume that there is no uncer-

tainty as to whether investors will be able to exercise

their control rights. The analysis with imperfect en-

forcement of control rights is more complex and will

be briefly discussed later on.

The borrower’s utility is then

Ub(τ) = (pH + τ)R − γ(τ)− I;

and the investors’ breakeven condition is

(pH + τ)eR � I −A.

We keep making Assumption 16.1 so as to shorten

the exposition (recall that the incentive compatibility

constraint is then automatically satisfied).

Let τFB denote the first-best allocation of control

rights:

γ′(τFB) = R.
Because the transfer of control rights to investors

is costly while that of income (by assumption) cre-

ates no deadweight loss, the entrepreneur first gives

cash-flow rights and limited control rights (τ = τFB)

to investors; if this does not create enough pledge-

able income to allow investors to recoup their invest-

ment, the entrepreneur gives all cash-flow rights (R)

as well as extended control rights (τ > τFB) to in-

vestors.

And so, if A � A(e), where

(pH + τFB)eR = I −A(e),
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the borrower relinquishes only those control rights

that are efficiently allocated to investors.

Firms with weak balance sheets must surrender

more control rights, i.e.,

τ(A) > τFB,

where

[pH + τ(A)]eR = I −A.
It can further be shown63 that firms with weaker

balance sheets benefit more, from an ex ante view-

point, from an enhanced enforcement of claims on

income (an increase in e); for, a weak enforcement

forces the firm to make up for pledgeable income

by surrendering very costly control rights to in-

vestors.64

Finally, let us briefly discuss the enforcement of

the exercise of control rights, focusing on firms with

weak balance sheets, which transfer all cash-flow

rights (R) as well as extended control rights (τ > τFB)

to investors. Suppose that, with probability 1 − e′
with e′ < 1, the investors do not get to exercise their

control rights. Rather, entrepreneurs choose ex post

the level of τ . This results in an expected increase in

the probability of success τb(e) < τFB, and expected

cost for insiders γb(e) = γ(τb(e)). It is still optimal

for the entrepreneur to allocate all cash-flow rights

to investors. Then65

γ′(τb(e)) = (1− e)R.
The investors’ breakeven condition for firms with

weak balance sheets becomes66

[pH + e′τ(A)+ (1− e′)τb(e)]eR = I −A.

63.
dUb

de
= [γ′(τ(A))− R] pH + τ(A)

e
,

and so
∂
∂A

(

dUb

de

)

< 0

since γ′′ > 0 and τ′ < 0.

64. Ex post, in contrast, firms with weak balance sheets have more
to gain from a lack of enforcement of claims on income since they,
being subject to a stricter governance, are successful with a higher
probability. (Also, firms with very strong balance sheets pledge Rl < R
and so have weaker incentives to lobby for repudiation.)

65. We also assume that the events in which investors’ control rights
and claims on income are not enforced are not correlated. This is prob-
ably an unreasonable assumption, but the analysis is straightforwardly
extended to allow for correlation.

66. The NPV’s new expression is

Ub = [pH + e′τ(A)+ (1− e′)τb(e)]R
−[e′γ(τ(A))+ (1− e′)γ(τb(e))]− I.

A weaker enforcement of control rights (e′ de-

creases) forces the firm to relinquish more control

rights and hurts borrowers.67 Furthermore, firms

with weak balance sheets suffer more from a weaker

enforcement of control rights.68

A weaker enforcement of claims on income has

two opposite effects: first, the standard, direct ef-

fect of lowering pledgeable income; second, an in-

creased-accountability effect—because the borrower

receives more of the final profit, her exercise of

control rights when those of investors are not

protected becomes more congruent with investors’

preferences (τb decreases with e). This increased-

accountability effect raises the pledgeable income,

but it cannot, however, make a weak enforcement

of income claims a good thing; for, if it dominated

the direct effect, then the borrower could achieve the

same outcome under strong enforcement by giving

a smaller income claim to investors.69

16.6 Property Rights Institutions:
Are Privately Optimal Maturity
Structures Socially Optimal?

Another illustration of the common-agency exter-

nalities (discussed in Section 16.3) is provided by

the choice of liability maturity structures. This sec-

tion investigates whether the maturity structure that

is optimal for individual firms is socially optimal

when the government cannot commit to future poli-

cies, that is, whether the government could increase

welfare by encouraging shorter or longer maturity

structures.70

67. Simple computations, making use of the investors’ breakeven
condition, show that

∂Ub

∂e′
= γ′(τ(A))[τ(A)− τb(e)]− [γ(τ(A))− γ(τb(e))] > 0

since γ is convex.

68.
∂
∂A

(

∂Ub

∂e′

)

= γ′′(τ(A)) dτ
dA

[τ(A)− τb(e)] < 0.

69. Namely, comparing eW and eS, eW < eS, consider giving claim
Rl < R to investors, such that

(1− eW)R = (1− eS)R + eS(R − Rl).

The investors’ and the borrower’s stakes are then unchanged.

70. An interesting question is whether the government is indeed
capable of manipulating the firms’ maturity structure. Suppose, for
instance, that the government levies a tax on short-term debt repay-
ments. The firms in general can evade this tax without altering their
liquidity management: they can offset short-term debt repayment by
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Figure 16.10

Let us return to the optimal-maturity-structure

model of Section 5.2, but with a variable investment

size, and append an interim government action as

we did in the Section 16.3.3. The timing is summa-

rized in Figure 16.10.

The new feature is the introduction of a firm-

specific, investment-proportional liquidity shock

ρI ∈ [0,∞) that must be covered by the firm in order

to continue. This shock is not known at date 0 and

is distributed according to cumulative distribution

function F(ρ)with density f(ρ). We assume that the

distribution has a monotone hazard rate:71

f(ρ)
F(ρ)

is decreasing.

Recall from Chapter 5 that, in order to meet their

liquidity shocks, firms can use their “retained earn-

ings” [r − d]I, i.e., what is not distributed to in-

vestors at date 1. They can further dilute initial in-

vestors by issuing new claims in a seasoned offering.

The model is otherwise that of the Section 16.3.2.

The government selects a level τ of profit-friendly

policy, at cost γ̂(τ) per firm that has invested. The

probability of success of firms that are not liqui-

dated is then p+τ (pH+τ in equilibrium). As earlier,

reducing dilution rights, keeping the reinvestment policy constant. (If
dilution rights reach the zero level, investors must further check that
the entrepreneur does not use the full retained earnings to finance con-
tinuation.) Provided that investors can control dilution rights (and that
excess cash in the firm is not wasted), short-term debt repayments can
always be deferred while keeping total liquidity payments constant.

71. This monotone-hazard-rate condition is satisfied by most fa-
miliar distributions (e.g., uniform, normal, logistic, chi-squared, expo-
nential, and Laplace) and is usually made in order to guarantee the
quasi-concavity of objective functions in maximization problems.

it is convenient to change variable and let

a ≡ τ
pH

and γ(a) ≡ γ̂(pHa).

The (per-unit-of-investment) continuation value is

then (1+a)ρ1 and the (per-unit-of-investment) con-

tinuation pledgeable income (1+ a)ρ0, with

ρ1 ≡ pHR and ρ0 ≡ pH

(

R − B
∆p

)

.

For simplicity (but this is not crucial at all), we

will assume that the cost γ(a)I per continuing firm

is entirely borne by the entrepreneur whose firm

continues.

Lastly, we assume that the government cares sole-

ly about entrepreneurs:

wl = 0.

This assumption makes government opportunism

particularly salient. While the government would like

to ex ante commit to be investor friendly so as to

enable its corporate friends to raise funds, it finds

it hard to abide by its promise later on. That is, the

time-consistency problem is severe.

The key feature of the timing described in Fig-

ure 16.10 is that the policy choice is made before

firms need to refinance. A policy that is less investor

friendly (a lower τ , or equivalently a lower a) makes

it more difficult for firms to raise funds in a sea-

soned offering. Hence, more firms are liquidated.

The threat of liquidation and the fact that entrepre-

neurs enjoy quasi-rents (namely, (1 + a)(ρ1 − ρ0)I
when their firm continues) imposes some discipline

on the government. The harder question, though, is,
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How does the firms’ maturity structure impact this

discipline?

As in Section 5.2, we first derive the optimal cutoff

ρ∗ under which the initial contract lets the firm con-

tinue, and then consider implementation of the op-

timal contract through a liability maturity structure.

Let a∗ denote the equilibrium value of the govern-

ment’s policy. At date 0, entrepreneurs and investors

anticipate this value and so the investors’ breakeven

condition is

I −A =
[

r + F(ρ∗)(1+ a∗)ρ0 −
∫ ρ∗

0
ρ dF(ρ)

]

I.

The representative entrepreneur’s utility is equal to

the NPV:

Ub(ρ∗) ≡
[

r + F(ρ∗)[(1+ a∗)ρ1 − γ(a∗)]

−
∫ ρ∗

0
ρ dF(ρ)− 1

]

I,

where we use the assumption that the cost of the

government policy is borne by continuing entrepre-

neurs.72

Following the steps of the analysis of Chapter 5,

the cutoff that maximizes value is given by

ρ∗ = (1+ a∗)ρ1 − γ(a∗);
the cutoff that maximizes pledgeable income is (pro-

vided that γ is not too large) smaller:

ρ∗ = (1+ a∗)ρ0.

The optimal cutoff, obtained by using the investors’

breakeven constraint to determine I as a function of

ρ∗ and substituting into the NPV equation, therefore

satisfies73

(1+ a∗)ρ0 < ρ∗ < (1+ a∗)ρ1 − γ(a∗).
As in Chapter 5, the optimal contract can be im-

plemented through a combination of

72. Note that γ is only in the NPV equation, not in the breakeven
condition, since the entrepreneur incurs this cost whether she shirks
or not.

73. As in Chapter 5, the optimal cutoff minimizes the unit cost of
bringing on average 1 unit of investment to completion:

ρ∗ minimizes c(ρ∗) = 1− r +
∫ ρ∗
0 ρ dF(ρ)

F(ρ∗)
.

As usual, constant returns to scale imply that the range of allowable
parameters must be restricted so that there is investment and this
investment is not infinite.

• short-term debt d∗I due at date 1 (or the avail-

ability of a credit line, if d∗I < 0), and

• dilution rights, i.e., the ability to conduct a sea-

soned offering, with

ρ∗ = [r − d∗]+ (1+ a∗)ρ0. (16.16)

The first term on the right-hand side is the finan-

cial cushion created by the partial distribution of

short-term earnings to investors. The second term

represents the maximum that can be collected by re-

turning to the capital market at date 1.

Let us now turn to the government’s optimal pol-

icy at date 1. Let a denote the actual choice of policy

(we will be primarily interested in small deviations

around the equilibrium policy a∗ since we want to

determine the first-order condition for this policy). A

deviation by the government away from the equilib-

rium policy changes the amount that firms can raise

through a seasoned offering. Namely, they can raise

(1+ a)ρ0I. And so the new cutoff is

ρ∗(a) = [r − d∗]+ (1+ a)ρ0

or

ρ∗(a) = ρ∗ + (a− a∗)ρ0.

Remembering that the government aims at max-

imizing the entrepreneurs’ aggregate welfare (wl =
0), the date-1 choice of a solves

max
{a}

{F(ρ∗(a))[(1+ a)(ρ1 − ρ0)− γ(a)]I},

where

• the investment I is fixed at date 1;

• due to the quasi-rent transfer, the entrepre-

neurs’ financial stake in their firms is only (1 +
a)(ρ1 − ρ0)I;

• by assumption, the total cost of the policy is

γ(a)I per continuing firm and is borne by entre-

preneurs.

Taking the first-order condition (in log deriva-

tives) and imposing the equilibrium condition (a =
a∗):

γ′(a∗)− (ρ1 − ρ0)
(1+ a)(ρ1 − ρ0)− γ(a∗)

= f(ρ∗)
F(ρ∗)

ρ0. (16.17)

(The monotone-hazard-rate assumption and the

convexity of γ(·) further imply that the (log of the)

government’s objective is quasi-concave.)



16.7. Exercises 563

We are now in a position to state the main result.

Using the monotone-hazard-rate assumption, condi-

tions (16.16) and (16.17) imply that

da∗

dρ∗
< 0 or

da∗

dd∗
> 0.

A shortening of the liability maturity structure (an

increase in the firms’ level of short-term debt) disci-

plines the government. Intuitively, more short-term

debt makes the firms more fragile as the cushion

they accumulate by not fully distributing short-term

profits shrinks. They become more dependent on

returning to the capital market, which forces the

government to make investor claims on firms more

valuable.

This increase in discipline is often a good thing

from an ex ante viewpoint. Investors are not affected

since (a) they always break even at date 0, and (b) we

assumed that the incidence of the government policy

was entirely on entrepreneurs. A sufficient condition

for entrepreneurs to be made better off is that the

density f be nonincreasing.74

Remark (endogenous uncertainty about government

policy). The government’s policy is perfectly pre-

dictable in the deterministic model described above;

and so a deterministic amount of debt is one way of

implementing the optimal management of liquidity.

Suppose in contrast that the government’s policy is

random as γ(a) = γ0(a) + εa, where ε is a random

variable that is learned by the government at date 1

(before choosing policy a). The analysis above can

74. From an ex ante point of view, and for an arbitrary policy a, let
I(a, ρ∗) be defined by the breakeven condition:

I −A = rI + F(ρ∗)(1+ a)ρ0I −
[∫ ρ∗

0
ρ dF(ρ)

]

I.

The representative entrepreneur’s utility can be expressed as

Ub(a, ρ∗) ≡ F(ρ∗)[(1+ a)(ρ1 − ρ0)− γ(a)]I(a, ρ∗)−A.
The optimal contract maximizes Ub(a, ρ∗) over ρ∗ for a given a.
Around the equilibrium values (ρ∗, a∗), and making use of the gov-
ernment’s first-order condition and of the optimality condition for ρ∗

(ρ∗ = c(ρ∗), see footnote 73),

d log(Ub +A)
dρ∗

∝
[

F(ρ∗)
f (ρ∗)

− [ρ∗ − (1+ a)ρ0]
]

da∗

dρ∗
,

where “∝” means “proportional to.” So, if f ′ � 0 (a condition that is
more stringent than the monotone-hazard-rate condition, f ′F � f 2),

F(ρ∗)
f (ρ∗)

� ρ∗.

Because da∗/dρ∗ < 0,

d log(Ub +A)
dρ∗

< 0.

easily be generalized (see Tirole 2003). The key dif-

ference is that deterministic debt is no longer opti-

mal. Rather, we have the following two points:

• The optimal debt is (negatively and linearly)

indexed on the stock index, d∗ = d0 − d1a, in order

to take advantage of the new information about the

firm’s prospects: if the government adopts a value-

and investor-friendly policy (because it learns that

this policy is cheap), then the firm should take ad-

vantage of this. Dilution rights become more valu-

able, but they are optimally complemented by a

lengthening of the maturity structure.

• State-contingent debt makes the government

policy more investor friendly, precisely because it in-

creases the firms’ reinvestment sensitivity to public

policy.

16.7 Exercises

The first exercise is inspired by a paper by Gertler

and Rogoff (1990).

Exercise 16.1 (borrowing abroad). Consider a

small country with a mass 1 of identical entre-

preneurs. There is a single (tradable) good. The

representative entrepreneur has initial wealth A
and a variable-investment constant-returns-to-scale

project. A project of size I ∈ [0,∞) at date 1 yields

at date 2 verifiable revenue RI with probability p
and 0 with probability 1 − p. The probability p is

not subject to moral hazard. There is moral hazard,

though: instead of investing I in the firm, the entre-

preneur can invest it abroad and get private return

µI, where µ < 1. The investors are unable to seize the

return from this alternative investment. Everyone is

risk neutral, has discount factor 1 (i.e., has utility

equal to the undiscounted sum of consumptions at

dates 1 and 2), and the entrepreneur is protected by

limited liability.

One will assume that

pR > 1 > pR − µ.
(i) Compute the representative entrepreneur’s

borrowing capacity and utility. Show that the out-

come is the same as in a situation in which the entre-

preneur cannot divert funds and invest them abroad,
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•
Outcome: RI with
probability p. +   ,
0 with probability
1 − ( p. +   ).

τ

τ

τ

τ

τ

Figure 16.11

but can enjoy a private benefit per unit of investment

B = µ. Explain why.

(ii) Adopt the convention that the payment to in-

vestors, Rl, is a debt payment. Suppose that the

entrepreneurs’ projects are independent and that

the government imposes a per-unit-of-income tax on

successful projects and offers a guarantee/compen-

sation σ on private debt (so τRI is the tax on suc-

cessful projects and σRl is the investors’ payoff in

the case of bankruptcy). Show that the borrowing ca-

pacity and entrepreneur utility are the same as in (i).

In contrast, compute the impact on entrepreneurs

when the government starts at date 1 with an in-

herited public debt outstanding to foreign lenders

equal to D (� A) per entrepreneur and must finance

it through an income tax on successful projects.

(iii) Coming back to question (i), suppose that the

government can through its governance institutions

or other policies affect the return µ on investments

abroad. There are two levels µL < µH (where both lev-

els satisfy the conditions in (i)). The choice between

the two levels involves no cost (but affects behavior!).

The government’s objective function is to maximize

the representative entrepreneur’s welfare.

Assuming that all borrowing is foreign borrow-

ing, what is the representative entrepreneur’s utility

when

(a) the government can commit to µ before foreign

investors invest;

(b) the government chooses µ after they have in-

vested (but before the entrepreneurs select their

action)?

(iv) Suppose now that the output RI (in the case of

success) is in terms of a nontradable good (but the

endowment A and the investment I are in tradable

goods). Another sector of the economy (the “export

sector”) will receiveR in tradable goods at date 2. All

domestic agents have utility from date-2 consump-

tions c and c∗ of nontradable and tradable goods

equal to c + c∗ (so the two goods are perfect substi-

tutes for domestic residents, while foreigners con-

sume only the tradable good). Define the date-2 ex-

change rate e � 1 as the price of tradables in terms

of nontradables. Compute the borrowing capacity

and the exchange rate. (One will, for example, as-

sume that funds fraudulently invested abroad can-

not be reimported and must be consumed abroad.

So they yield µ rather than eµ.)

Exercise 16.2 (time-consistent government policy).

Consider a unit mass of identical entrepreneurs with

variable-investment projects. The timing is summa-

rized in Figure 16.11.

The cost of the policy for the country is γ(τ)I
(where γ′(0) = 0, γ′(τ) > 0, for τ > 0, γ′(1− pH) =
∞, γ′′ > 0).

All investors are domestic investors (there are no

foreign lenders and, when choosing τ , the govern-

ment maximizes social welfare, equal to entrepre-

neurs’ welfare plus investors’ welfare).

Assume that

(pH + τ)R > 1 > (pH + τ)
(

R − B
∆p

)

in the relevant range of values of τ , and that it

is never optimal to induce entrepreneurs to misbe-

have. Everyone is risk neutral, and the entrepreneurs

are protected by limited liability.

(i) • Show that, when expecting policy τ , entrepre-

neurs invest

I(τ) = A
1− (pH + τ)(R − B/∆p)

.

• What is the equilibrium value τ∗?
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Table 16.1

Date 0 Date 1

Government selects Government selects

g∗ (commitment) g∗ (noncommitment)

nt SI

t Entrepreneur Entrepreneur takes Outcome
Exchange rate

determined
borrows I −A private benefit BI, or none RI or 0

(ii) What value would the government choose if it

selected τ before entrepreneurs borrow?

(iii) Informally explain how your answer to (i)

would change if investors were foreign investors and

the government discounted their welfare relative to

that of domestic residents.

Exercise 16.3 (political economy of exchange rate

policies). Consider a country that has liberalized

its capital account. There are two goods: a tradable

good (the only one consumed by foreigners) and a

nontradable good.

• The only investors are foreign investors, with

preferences over date-0 and date-1 consumptions

c∗0 + c∗1 ,
where an asterisk refers to the tradable good.

• The country is populated by a unit mass of

domestic entrepreneurs endowed with a constant-

returns-to-scale technology. The representative

entrepreneur (1) invests I units of tradables in

equipment (where I is endogenous), (2) produces

RI units of tradables in the case of success, and 0

in the case of failure, and SI units of nontradables

for certain. We assume that firms’ outcomes are

independent (there is no macroeconomic shock).

The model is a variation on the standard variable-

investment model:

• Each entrepreneur is initially endowed with A
units of tradables (her only wealth), borrows

I −A.

• There is moral hazard. The probability of suc-

cess in the tradable-good activity is pH if the

entrepreneur behaves, and pL otherwise. The

entrepreneur receives private benefit BI in trad-

ables by misbehaving and 0 otherwise.

• An entrepreneur’s utility is c1 + u(c∗1 )+ v(g∗),
where c1 is the consumption of nontradables, c∗1

the consumption of the tradable good, and g∗

the level of public good supplied by the govern-

ment. u and v are concave.

We add a government. The government has inter-

national reserves R∗, of which it consumes g∗ to

produce a public good. The rest,R∗−g∗, is dumped

on the currency market at the end. So, e, the price of

tradables in terms of nontradables, is given ex post

by

pHRI +R∗ − g∗ = c∗1 (e)+ d∗ +
d
e
,

where I is the representative entrepreneur’s invest-

ment, d∗ is the entrepreneurs’ average reimbursed

debt in tradables and d is the average reimbursed

debt in nontradables. The government cares only

about the welfare of entrepreneurs, i.e., does not

internalize that of the foreigners.

The timing is summarized in Table 16.1, where “t”

and “nt” stand for “tradables” and “nontradables,”

respectively.

Consider financing contracts in which

• investors receive R∗l = RI − R∗b in tradables in

the case of success, and 0 in the case of failure;

• investors have nominal claims RS
l and RF

l in non-

tradables in the cases of success and failure,

respectively.

(i) Relate (d,d∗) and (R∗l , R
S
l , R

F
l ).

(ii) Fixing an expected exchange rate e, determine

the investment I of the representative entrepreneur

in this constant-returns-to-scale model assuming

that ρ0 ≡ pH(R − B/∆p) < 1− (S/e) in the relevant

range.

Show that RF
l = SI and that

I = A
1− [(S/e)+ ρ0]

.

(iii) Compare the exchange rate and the wel-

fare of entrepreneurs when the government chooses



566 16. Institutions, Public Policy, and the Political Economy of Finance

Entrepreneur
invests I,
borrows I − A.

Firm continues
(keeps worker,
pays him w),
or stops (lays
worker off).

Entrepreneur
and investors
choose liquidity L.

0 1 2

Productivity y ∈{yL, yH}
is revealed.

Realization of
income ( y or 0).

Moral hazard
(in the case of
continuation):
the entrepreneur
behaves or
misbehaves.

Entrepreneur hires
one worker.

•• • •

Figure 16.12

g∗ after the private sector borrows abroad (“non-

commitment”) and when the government can com-

mit to g∗ before entrepreneurs borrow abroad

(“commitment”).

Assume that the exchange rate depreciates as gov-

ernment expenditures g∗ grow. Show that v′(g∗) >
e under commitment (underspending) and v′(g∗) <
e under noncommitment (overspending).

(iv) Show that there is an externality among bor-

rowers when the government cannot commit.

Exercise 16.4 (time consistency and the soft bud-

get constraint). A firm is run by a risk-neutral entre-

preneur with wealth A, and has a fixed-size project

with investment cost I. The project, if undertaken at

date 0, will deliver a verifiable income, y ∈ {yL, yH}
in the case of success and 0 in the case of failure, at

date 2, provided that one worker is employed in the

firm. The project yields nothing if it is interrupted

(the worker is laid off). y = yH with probability ρ
and y = yL < yH with probability 1− ρ.

Moreover, in the case of “continuation” and re-

gardless of the value of y , the entrepreneur may

behave (the income is y for certain, the entrepre-

neur receives no private benefit) or misbehave (the

income is y with probability pL and 0 with probabil-

ity 1 − pL, the entrepreneur receives private benefit

B). The entrepreneur is protected by limited liability.

Let

R ≡ B
1− pL

.

(One will assume that B is small enough that it is

worth inducing the entrepreneur to behave in the

case of continuation.) The (risk-neutral) worker is

paid w in the case of continuation and 0 other-

wise. He obtains unemployment benefit paid by the

state wu < w when laid off. We take w and wu

as given. (Note: they could be endogenized through

some efficiency wage and incentive-to-search stories,

but take these as exogenous for this exercise.)

Assume that the interest rate in the economy is 0

and that

w < yL < w +R

and

I −A � ρ(yH −w −R)+ (1− ρ)(yL −w −R).

(i) Write the firm’s NPV depending on whether the

firm continues (x = 1) or stops (x = 0) when pro-

ductivity is low (y = yL). Show that x∗ = 1. Assum-

ing a perfectly functioning capital market at date 1,

what is the amount of liquidity that is needed to

complement capital market refinancing?

(ii) Introduce a government that can at date 1 bring

a subsidy s � 0 to the firm (it is a pure subsidy: the

government takes no ownership stake in exchange).

The shadow cost of public funds is λ, and so the

cost of subsidy s for the taxpayers is (1 + λ)s. The

government maximizes total welfare (entrepreneur,

investors, worker, taxpayers). Assuming that

λ[(w −wu)+R] � (1+ λ)yL

and that the government selects its subsidy at date 1

(having observed the realization of y), what is the

liquidity L chosen by entrepreneur and investors at

date 0?

How would the government (contingent) choice of

s be affected if the government could commit to s
at date 0, before the investors and the entrepreneur

write their contract?
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Answers to Selected Exercises

Exercise 3.1 (random financing). (i) The investors’

breakeven condition is

xI −A � xpH(R − Rb).

Because the NPV is negative if the entrepreneur has

an incentive to shirk, Rb must satisfy

(∆p)Rb � B.

The investors’ breakeven condition (which will be

satisfied with equality under a competitive capital

market) is then

x
[

pH

(

R − B
∆p

)

− I
]

� −A

or

xA � A.

(ii) The NPV is equal to

Ub = x(pHR − I)

and so maximizing Ub is tantamount to maximizing

x. Hence,

x∗ = A
A
.

The probability that the project is undertaken grows

from 0 to 1 as the borrower’s net worth grows from

0 to A.

Exercise 3.2 (impact of entrepreneurial risk aver-

sion). (i) WhenpH < 1, the entrepreneur must receive

at least c0 in the case of failure, because the proba-

bility of failure is positive even in the case of good

behavior. Because of risk neutrality above c0, it is op-

timal to give the entrepreneur exactly c0 in the case

of failure. Let Rb denote the reward in the case of

success.

The incentive constraint is

(∆p)(Rb − c0) � B. (IC)

The pledgeable income is

pHR − (1− pH)c0 − pH min
{IC}

Rb = pH

(

R − B
∆p

)

− c0.

To allow financing, this pledgeable income must ex-

ceed I −A. Hence, A = I + c0 − pH(R − B/∆p).
When pH = 1, the pledgeable income is then pHR

(if c0 > 0, deviations can be punished harshly by

giving the entrepreneur, say, 0 in the case of failure).

(ii) Let RS
b and RF

b denote the rewards in the cases

of success and failure, respectively. The incentive

constraint is

(∆p)[u(RS
b)−u(RF

b)] � B.

The optimal contract solves

maxUb = pHu(RS
b)+ (1− pH)u(RF

b)

s.t.

pHR − pHRS
b − (1− pH)RF

b � I −A,
(∆p)[u(RS

b)−u(RF
b)] � B,

and (if limited liability is imposed)

RF
b � 0.

It must also be the case that the solution to this

program exceeds the utility, u(A), obtained by the

entrepreneur if the project is not financed. The

entrepreneur’s incentive compatibility constraint is

binding; otherwise, the solution to this program

would give full insurance to the entrepreneur, which

would violate the incentive compatibility condition.

We refer to Holmström1 and Shavell2 for general

considerations on this moral-hazard problem.

Exercise 3.3 (random private benefits). (i) B∗ =
pH(R − rl).

1. Holmström, B. 1979. Moral hazard and observability. Bell Journal
of Economics 10:74–91.

2. Shavell, S. 1979. Risk sharing and incentives in the principal and
agent relationship. Bell Journal of Economics 10:55–73.
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(ii) The investors’ expected income is

p2
H
rl(R − rl)

R
I = B∗(pHR − B∗)

R
I.

The borrowing capacity is such that this expected

income is equal to the investors’ initial investment,

I −A. Thus

I = kA,
where

k = 1
1− B∗(pHR − B∗)/R

.

The borrowing capacity is maximized for

B∗ = 1
2pHR,

or, equivalently,

rl = 1
2R.

(iii) Using the fact that investors break even, the

entrepreneur’s expected utility is

(

pH
B∗

R
R +

∫ R

B∗

B
R

dB
)

I = pHB∗ + 1
2R − (B∗)2/2R

1− B∗(pHR − B∗)/R
A.

At the optimum,

1
2pHR < B∗ < pHR.

Recall that B∗ = pHR maximizes the return per

unit of investment as it eliminates shirking, while

B∗ = 1
2pHR maximizes borrowing capacity.

(iv) When B is verifiable, the entrepreneur’s ex-

pected utility is still
(

pHB∗ + R
2
− (B

∗)2

2R

)

I.

For a given B∗, the contract should specify

rl(B)

⎧

⎨

⎩

= R − B/pH if B < B∗ (recall that pL = 0),

> R − B/pH if B > B∗.

The maximal investment is then

I = A
1− pHB∗ + (B∗)2/2R

.

Borrowing capacity is maximized at B∗ = pHR.

Because this threshold also maximizes per-unit ex-

pected income, it is clearly optimal overall.

Exercise 3.4 (product-market competition and fi-

nancing). (i) Because the two projects are statisti-

cally independent, there is no point making an entre-

preneur’s reward contingent on the outcome of the

other firm’s performance. (Technically, this result is

a special case of the “sufficient statistics” results of

Holmström3 and Shavell4. This result states that an

agent’s reward should be contingent only on vari-

ables that the agent can control—a sufficient statis-

tic for the vector of observable variables relative to

effort—and not on extraneous noise.) So, let RS
b and

RF
b denote an entrepreneur’s reward in the cases of

success and failure. As usual,

(∆p)(RS
b − RF

b) � B and RF
b = 0.

Let x ∈ [0,1] denote the probability that the rival

firm invests. Then the expected income is

pH[xpHD + (1− xpH)M].

The pledgeable income is equal to this expression

minus pHB/∆p.

At best, the other firm is not financed, and R = M
in the case of success. The threshold A is given by

I −A = pH

(

M − B
∆p

)

.

(ii) At worst, the rival firm is financed. So, the

expected return in the case of success is

pHD + (1− pH)M.

So,

I −A = pH

(

pHD + (1− pH)M − B
∆p

)

.

(iii) One of the firms gets funding while the other

does not (obvious). There also exists a third, mixed-

strategy equilibrium, in which each firm gets funded

with positive probability.

(iv) If only one firm receives financing, then

RF
b = c0

(as long as pH < 1, so that there is always a proba-

bility of failing even when the entrepreneur works),

and

RS
b = c0 + B

∆p
,

which yields the minimum net worth given in the

statement of the question.

(v) Suppose now that both entrepreneurs receive

financing. Consider the following reward scheme for

3. Holmström, B. 1979. Moral hazard and observability. Bell Journal
of Economics 10:74–91.

4. Shavell, S. 1979. Risk sharing and incentives in the principal and
agent relationship. Bell Journal of Economics 10:55–73.
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the entrepreneur:

Rb < c0 if the firm fails and
the rival firm succeeds,

Rb = c0 otherwise.

There is no longer moral hazard: as long as the

other entrepreneur works, shirking yields probabil-

ity ∆p that the other entrepreneur succeeds while

this entrepreneur fails (recall that the two technolo-

gies are perfectly correlated), resulting in a large (in-

finite) punishment. If

D > M − B
∆p

,

then product-market competition facilitates financ-

ing! Correlation enables benchmarking provided

that both firms secure financing.

Exercise 3.5 (continuous investment and decreas-

ing returns to scale). (i) The incentive constraint is,

as in the model of Section 3.4,

(∆p)Rb � BI. (IC)

The pledgeable income is

pH

[

R(I)−min
{IC}

Rb

]

= pH

[

R(I)− BI
∆p

]

.

Thus the entrepreneur selects I to solve

max NPV = maxUb = pHR(I)− I
s.t.

pH

[

R(I)− BI
∆p

]

� I −A. (BB)

Clearly, if I = I∗ satisfies (BB) (A is high), then it

solves this program. The shadow price of the budget

constraint is then µ = 0.

So suppose A is small enough that (BB) is not sat-

isfied at I = I∗. Then I is determined by (BB) (since

the objective function is concave). In that region, by

the envelope theorem

dUb

dA
= v = [pHR′(I)− 1]

dI
dA

= 1
(pHB/∆p)/(pHR′ − 1)− 1

.

So v decreases with A.

Exercise 3.6 (renegotiation and debt forgiveness).

(i) Suppose that Rb < BI/(∆p).

In the absence of renegotiation, the entrepreneur

will shirk and obtain utility

BI + pLRb,

and the lender’s expected revenue is

pL(RI − Rb).

Renegotiation must be mutually advantageous. So

a necessary condition for renegotiation is that to-

tal surplus increases. A renegotiation toward a stake

R̂b < BI/(∆p) does not affect surplus and thus is a

mere redistribution of wealth between the investors

and the entrepreneur. So renegotiation, if it happens,

must yield stake

R̂b � BI
∆p

for the entrepreneur. It constitutes a Pareto-im-

provement if the following two conditions are sat-

isfied:

pHR̂b � BI + pLRb

and

pH(RI − R̂b) � pL(RI − Rb).

The second inequality, together with the incentive

constraint, implies that

(∆p)RI − pH
BI
∆p

+ pLRb � 0.

Conversely, if this condition is satisfied, then the two

parties can find an R̂b that makes them both better

off.

Note that the standard assumptions

pH

[

RI − BI
∆p

]

� I −A

and

I � pLRI + BI
imply that

(∆p)RI − pH
BI
∆p

+A− BI � 0.

So, ifA > BI and Rb is small enough, the condition

for renegotiation may not be satisfied.

(ii) The “project” consists in creating incentives

for the entrepreneur. It creates NPV equal to (∆p)RI,
does not involve any new investment, and the entre-

preneur can bring an amount of money Â ≡ pLRb

that is the forgone expected income.
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For this fictitious project, the pledgeable income

is
(∆p)RI − pH

BI
∆p

and the investors’ outlay is

0− Â.
Hence, it is “financed” if and only if

(∆p)RI − pH
BI
∆p

� −pLRb.

Exercise 3.7 (strategic leverage). (i) • The NPV, if the

project is funded, is

(pH + τ)R − I(τ).
So, if A � A∗, τ = τ∗.

• For A < A∗, the pledgeable income can be in-

creased by reducing τ below τ∗:

d
dτ

[

(pH+τ)
(

R− B
∆p

)

−[I(τ)−A]
]

= R− B
∆p

−I′(τ).

Let τ∗∗ be defined by

I′(τ∗∗) = R − B
∆p

.

The pledgeable income decreases with τ for τ �
τ∗∗. The borrower can raise funds if and only if A >
A∗∗, with

(pH + τ∗∗)
(

R − B
∆p

)

= I(τ∗∗)−A∗∗.

The quality of investment increases with A (for A >
A∗∗) and is flat beyond A∗. For A ∈ [A∗∗, A∗],

[pH + τ(A)]
[

R − B
∆p

]

= I(τ(A))−A.

For A � A∗, τ(A) = τ∗.

(ii) • Define τ̂ by

I′(τ̂) = [1− (pH + τ̂)]R.
(τ̂ maximizes a firm’s NPV given that the other firm’s

choice is τ̂ .) Borrower i’s incentive compatibility con-

straint is (∆p)(1−qj)Rb � B, where Rb is her reward

in the case of income R. So the pledgeable income is

(pH + τ)
[

(1− qj)R − B
∆p

]

.

(τ̂, τ̂) is a symmetric Nash equilibrium if and only if

(pH + τ̂)
[

[1− (pH + τ̂)]R − B
∆p

]

� I(τ̂)−A.

This equation yields Â.

• “Natural monopoly case.” Let τ(A) be defined as

in subquestion (i). Consider a candidate equilibrium

in which borrower 1 selects τ(A) and borrower 2

does not raise funds. That is,

A � min
τ

{

I(τ)−(pH+τ)
[

(1−(pH+τ(A)))R− B
∆p

]}

.

(iii) • (q̃, q̃) is a symmetric Nash equilibrium for

A = Ã.

• By choosing q1 = q̃+ ε, borrower 1 deters entry

by borrower 2.

Exercise 3.8 (equity multiplier and active monitor-

ing). (i) See Section 3.4.

(ii) Suppose that monitoring at level c is to be in-

duced. Two incentive compatibility constraints must

be satisfied:

(∆p)Rm � cI and (∆p)Rb � b(c)I.

Because there is no scarcity of monitoring capital,

the monitor contributes Im to the project and breaks

even:
Im = pHRm − cI = pH

c
∆p

I − cI.

The equity multiplier, k, is given by

pH(R − Rb − Rm)I = I −A− Im
or

pH

[

R − b(c)+ c
∆p

]

I = I −A− pH
c
∆p

I + cI,

that is,
I = k(c)A,

where

k(c) = 1
1+ c − pH[R − b(c)/∆p]

= 1
1− ρ0 + c + (pH/∆p)[b(c)− B]

.

The project’s NPV (which includes the monitoring

cost) is equal to

ρ1I − I − cI = (ρ1 − 1− c)k(c)A.

The borrower maximizes (ρ1 − 1− c)k(c) since the

other parties receive zero utility and she therefore

receives the project’s NPV.

Exercise 3.9 (concave private benefit). (i) Suppose

that the NPV per unit of investment is positive:

pHR > 1

(otherwise there is no investment).
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The entrepreneur’s utility is equal to the NPV,

Ub = (pHR − 1)I,

and so the entrepreneur chooses the highest invest-

ment that is consistent with the investors’ breakeven

constraint

pH

(

RI − B(I)
∆p

)

= I −A.

Because limI→∞ B′(I) = B and pH(R − (B/∆p)) < 1,

this upper limit indeed exists.

(ii) The shadow price is given by

v = dUb

dA
= (pHR − 1)

dI
dA

= 1
(pHB′(I)/(pHR − 1))− 1

.

Hence v increases with A (since B′′ < 0 and

dI/dA > 0).

Exercise 3.10 (congruence, pledgeable income, and

power of incentive scheme). (i) Either Rb � B/(∆p)
and the entrepreneur always behaves well. The NPV

is

NPV1 = pHR − I + (1− x)B
and the financing condition

pH

(

R − B
∆p

)

� I −A. (1)

Or Rb < B/(∆p). The NPV is then

NPV2 = x(pLR + B)+ (1− x)(pHR + B)− I
< NPV1,

and the financing condition (Rb = 0 then maximizes

the pledgeable income) is

[xpL + (1− x)pH]R � I −A. (2)

The pledgeable income is increased only if x is suf-

ficiently low. The high-powered incentive scheme is

always preferable if (1) is satisfied; otherwise, the

parties may content themselves with a low-powered

scheme (provided (2) is satisfied).

(ii) Suppose that the menu offers (RS
b, R

F
b) when

interests are divergent and (R̂S
b, R̂

F
b) when interests

are aligned. The state (divergent/congruent) is not

observed by the investors and so this menu must be

incentive compatible (the entrepreneur must indeed

prefer the incentive scheme tailored to the state of

nature she faces).

The interesting case is when the incentive scheme

in the divergent state is incentive compatible ((∆p)×
(RS

b − RF
b) � B; otherwise, setting all rewards equal to

0 is obviously optimal).

In the congruent state, the entrepreneur must not

pretend interests are divergent, and so

pHR̂S
b + (1− pH)R̂F

b � pHRS
b + (1− pH)RF

b.

So one might as well take R̂S
b = RS

b and R̂F
b = RF

b. This

choice yields incentive compatibility in the congru-

ent state and maximizes the pledgeable income.

Exercise 3.11 (retained-earnings benefit). (i) Let us

assume away any discounting for notational simplic-

ity. The assumption on B
¯

2 implies that retained earn-

ings are always needed to finance the second project,

as

p2
H

(

R2 − B2

∆p2

)

< I2 for all B2.

The borrower’s utility is, as a function of date-1

earnings R1
b,

Ub(R1
b) =

⎧

⎪
⎪
⎨

⎪
⎪
⎩

R1
b if the second project

is not financed,

R1
b +NPV2 otherwise,

where

NPV2 = p2
HR2 − I2

is independent of B2.

Let R̂1
b(B2) denote the required level of retained

earnings when the date-2 private benefit turns out

to be B2:

p2
H

(

R2 − B2

∆p2

)

= I2 − R̂1
b(B

2).

This equation also defines a threshold B̂2(R1
b).

Thus, the expected utility is

E[Ub(R1
b)] = R1

b + F(B̂2(R1
b))[NPV2].

The shadow value of retained earnings is therefore

µ = d[E[Ub(R1
b)]]

dR1
b

= 1+ f(B̂2(R1
b))
[

dB̂2

dR1
b

]

[NPV2].

(ii) The date-1 incentive compatibility constraint

is

(∆p1)[R1
b + F(B̂2(R1

b))[NPV2]] � B1.

The pledgeable income,

p1
H

[

R1 −min
{IC1}

R1
b

]

,
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is therefore larger than in the absence of a second

project. It is therefore more likely to exceed I1 −A1,

where A1 is the entrepreneur’s initial wealth.

Exercise 3.12 (investor risk aversion and risk pre-

mia). (i) This condition says that the risk-free rate is

normalized at 0. In other words, investors are will-

ing to lend 1 unit at date 0 against a safe return of 1

unit at date 1.

(ii) With a competitive capital market, the financ-

ing condition becomes

pHqSRl � I −A.

With a risk-neutral entrepreneur, the incentive com-

patibility constraint is unchanged:

(∆p)Rb � B.

Thus, enough pledgeable income can be harnessed

provided that

pH

[

R − B
∆p

]

� I −A
qS

. (1)

Comparing condition (1) with condition (3.3) in

Chapter 3, we conclude that obtaining financing is

easier for a countercyclical firm than for a procycli-

cal one, ceteris paribus.

(iii) The entrepreneur maximizes her utility sub-

ject to the investors’ being willing to lend

max
{RF

b,R
S
b}
{pHRS

b + (1− pH)RF
b} (2)

s.t.

qSpH(R − RS
b)+ qF(1− pH)(−RF

b) � I −A, (3)

(∆p)(RS
b − RF

b) � B, (4)

RF
b � 0. (5)

Letting µ1, µ2, and µ3 denote the shadow prices of

the constraints, the first-order conditions are

pH[1− µ1qS]+ µ2(∆p) = 0 (6)

and

(1− pH)[1− µ1qF]− µ2(∆p)+ µ3 = 0. (7)

• First, note that for qS ≠ qF at least one of con-

straints (4) and (5) must be binding: if µ2 = µ3 = 0,

(6) and (7) cannot be simultaneously satisfied.

• Conversely, (4) and (5) cannot be simultaneously

binding, except when condition (1) is satisfied with

exact equality.

• Suppose that constraint (4) is not binding (µ2 =
0), which, from what has gone before, implies that

RF
b = 0. Then µ1 = 1/qS, and (7) can be satisfied only

if

qF > qS.

• In contrast, suppose that constraint (5) is not

binding (µ3 = 0). Constraints (6) and (7) taken to-

gether imply that

qS > qF.

To sum up, the maximum punishment result

(RF
b = 0) carries over to procyclical firms, because the

incentive effect compounds with the “marginal rates

of substitution” effect (the investors value income

in the case of failure relatively more compared with

the entrepreneur). But it does not in general hold

for countercyclical firms. Then the investors care

more about the payoff in the case of success, and the

entrepreneur should keep marginal incentives equal

to B/∆p and select RF
b > 0 (since the firm’s income

is equal to 0 in the case of failure, this requires the

firm to hoard some claim at date 0 so as to be able

to pay the entrepreneur even in the case of failure).

Entrepreneurial risk aversion changes the incen-

tive constraint (4) and the objective function (2). It

may be the case that RF
b > 0 even for a procyclical

firm.

Exercise 3.13 (lender market power). (i) If A �
I, then the “borrower” does not need the lender

and just obtains the NPV (Ub = V ). So let us as-

sume that A < I. The lender must respect two con-

straints. First, the standard incentive compatibility

constraint:

(∆p)Rb � B. (ICb)

Second, her net utility must be nonnegative:

Ub = pHRb −A � 0. (IRb)

The lender maximizes

Ul = pH[R − Rb]− (I −A)
subject to these two constraints.

Let us first ignore (ICb). The lender sets Rb = A/pH

and thus

Ub = 0.

The lender appropriates the entire surplus (Ul =
V ) as long as Rb = A/pH satisfies the incentive
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constraint, or

(∆p)
A
pH

� B ⇐⇒ A � Â.

For A ∈ [A, Â), the lender cannot capture the bor-

rower’s surplus without violating the incentive con-

straint; then the borrower’s net utility

Ub = pH
B
∆p

−A

is decreasing in A.

Lastly, the lender is willing to lend as long as

Ul = V −Ub � 0 or A � A.

The borrower’s net utility is as represented in Fig-

ure 1.

The borrower is “better off” (from the relation-

ship) if she is either very rich (she does not need

the lender) or poor (she cannot be expropriated by

the lender)—although, of course, not too poor!

(ii) The lender solves

maxUl = pH(RI − Rb)− (I −A)
s.t.

(∆p)Rb � BI, (ICb)

pHRb � A. (IRb)

If (ICb) were not binding, (IRb) would have to be

binding (Ul is decreasing in Rb) and

Ul = (pHR − 1)I

would yield I = ∞, violating (ICb), a contradiction.

If (IRb) were not binding, (ICb) would have to be

binding, and

Ul =
(

pH

(

R − B
∆p

)

− 1
)

I +A,

and so I = 0 = Rb, contradicting (IRb).

Hence, the two constraints are binding, and so

I = 1
pHB/∆p

A.

Recall that, in the presence of a competitive market,

I∗ = 1
1− pH(R − B/∆p)

A,

and so

I < I∗.

With variable-size investment, lender market power

leads to a contraction of investment.

Exercise 3.14 (liquidation incentives). (i) Techni-

cally, the realization of γ is a “sufficient statistic”

for inferring the effort chosen by the entrepreneur.

Rewarding the entrepreneur as a function not only

of γ, but also of the realization of the final profit

amounts to introducing into the incentive scheme

noise over which the entrepreneur has no control.

(We leave it to the reader to start with a general in-

centive scheme and then show that without loss of

generality the reward can be made contingent on γ
only.)

Second, it is optimal to liquidate if and only if γ =
γ
¯

. Hence, one can define expected profits:

RS ≡ γ̄R and RF ≡ L,

where “success” (“S”) now refers to a good signal,

“failure” (“F”) to a bad signal, and RS and RF denote

the associated continuation profits.

We are now in a position to apply the analysis of

Section 3.2. Let RS
b denote the entrepreneur’s reward

in the case of a good signal (γ = γ̄) and 0 that in the

case of a bad signal. Incentive compatibility requires

that

(∆p)RS
b � B.

The NPV is

Ub ≡ pHγ̄R + (1− pH)L− I,

and the pledgeable income is

P ≡ pHγ̄R + (1− pH)L− pH
B
∆p

.

Financing is then feasible provided that A � A,

where

pH

(

γ̄R − B
∆p

)

+ (1− pH)L = I −A.
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(ii) Truth telling by the entrepreneur requires that

γ̄Rb � Lb � γ
¯
Rb.

The entrepreneur’s other incentive compatibility

constraint (that relative to effort) is then

(∆p)(γ̄Rb − Lb) � B.

The investors’ payoff is then

pHγ̄(R − Rb)+ (1− pH)(L− Lb).

As expected, it is highest when Lb andRb are as small

as is consistent with the incentive constraints:

Lb = γ
¯
Rb and (∆p)(γ̄Rb − Lb) = B.

And so the pledgeable income is

pHγ̄(R − Rb)+ (1− pH)(L− Lb)

for these values of Lb and Rb. Simple computations

show that the financing condition amounts to

pHγ̄R + (1− pH)L

− [pHγ̄ + (1− pH)γ
¯
]

B
(∆p)(∆γ)

� I −A

or

A � A+ γ
¯

B
(∆p)(∆γ)

.

Exercise 3.15 (project riskiness and credit ration-

ing). The managerial minimum reward (consistent

with incentive compatibility) is the same for both

variants:
B
∆pA

= B
∆pB

.

And so the investors’ breakeven condition can be

written (with obvious notation) as

I −A � pA
H

(

RA − B
∆p

)

for variant A

and

I −A � pB
H

(

RB − B
∆p

)

for variant B .

Because pA
H > p

B
H, the safer project (project A) is fi-

nanced for a smaller range of cash on hand A. That

is, the safe project is more prone to credit rationing.

Intuitively, the nonpledgeable income is higher for

a safe project, since the entrepreneur has a higher

chance to be successful and thus to receive the in-

centive payment B/∆p.

This, however, assumes that good behavior is

needed for funding either variant. Let us relax this

assumption. Good behavior boosts the pledgeable

income (as well as the NPV, for that matter) more

when the payoff in the case of success is high, that

is, for the risky project. Thus, suppose that the fol-

lowing conditions hold:

I −A > pB
H

(

RB − B
∆p

)

,

I −A > pB
LRB,

I −A � pA
L RA,

I < pA
L RA + B.

The first two inequalities state that the risky variant

cannot receive financing whether good behavior or

misbehavior is induced by the managerial compen-

sation scheme (note, for example, that the second in-

equality is automatically satisfied if pB
H is close to its

lowest feasible value ∆p). The third states that the

risky project generates enough pledgeable income

when the cash-flow rights are allocated entirely to

investors. Finally, the fourth inequality guarantees

that the safe project’s NPV is positive.

To check that these inequalities are not inconsis-

tent, assume, for example, that A = 0 and pA
L RA = I

(or just above); then

pB
LRB = pB

L/p
A
L

pB
H/p

A
H

I < I.

Lastly, for B large enough, the first inequality is satis-

fied. We conclude that the risky project may be more

prone to credit rationing if high-powered incentives

are not necessarily called for.

Exercise 4.15 investigates a different notion of

project risk, in which a safe project yields a higher

liquidation value and a lower long-term payoff and

is less prone to credit rationing than a risky project.

Exercise 3.16 (scale versus riskiness tradeoff). The

risky project’s NPV is

U r
b = (xρ1 − 1)I.

The investors’ breakeven condition can be written as

xρ0I = I −A.
And so

U r
b =

xρ1 − 1
1− xρ0

A = ρ1 − 1/x
1/x − ρ0

A.

Note that this is the same formula as obtained in Sec-

tion 3.4.2, except that the expected cost of bringing
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1 unit of investment to completion is 1/x rather

than 1.

Turn now to the safe project. The NPV is then

Us
b = (ρ1 −X)I,

and the investors’ breakeven condition is

ρ0I = XI −A.
Hence,

Us
b =

ρ1 −X
X − ρ0

A.

The expected cost of bringing 1 unit of investment

to completion is now X.

Thus the safe project is strictly preferred to the

risky one if and only if

X <
1
x

or xX < 1.

Exercise 3.17 (competitive product market inter-

actions). The representative firm’s investment must

satisfy

pH

[

PR − B
∆p

]

i � i−A, (1)

since the manager’s reward in the case of success,

Rb, must satisfy

(∆p)Rb � Bi.

The representative entrepreneur wants to borrow up

to her borrowing capacity as long as the NPV per unit

of investment is positive:

pHPR � 1. (2)

In equilibrium i = I and P = P(pHRI). Let I∗ (the

optimal level from an individual firm’s viewpoint) be

given by

pHRP∗ = 1 and P∗ = P(pHRI∗).

Two cases must therefore be considered, depend-

ing on whether A is (a) large or (b) small:

(a) if

pH[P∗R − B/∆p]I∗ � I∗ −A,
then the borrowing constraint is not binding and

I = I∗;

(b) if

pH[P∗R − B/∆p]I∗ < I∗ −A,
then (1) is binding, and so

I = A
1− pH[RP(pHRI)− B/∆p]

.

Exercise 3.18 (maximal incentives principle in the

fixed-investment model). Recall that, because the

investors break even, the entrepreneur’s expected

payoff when the project is financed is nothing but

the project’s NPV. The entrepreneur’s expected pay-

off is therefore independent of the way the invest-

ment is financed. The financing structure just serves

the purpose of guaranteeing good behavior by the

entrepreneur. Let RS
b and RF

b denote the (nonnega-

tive) rewards of the borrower in the cases of success

(RS) and failure (RF), respectively. The incentive con-

straint can be written as

(∆p)(RS
b − RF

b) � B. (ICb)

This constraint implies that setting RF
b at its mini-

mum level (0) provides the entrepreneur with maxi-

mal incentives. So, the incentive constraint becomes

(∆p)RS
b � B.

The pledgeable income is equal to total expected in-

come minus the borrower’s minimum stake consis-

tent with incentives to behave:

pHRS + (1− pH)RF − pH
B
∆p

= pH

(

R − B
∆p

)

+ RF.

Thus the project is financed if and only if

pH

(

R − B
∆p

)

� I − (A+ RF). (1)

As one would expect, the minimum income RF plays

the same role as cash or collateral. It is really part of

the borrower’s net worth.

The optimum contract can be implemented

through a debt contract : let D, RF < D < RS, be de-

fined by

pHD + (1− pH)RF = I −A. (IRl)

That is, the borrower owes D to the lenders. In the

case of failure (RF), the borrower defaults and the

lenders receive the firm’s cash, RF. Equation (IRl)

then guarantees that the lenders break even.

In this fixed-investment version of the model, the

debt contract is, however, in general not uniquely

optimal: a small reward RF
b > 0 for the borrower in

the case of failure would still be consistent with (ICb)

and (IRl) as long as condition (IRl) is satisfied with

strict inequality. By contrast, the standard debt con-

tract is uniquely optimal in the variable-investment

version of the model as it maximizes the borrower’s

borrowing capacity (see Section 3.4.3).
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Exercise 3.19 (balanced-budget investment sub-

sidy and profit tax). The total investment subsidy

is sI and the profit tax tRI. Budget balance then

requires
pHtRI = sI.

The amount of income that is pledgeable to investors

is
pH

[

R − tR −− B
∆p

]

I,

and so the breakeven constraint is

pH

[

(1− t)R − B
∆p

]

I = (1− s)I −A.

Adding up the two equalities yields

pH

[

R − B
∆p

]

I = I −A

or
I = A

1− ρ0
.

Finally, the entrepreneur receives the NPV, (ρ1−1)I,
since both the investors and the government make

no surplus.

Exercise 3.20 (variable effort, the marginal value

of net worth, and the pooling of equity). (i) Let Rb

denote the entrepreneur’s reward in the case of suc-

cess. The entrepreneur is residual claimant when she

does not need to borrow:

Rb = R.
And so she maximizes

max
p
{pR − 1

2p
2 − I}

yielding
p = R

and
Ub = 1

2R
2 − I > 0.

(ii) More generally,

p = Rb.

The investors’ breakeven condition is

p(R − Rb) � I −A
or

Rb(R − Rb) � I −A.
Only the region Rb � 1

2R is relevant: were Rb to be

smaller than 1
2R, then R̂b = R − Rb would yield the

same pledgeable income, but a higher utility to the

entrepreneur.

The highest pledgeable income is obtained when

Rb = 1
2R. Thus a necessary condition for financing is

that A � A1, where

1
4R

2 = I −A1.

It must further be the case that the project’s NPV

be positive. That is, for the (maximum) value of Rb

satisfying

Rb(R − Rb) = I −A,
then

Ub = RbR − I − 1
2R

2
b −A � 0.

So, using the breakeven constraint to rewrite the

NPV, let

Ub = V(A) = max
{Rb}

{RbR − 1
2R

2
b − I}

s.t.

Rb(R − Rb) � I −A.
This yields the shadow price of equity, V ′(A):

V ′(A) = [R − Rb(A)]
[

dRb(A)
dA

]

> 0,

where Rb(A) is given by the investors’ breakeven

condition. ForA > I, we can define V(A) = ( 1
2R

2)−I.
And so V ′(A) = 0 (note that we discuss net utilities,

so the no-agency-cost benchmark is a shadow price

of cash on hand equal to 0; this benchmark is equal

to 1 for gross utilities). WhenA > I, the entrepreneur

is residual claimant and exerts the socially optimal

effort. For A < I, V ′(A) > 0, but V ′(I) = 0: a local

increase in the entrepreneur’s compensation just be-

low R has only a second-order effect.

Furthermore,

V ′′(A) < 0.

Let A2 < I satisfy

V(A2) = 0.

Then

A = max{A1, A2}.
(iii) Let I ≡ IL. That is, we fix IL and the corre-

sponding V(·) function. In the absence of an ex ante

arrangement between the two entrepreneurs, each

receives a net utility:

1
2V(A)

(the gross utility is 1
2 (V(A) + A)). For, because

RbR − 1
2R

2
b is concave, it is optimal for both to have
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the same reward if they both invest. Thus the strat-

egy consisting in (a) pooling cash on hand, (b) invest-

ing, and (c) setting identical reward schemes and in-

vestment, yields, for each entrepreneur,

V(A− 1
2 (IH − IL)).

Alternatively, the two can pool resources but only

the low-investment-cost project will be funded. The

expected net utility of each is then

1
2V(max(2A, IL)),

since, if 2A � IL, the low-investment-cost entrepre-

neur is residual claimant.

Note that

1
2V(max(2A, IL)) > 1

2V(A),

so pooling is always optimal.

The lucky entrepreneur cross-subsidizes the un-

lucky entrepreneur if and only if

V(A− 1
2 (IH − IL)) >

1
2V(max(2A, IL)).

The unlucky entrepreneur cross-subsidizes the

lucky one if this inequality is violated. Finally, be-

cause

V(A) > 1
2V(max(2A, IL)),

the cross-subsidization is from the lucky to the un-

lucky for IH below some threshold.

Exercise 3.21 (hedging or gambling on net worth?).

(i) Letting Rb denote the entrepreneur’s stake in suc-

cess (and 0 in failure), the incentive compatibility

constraint is

(∆p)Rb � B.

Financing is feasible if and only if

pH

(

R − B
∆p

)

� I −A.

The entrepreneur’s date-1 gross utility is

[pHR − I]+ [A−A] if A � A

and

A if A < A.

• If A0 � A, the entrepreneur’s date-0 expected

gross utility is

Uh
b = [pHR − I]+A0

if she hedges.

By contrast, and letting F(ε) denote the cumula-

tive distribution of ε, her expected utility becomes

Ug
b = [1− F(A−A0)][[pHR − I]+m+(A)]

+ F(A−A0)m−(A)

< Uh
b ,

where

m+(A) ≡ E[A | A � A],

m−(A) ≡ E[A | A < A],
[1− F(A−A0)]m+(A)+ F(A−A0)m−(A) = A0.

• If A0 < A, then

Uh
b = A0 < U

g
b .

(ii) Ex post the entrepreneur chooses p so as to

solve

max
{p}

{pRb − 1
2p

2},

and so

p = Rb.

The pledgeable income is

P = Rb(R − Rb)

and the NPV, i.e., the entrepreneur’s expected net

utility, in the case of financing is

Ub = RbR − I.
Without loss of generality, assume that Rb � 1

2R (if

Rb < 1
2R, R̂b = R − Rb yields the same P and a higher

Ub).

Assume that I −A0 < 1
4R

2. This condition means

that the entrepreneur can receive funding if she

hedges (the highest pledgeable income is reached

for Rb = 1
2R). She also receives funding even in the

absence of hedging provided that the support of ε
is small enough (the lower bound is smaller than
1
4R

2 − (I −A0) in absolute value). Let

V(A) ≡ Rb(A)R − I,
where Rb(A) is the largest root of

Rb(R − Rb) = I −A.
One has

dV
dA

= RdRb

dA
= R

2Rb(A)− R
> 0

and
d2V
dA2

= − 2R
(2Rb(A)− R)2

dRb

dA
< 0.
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Hence, V is concave and so

V(A0) > E[V(A0 + ε)].
The entrepreneur is better off hedging.

(iii) The investment is given by the investors’

breakeven condition:

pH

[

RI − B(I)
∆p

]

= I −A.

This yields investment I(A), with I′ > 0 and I′′ < 0

if B′′ > 0, I′′ > 0 if B′′ < 0. The ex ante utility is

Uh
b = (pHR − 1)E[I(A0 + ε)]

in the absence of hedging. And so Uh
b > U

g
b if B′′ > 0

and Uh
b < U

g
b if B′′ < 0.

(iv) When the profit is unobservable by investors,

there is no pledgeable income and so

I = A.
And so

Uh
b = R(A0) and Ug

b = E[R(A0 + ε)] < R(A0)

since R is concave.

(v) Quite generally, in the absence of hedging the

realization of ε generates a distribution G(I) over

investment levels I = I(ε) and over cash used in the

project A(ε) � A0 + ε such that

P(I(ε)) � I(ε)−A(ε),
where P is the pledgeable income. And so

E[P(I)] � E[I]−A0.

Drawing I from distribution G(·) regardless of the

realization of ε and keeping A0−E[A(ε)]makes the

entrepreneur as well off.

In general, the entrepreneur can do strictly bet-

ter by insulating her investment from the realization

of ε (in the constant-returns-to-scale model of Sec-

tion 3.4, though, she is indifferent between hedging

and gambling).

Consider, for example, the case A0 < A in sub-

question (i). Then we know that gambling is optimal.

The probability that the project is financed is

1− F(A−A0) and [1− F(A−A0)]A < A0.

This last inequality states that there is almost surely

“unused cash”: eitherA0 + ε < A and then there is no

investment, or A0 + ε > A and then there is “excess

cash” [A0 + ε −A].

Consider therefore the date-0 contract in which

the date-1 income r = A0+ε is pledged to investors.

The probability of funding is then X, which allows

investors to break even:

A0 = X
[

I − pH

(

R − B
∆p

)]

= XA.

Clearly,

X > 1− F(A−A0),

and so the entrepreneur’s date-0 expected gross util-

ity has increased from

[1− F(A−A0)](pHR − I)+A0

to

X(pHR − I)+A0.

Of course, this is not quite a fair comparison, since

we have allowed random funding under hedging and

not under gambling. But, because there is excess

cash in states of nature in which A > A, the same re-

sult would hold even if we allowed for random fund-

ing under gambling: when A < A, the project could

be funded with probability x(A) = A/A. The total

probability of funding under gambling would then

be

∫ A−A0

0

AdF(A−A0)
A

+ [1− F(A−A0)]

<

∫A−A0
0 AdF(A−A0)+

∫∞
A−A0

AdF(A−A0)
A

= A0

A
.

For more on liquidity and risk management, see

Chapter 5.

Exercise 4.1 (maintenance of collateral and asset

depletion just before distress). (i) When c = 0 (no

moral hazard on maintenance), the pledgeable in-

come is equal to (A plus)

pH

(

R − B
∆p

)

.

Consider c > 0. First, suppose that the entrepreneur

receives Rb in the case of success, and rb in the case

of good maintenance. That is, the two incentives are

not linked together. The IC constraints are

(∆p)Rb � B and rb � c.

The pledgeable income is (A plus)

pH

(

R − B
∆p

)

− c.
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However, and as in Diamond’s (1984) model (see

Section 4.2), it is optimal to link the two incentives.

Let us look for conditions that guarantee that the

entrepreneur both exerts effort to raise the prob-

ability of success and maintains the collateral. We

just saw that it is optimal to reward the entrepre-

neur only if the project is successful and the asset

has been maintained. Let Rb > 0 denote this reward.

There are three potential incentive compatibility

constraints:

• {work, maintain} � {shirk, maintain}

pHRb − c � pLRb − c + B

or

(∆p)Rb � B.

• {work, maintain} � {shirk, do not maintain}

pHRb − c � B.

Note that this second constraint does not bind if

the first constraint is satisfied, since by assumption

pLB/(∆p) � c.

• {work, maintain} � {work, do not maintain}

pHRb − c � 0.

This third constraint is not binding either.

The necessary and sufficient condition for financ-

ing is

pH

(

R − B
∆p

)

� I −A,

and the NPV is

Ub = [pHR − I]+ [A− c].

(ii) The decision over whether to maintain the

collateral now depends on the realization of the

signal about the eventual outcome of the project.

The entrepreneur stops maintaining the asset when

learning that the project will fail. When no signal ac-

crues, the conditional probability of success (assum-

ing that the entrepreneur has chosen probability of

success p ∈ {pL, pH}) is

p
p + (1− p)(1− ξ) .

The borrower maintains the asset if and only if

p
p + (1− p)(1− ξ) (Rb +A) � c.

The ex ante incentive compatibility condition (rel-

ative to the choice of p) is then (for c not too large)

pH(Rb +A− c)+ (1− pH)(1− ξ)(−c)
� pL(Rb +A− c)+ (1− pL)(1− ξ)(−c)+ B.

The interpretation of the term (∆p)ξc in the in-

equality in the statement of question (ii) is that if the

entrepreneur works, she reduces the probability of

receiving a signal that enables her to avoid mainte-

nance benefitting the lenders.

(iii) • Suppose, first, that the entrepreneur does

not pledge the assets. Then the condition for financ-

ing is the familiar one (with the value of collateral,

A, being nonpledgeable to investors):

pH

(

R − B
∆p

)

� I.

• If the entrepreneur pledges the assets in the case

of failure, then the financing condition becomes

pH

[

R −
(

B
∆p

+ ξc −A
)]

+ (1− pH)(1− ξ)A � I.

Not pledging the asset in the case of failure facil-

itates financing if

pHξc > [pH + (1− pH)(1− ξ)]A,

which is never satisfied if A > c. Note that (1) the

NPVs differ (the NPV is higher in the absence of

pledging since the asset is then always maintained)

and (2) more generally one should consider pledging

only part of the asset.

Exercise 4.2 (diversification across heterogeneous

activities). (i) Under specialization, the entrepre-

neur’s net utility is (see Section 3.4)

Uib =
ρi1 − 1

1− ρi0
A for activity i.

So, the entrepreneur prefers the low-NPV, low-

agency-cost activity α if and only if

ρα1 − 1
1− ρα0

>
ρβ1 − 1

1− ρβ0
. (1)

(ii) LetR2 denote the entrepreneur’s reward if both

activities succeed (R1 = R0 = 0). The entrepreneur

must prefer behaving in both activities to misbehav-

ing in both:

(p2
H − p2

L)R2 � BαIα + BβIβ. (2)
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Now if the ratios Iα/Iβ and Bα/Bβ are sufficiently

close to 1, a case we will focus on in the rest of

the question, then the entrepreneur does not want

to misbehave in a single activity either (the proof is

similar to that in Section 4.2).

The entrepreneur solves

max
{Iα,Iβ}

{(ρα1 − 1)Iα + (ρβ1 − 1)Iβ}

s.t.

ρα1 Iα + ρβ1 Iβ −
p2

H

p2
H − p2

L

[BαIα + BβIβ]

� Iα + Iβ −A. (3)

In contrast, the specialization solution solves the

same program but with p2
H/[p

2
H − p2

L] replaced by

pH/[pH − pL], which is bigger. Let

ρ̃i0 ≡ pHRi − p2
H

p2
H − p2

L

Bi > ρi0.

Diversification reduces the agency cost. If

ρα1 − 1
1− ρ̃α0

<
ρβ1 − 1

1− ρ̃β0
,

then the optimum is to have

Iβ > Iα.

But Iα = 0 is not optimal. We need to reintroduce the

incentive constraint according to which the entre-

preneur does not want to shirk in activity β only (the

one that yields the highest total private benefit): con-

dition (2) (satisfied with equality so as to maximize

borrowing capacity, and now labeled (2′)),

(pH + pL)(∆p)R2 = BαIα + BβIβ, (2′)

does not imply

pH(∆p)R2 � BβIβ (4)

if the ratio Iα/Iβ is too small. Conditions (2′) and (4)

(satisfied with equality) together define the optimal

ratio Iα/Iβ.

Exercise 4.4 (“value at risk” and benefits from

diversification). Let R0, R1, and R2 denote the entre-

preneur’s reward contingent on 0, 1, and 2 suc-

cesses, respectively. The NPV (given that the entre-

preneur will never receive rewards strictly above R̄,

we can reason on the risk-neutral zone in u(·) and

use the NPV) is

2[pHR − I].

To see whether the two projects can be financed si-

multaneously, minimize the nonpledgeable part of

this NPV,

1
4 [1+α]R2 + 1

2 [1−α]R1 + 1
4 [1+α]R0, (1)

while providing incentives. To compute the entre-

preneur’s expected compensation above, note that

the probability of two successes is

Pr(project 1 succeeds | work on project 1)

× Pr(project 2 succeeds | work on project 2 and

success in project 1)

or 1
2 [

1
2 (1+α)]. And so forth.

(i) The two incentive constraints are

1
4 [1+α]R2+ 1

2 [1−α]R1+ 1
4 [1+α]R0 � 2B+R0 (2)

and

1
4 [1+α]R2 + 1

2 [1−α]R1 + 1
4 [1+α]R0

� B + 1
2R1 + 1

2R0. (3)

(ii) If R̄ is large, one can then reward the entrepre-

neur only in the upper tail:

R2 = 8B
1+α.

This value minimizes (1) subject to (2), and also sat-

isfies (3).

(iii) When R̄ < (8B)/(1+α), the entrepreneur can

no longer be rewarded solely in the upper tail to sat-

isfy (2). Note that R0 = 0 is optimal from (2) and

(3). (2) can be satisfied by {R2 = R̄, R1 � R̄, R0 = 0}
if and only if

1
8 (3−α)R̄ � B. (4)

The question is then whether (3) is also satisfied.

• For positive correlation (α > 0), increasing R1

makes (3) harder to satisfy. Hence, minimizing the

nonpledgeable income requires choosing the lowest

R1 that satisfies (2). This value satisfies (3) if and only

if B � ( 1
2R1), or, after substitutions,

B � 1
4 R̄,

which is more constraining than (4).

• For negative correlation (α < 0), increasing R1

makes it easier to satisfy (3). While it is still opti-

mal to set R2 = R̄, the binding constraint may now

be (3) (and thus the nonpledgeable income exceeds

2B = 2pHB/∆p here). Financing may be feasible even
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though it would not be so if project correlation were

positive (but 1
4 (1−α)R̄ must exceed B).

Exercise 4.5 (liquidity of entrepreneur’s claim). The

entrepreneur’s incentive constraint when the liquid-

ity shock is observed by investors is

(1− λ)(∆p)Rb � B.

The NPV is

Ub = NPV = λ(µ − 1)rb + pHR − I,

while the breakeven constraint is

λ(µ0 − 1)rb + pHR − (1− λ)pHRb � I −A.

As in the text, it is optimal to compensate the entre-

preneur by providing her with liquidity (since µ > 1)

onceRb is equal to B/(1−λ)∆p. The level of liquidity,

r∗b , given to the entrepreneur is set by the breakeven

constraint

λ(1− µ0)r∗b + [I −A] = pH

(

R − B
∆p

)

.

It increases when more of the proceeds of reinvest-

ment become pledgeable.

(ii) If λ is a choice variable, the entrepreneur faces

multiple tasks. She solves

max
{λ∈{0,λ̄}, p∈{pL,pH}}

Ub(p, λ)

= {λ[µ − µ0]rb + (1− λ)pRb

− λc + B1{p=pL}}.

The NPV is

Ub = NPV = λ(µ − 1)rb + pHR − I − λc.

For a given contract (Rb, rb) the entrepreneur

chooses

λ = λ̄ if (µ − µ0)rb − pRb � c.

Note that, for p = pH, the entrepreneur does not

“oversearch” for new investment opportunities as

long as

(µ−µ0)rb−pHRb � (µ−1)rb ⇐⇒ (1−µ0)rb � pHRb.

Suppose that one wants to implement p = pH. Then

• either λ = 0, and then the outcome is the same

as in the absence of a liquidity shock;

• or, more interestingly, λ = λ̄ (which implies a

fortiori that λ = λ̄ if the entrepreneur deviates and

chooses p = pL):

Ub(pH, λ̄) � Ub(pL, λ̄) ⇐⇒ (1− λ̄)(∆p)Rb � B.

Furthermore,

Ub(pH, λ̄) � Ub(pH,0) ⇐⇒ (µ − µ0)rb − pHRb � c.

Hence, Rb = B/[(1− λ̄)(∆p)], and so an added con-

straint with respect to subquestion (i) is

(µ − µ0)rb � c + pH
B

(1− λ̄)∆p .

Exercise 4.6 (project size increase at an inter-

mediate date). Consider first the entrepreneur’s

date-1 behavior when the size has been doubled. If

the entrepreneur has worked on the initial project,

and using the perfect correlation between the two

projects, the incentive constraint is

pHRb � pLRb + B.
If she shirked on the first project, then it is optimal

to shirk again.

The date-0 incentive constraint is then

(1− λ)pHRb + λpHRb

� B + (1− λ)pLRb + λ[pLRb + B].
To obtain the nonpledgeable income, minimize the

left-hand side of the latter inequality subject to the

incentive constraints, yielding

Rb = B
∆p

and Rb = B
(1− λ)∆p .

Thus the nonpledgeable income is

(1+ λ)pH
B
∆p

.

Exercise 4.7 (group lending and reputational capi-

tal). (i) By assumption,

pH

(

R − B
∆p

)

< pH

(

R − B
(1+ a)∆p

)

< I −A.

Under individual borrowing, the pledgeable income

ispH[R−(B/∆p)], and so individual borrowing is not

feasible. Under group lending, let Rb denote the bor-

rower’s individual reward when both succeed. They

get 0 when at least one of them fails. The idea is

that a borrower is punished “twice” for her failure:

she gets no reward and also suffers from the other

borrower’s not receiving a reward. The incentive con-

straint is then

pH(∆p)[(1+ a)Rb] � B, (ICb)
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yielding pledgeable income per borrower

P = pHR − p2
H

[

min
{ICb}

Rb

]

= pH

[

R − B
(1+ a)∆p

]

.

Hence, group lending is not feasible either.

(ii) If both players are altruistic with a = 1
2 , they

both cooperate in the unique equilibrium of the

“stage-2” game. They have payoff 3
2 , since they enjoy

the monetary gain of the other agent. More precisely,

the utilities in the stage-2 game are as follows:

Agent 2

Agent 1

C D

C 3
2 ,

3
2 −1,1

D 1,−1 − 3
2 ,−

3
2

Cooperating is a dominant strategy ( 3
2 > 1 and

−1 > − 3
2 ), and so both cooperate.

If both agents are selfish (a = 0), the payoffs given

in the statement of the question are those of a stan-

dard prisoner’s dilemma and both agents defect.

(iii) The structure of payoffs is such that the al-

truistic agent gets nothing in the second stage if she

misbehaves in the first stage. Consider the incentive

constraint facing altruistic agents:

pH(∆p)(1+ a)Rb + 3
2δ � B

with a = 1
2 . The pledgeable income per borrower is

pH

(

R − 2B
3∆p

+ δ
∆p

)

.

The financing is secured if

pH

(

R − 2B
3∆p

+ δ
∆p

)

� I −A.

From this, the minimum discount factor to secure

financing is

δmin = ∆p
pH
(I −A)− (∆p)R + 2

3B > 0,

by assumption. The intuition is that the altruistic

agent behaves in order to separate herself from the

selfish agent and to build a reputation for being al-

truistic. The term δ/∆p reflects the gain from rep-

utation and can be interpreted as the borrower’s

“social collateral.”

Exercise 4.9 (borrower-friendly bankruptcy court).

(i) • Monetary returns, such as L and r , that are not

subject to moral hazard (or adverse selection) are

optimally pledged to investors if financing is a con-

straint. This increases the income that is returned

to investors without creating bad incentives for the

entrepreneur.

• The entrepreneur’s incentive constraint is (for a

given realization of r )

[pH(r)− pL(r)]Rb � B or (∆p)Rb � B.

Condition (1) in the statement of the question says

that continuation always maximizes social (total)

value. However, systematic continuation (continua-

tion for all r ) generates too little pledgeable income

to permit financing (right-hand side of condition (2)

in the statement); on the other hand, systematic liq-

uidation would generate enough pledgeable income

(left-hand side of (2)).

Financing requires liquidating inefficiently. Intu-

itively, there is then no point giving Rb(r) > B/∆p
for some rs in the case of continuation. The differ-

ence serves no incentive purpose and can be used

to boost pledgeable income, allowing for more fre-

quent continuation (in other words, it is more effi-

cient to compensate the management with continu-

ation rather than with money as long as incentives

are sufficient). (Note: to prove this, generalize the op-

timization program in subquestion (ii) to allow for a

choice of Rb(r) for r � r∗.)

(ii) • The borrower solves

max NPV = max
{r∗}

{

E[r]+
∫ r̄

r∗
ρ1(r)f (r)dr

+
∫ r∗

0
Lf(r)dr

}

s.t.

E[r]+
∫ r̄

r∗
ρ0(r)f (r)dr +

∫ r∗

0
Lf(r)dr � I −A.

Clearly, r∗ is the lowest value that satisfies the

breakeven constraint. Condition (2) in the statement

of the question implies that 0 < r∗ < r̄ . And, of

course, L � ρ0(r∗).
(iii) • With a short-term debt contract, d = r∗, the

firm will be able to repay its debt and continue if

r � r∗. If r < r∗, the lenders are entitled to use

default to liquidate. The investors do not want to

renegotiate since L > ρ0(r∗).
• dr∗/dA < 0. A lower amount of equity calls for

more pledgeable income.
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(iv) • Were the court to enforce the financial con-

tract (previous questions), then the investors get (be-

sides the short-term profit) L for r < r∗ and ρ0(r)
for r � r∗. If r∗ > r̂ , then the borrower-friendly

court uniformly (weakly) reduces the available in-

come whatever the continuation policy, as shown in

Figure 2. Hence, investors, who just broke even, lose

money and financing is no longer feasible.

(v) • A decrease in the investors’ payoff (besides

the short-term profit) from L to 1
2L over [0, r∗]must

be compensated by an increase in bankruptcy (see

Figure 3). So, no bankruptcy occurs on some interval

[0, r∗∗] with r∗ < r∗∗ � r̄ , if this permits financing

at all.

From an ex ante viewpoint, the lenders are not

hurt since they break even regardless of the bank-

ruptcy regime. The borrower suffers from poor en-

forcement (a simple way to check this is to note that,

with a contract-enforcing court, she could choose to

return only 1
2L to investors in the case of liquida-

tion). See Chapter 16 for an in-depth study of who

are the losers and who are the winners when public

policies are modified.

Exercise 4.10 (benefits from diversification with

variable-investment projects). (i) The analysis fol-

lows the lines of Section 3.4. The incentive constraint

on project i with size Ii is

(∆p)Rib � BIi,

where Rib is the entrepreneur’s reward in the case of

success in project i; and so the pledgeable income is

ρ0Ii.
The entrepreneur allocates Ai to project i, where

A1 +A2 = A.
Her total utility is

Ub =
∑

i
[(ρ1 − 1)Ii] =

∑

i

[

(ρ1 − 1)
(

Ai

1− ρ0

)]

= ρ1 − 1
1− ρ0

A.

It does not really matter how the entrepreneur allo-

cates her wealth between the two projects. In partic-

ular, there is no benefit to having a second project.

(ii) As in the case of fixed-investment projects, it is

optimal to reward the entrepreneur only if the two

projects succeed (R2 > 0, R1 = R0 = 0). The two

incentive constraints are

p2
HR2 � pHpLR2 + max

i∈{1,2}
{BIi}

and

p2
HR2 � p2

LR2 + B(I1 + I2).
Let

I ≡ I1 + I2.
Then

Ub = NPV =
∑

i
[pHRIi − Ii] = (ρ1 − 1)I

and the financing condition becomes

pHRI − p2
HR2 � I −A.

Thus, everything depends only on total investment

I, except for the first incentive constraint. For a given

I, this constraint is relaxed by taking

I1 = I2 = 1
2 I.

The rest of the analysis proceeds as in Section 4.2.

The first incentive constraint is satisfied if the sec-

ond is. And so

Ub = ρ1 − 1
1− ρ′0

A.
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Exercise 4.11 (optimal sale policy). (i) The entrepre-

neur maximizes NPV,
∫ 1

s∗
(sR)f(s)ds + F(s∗)L,

subject to the investors’ breakeven constraint:
∫ 1

s∗
s
(

R − B
∆p

)

f(s)ds + F(s∗)L � I −A, (µ)

where use is made of the fact that the proceeds L
from the sale should go to investors in order to max-

imize pledgeable income. One finds

s∗
[

R + µ(R − B/∆p)
1+ µ

]

= L.

Note that s∗R = L if financing is not a constraint (A
large), and

s∗
[

R − B
∆p

]

< L.

The optimal s∗ trades off maximizing NPV (which

would call for s∗ = L/R) and pleasing investors

(which would lead to s∗ = L/[R − (B/∆p)]).
(Showoffs: we have assumed that it is optimal to

induce the entrepreneur to exert effort when the firm

is not liquidated. A sufficient condition for this to be

the case is

(s −∆p)R � max
{

L,
(

s − B
∆p

)

R
}

;

that is, the pledgeable income is always lowest un-

der continuation and shirking. To see this, consider

state-contingent probabilities x(s) of continuation

and working, y(s) of continuation and shirking, and

z(s) of liquidation.

Solve

max
{x(·),y(·),z(·)}

{∫ s̄

s
¯

[x(s)(sR)+y(s)[(s −∆p)R]

+ z(s)L]f(s)ds
}

s.t.
∫ s̄

s
¯

[

x(s)
[(

s − B
∆p

)

R
]

+y(s)[(s −∆p)R]+ z(s)L
]

f(s)ds � I −A

and x(s)+y(s)+ z(s) = 1 for all s.)
(ii) Endogenizing Rb(s) � B/∆p for s � s∗ (where

the threshold may differ from the one obtained in

(a)), the expression for the NPV is unchanged. The

breakeven constraint becomes
∫ 1

s∗
s[R − Rb(s)]f (s)ds + F(s∗)L � I −A.

The derivative with respect to Rb(s) is negative and

so

Rb(s) = B/∆p as long as µ > 0.

(iii) It is optimal to sell if s = s1. Let R∗b (> B/∆p
from the assumption made) be defined by

s2(R − R∗b ) = I −A.

If

B0 � s2R∗b ,

then the “career concerns” incentives are sufficient

to prevent first-stage moral hazard. The only pos-

sible issue is then renegotiation. That is, if s1[R −
B/∆p] > L, the two parties are tempted to renegoti-

ate.

If in contrast

B0 > s2R∗b ,

then even in the absence of renegotiation, there is

first-stage moral hazard. Financing becomes infeasi-

ble.

Exercise 4.12 (conflict of interest and division of

labor). (i) The incentive constraints are

pHRb + (1− pH)R̂b − c
� pLRb + (1− pL)R̂b − c + B

(no shirking on project choice)

� pHRb

(no shirking on maintenance)

� pLRb + B
(no shirking on either dimension).

The first two constraints can be rewritten as

(∆p)(Rb − R̂b) � B and R̂b � c
1− pH

.

The third,

(∆p)Rb + (1− pH)R̂b � B + c,

is guaranteed by the other two.

(ii) The nonpledgeable income is

min
{IC}

{pHRb + (1− pH)R̂b} = pH
B
∆p

+ c
1− pH

.

The financing condition is

pHR + (1− pH)L− pH
B
∆p

− c
1− pH

� I −A.

(iii) The agent in charge of maintenance is given

R̂b conditional on failure and proper maintenance,
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and 0 otherwise. Her incentive constraint is

(1− pH)R̂b � c.

So when given R̂b = c/(1− pH), this agent exerts

care in maintaining the asset and receives no rent.

The entrepreneur’s incentive constraint then be-

comes

(∆p)Rb � B.

The nonpledgeable income is now

pH
B
∆p

+ (1− pH)R̂b = pH
B
∆p

+ c.

For more on the division of labor when multiple

tasks are in conflict, see Dewatripont and Tirole

(1999) as well as Review Problem 9.5

Exercise 4.14 (diversification and correlation). (i)

The two incentive constraints are

p2
HR2 � p2

LR2 + 2B and p2
HR2 � pHpLR2 + B.

The first constraint can be rewritten as

p2
HR2 � 2p2

HB
(pH + pL)∆p

. (IC)

The second constraint is satisfied if the first is. The

pledgeable income is

2pHR −min
{IC}

{p2
HR2},

hence the result.

(ii) The entrepreneur receives pHR2 by behaving

on both projects. When misbehaving (either on one

or the two projects), the entrepreneur receives ex-

pected income pLR2. And so she might as well mis-

behave in both. The incentive constraint is then

pHR2 � pLR2 + 2B. (IC)

And so the pledgeable income is

2pHR −min
{IC}

{pHR2} = 2pHR − 2pH
B
∆p

.

This yields the financing condition.

(iii) The incentive constraints are

[xpH + (1− x)p2
H]R2 � [xpL + (1− x)p2

L]R2 + 2B

and

[xpH + (1− x)p2
H]R2 � [xpL + (1− x)pLpH]R2 + B.

5. Dewatripont, M. and J. Tirole. 1999. Advocates. Journal of Political
Economy 107:1–39.

The second turns out to be satisfied if the first is.

The financing condition becomes

pH

[

R −
[

1− (1− x)(1− pH)
1− (1− x)(1− pL − pH)

]

B
∆p

]

� I −A.

Ex ante (before financing), x = 0 facilitates financ-

ing. Ex post (after the investors have committed their

funds), the entrepreneur’s payoff,

[xpH + (1− x)p2
H]R2,

is increasing in x and so x = 1. Note that the NPV is

independent of x:

Ub = NPV = 2[pHR − I].

Exercise 4.15 (credit rationing and the bias to-

wards less risky projects). (i) Note, first, that the in-

centive compatibility constraint is the same regard-

less of the choice of project specification: letting Rb

denote the entrepreneur’s reward in the case of suc-

cess (as usual, there is no point rewarding the entre-

preneur in the case of failure), the incentive compat-

ibility constraints are

(ps
H − ps

L)Rb � B

⇐⇒ (pr
H − pr

L)Rb � B

⇐⇒ (∆p)Rb � B.

The pledgeable income is therefore

Ps = xps
H

(

R − B
∆p

)

+ (1− x)Ls

for the safe variant, and

Pr = xpr
H

(

R − B
∆p

)

+ (1− x)Lr

for the risky one.

Because Ps > Pr, choosing the safe variant facili-

tates funding. Lastly, A is defined by

Pr ≡ I −A.

The NPV is otherwise the same for both variants.

Hence,Ub is the same provided the project is funded.

(ii) The entrepreneur having discretion over the

choice of projects adds an extra dimension of moral

hazard. Providing her with “high-powered incen-

tives” (Rb in the case of success, 0 in the case of

failure) is ideal for encouraging good behavior in

the case of continuation, but it also pushes the
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entrepreneur to take risks, as6

xpr
HRb > xps

HRb.

More generally, any incentive scheme that addresses

the ex post moral-hazard problem ((∆p)(RS
b − RF

b) �
B) encourages the choice of the risky variant unless

the entrepreneur receives a reward (only) when the

collateral value is high (Ls). But such a reward fur-

ther reduces pledgeable income and may jeopardize

financing altogether when A < A, but Ps � I −A.

Exercise 4.16 (fire sale externalities and total

surplus-enhancing cartelizations). (i) The represen-

tative entrepreneur’s borrowing capacity i is deter-

mined by the investors’ breakeven condition:

[xρ0 + (1− x)P]i = i−A,
where

ρ0 ≡ pH

(

R − B
∆p

)

is the pledgeable income per unit of investment in

the absence of distress.

Because it is individually optimal to resell all as-

sets when in distress, J = (1− x)I, and so

P = P((1− x)I).
Furthermore, in equilibrium i = I, and so

I = A
1− [xρ0 + (1− x)P((1− x)I)]

.

The representative firm’s NPV (or utility) is

Ub = [xρ1 + (1− x)P((1− x)I)− 1]I

for the value of I just obtained.

(ii) In the case of cartelization, specifying that at

most z < 1 can be resold on the market, and so J ≡
(1− x)zI, these expressions become

I = A
1− [xρ0 + (1− x)zP((1− x)zI)]

and

Ub = [xρ1 + (1− x)zP((1− x)zI)− 1]I.

6. Note that the choice of the risky project is perfectly detected in
the case of liquidation, since liquidation then yields only Lr instead of
the (higher) level Ls. The entrepreneur is, however, protected by lim-
ited liability and therefore cannot be punished for the wrong choice
of project. (For the reader interested in contract theory: if we endog-
enized limited liability through large risk aversion below 0, we would
need to assume that the safe project yields the low liquidation value Lr

at least with positive probability. Otherwise, the entrepreneur could be
threatened with a negative income in the case of low liquidation value
and there would be no moral hazard in the choice of project.)

Let

H(z, I) ≡ (1− x)zP((1− x)zI).
Then

∂H
∂z

= (1− x)[P + JP ′].
Hence,H decreases with z if and only if the elasticity

of demand is greater than 1.

Let us check that an elasticity of demand greater

than 1 is consistent with the stability condition (in-

cidentally, the same reasoning applies to the more

general case in which only a fraction z of the assets

are put up for sale). Simple computations show that

di
dI
= (1− x)2i2P ′

A
,

and that the conditions

di
dI
> −1 and P + JP ′ < 0

are consistent if and only if

1 > xρ0 + 2(1− x)P.

This latter condition is not guaranteed by the fact

that investment is finite (1 > xρ0 + (1−x)P ), but is

satisfied when x is large enough.

When the elasticity of demand exceeds 1,

I = A
1− [xρ0 +H(z, I)]

decreases with z, and

Ub = [xρ1 +H(z, I)− 1]I

decreases with z for two reasons: both the NPV per

unit of investment and the investment decrease.

Simple computations show that

[A− J2P ′]dI = (1− x)I2[P + JP ′]dz,

and so dI/dz < 0.

(iii) Let ρ̂1 ≡ xρ1 + (1−x)zP . The change in total

surplus is given by

d(Ub + Sn) = [(1− x)[P dz + z dP]I + (ρ̂1 − 1)dI]

− (1− x)I dP,

where the first term (in brackets) on the RHS mea-

sures the change in the entrepreneur’s utility and

the second term the change in buyer surplus. And

so

d(Ub + Sn) = (1− x)PI dz + (ρ̂1 − 1)dI.
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The term (1 − x)PI dz corresponds to a better uti-

lization of distressed assets (which are valued P by

the marginal buyer) when dz > 0, while the second

term (the original one from the point of view of wel-

fare analysis) stands for the social surplus created by

an increase in borrowing capacity (associated with

dz < 0).

The total surplus increases when z decreases as

long as

ρ̂1 − 1 � 1− ρ̂0 − (1− x)2z2(A/(1− ρ̂0))P ′

η− 1
,

where ρ̂0 ≡ xρ0 + (1− x)zP and η ≡ −P ′J/P .

Note that ρ̂1 can be increased without bound (by

increasing ρ1 keeping ρ0 constant, i.e., by increasing

B for a given ρ0) without altering any other variable.

So for ρ̂1 sufficiently large, total surplus increases.

Exercise 4.17 (loan size and collateral require-

ments). When collateral is pledged only in the case

of failure, the NPV (also equal to the entrepreneur’s

utility) is

Ub = pHR(I)− I − (1− pH)[C −φ(C)].

The entrepreneur’s incentive compatibility con-

straint can be written as

(∆p)[Rb + C] � BI,

where Rb denotes the entrepreneur’s reward in the

case of success. The investors’ breakeven constraint

is

pH[R(I)− Rb]+ (1− pH)φ(C) � I −A,
or, if the incentive constraint is binding,

pH

[

R(I)− BI
∆p

+ C
]

+ (1− pH)φ(C) � I −A.

MaximizingUb with respect to I and C subject to this

latter constraint yields

pHR′(I)− 1 = µ
1+ µ

(

pHB
∆p

)

and

φ′(C) = 1
1+ µ −

µ
1+ µ

pH

1− pH
,

where µ is the shadow price of the investors’ break-

even constraint. As the balance sheet deteriorates,

µ increases, I decreases, and C increases. Borrowing

increases if the agency cost decreases; the impact of

A on net borrowing (I −A) is more ambiguous.

Exercise 5.1 (long-term contract and loan commit-

ment). (i) The entrepreneur wants to carry on both

projects as often as possible as this maximizes NPV.

The pledgeable income in a contract that pays Rb =
B/pH∆p in the case of two successes and continues

in the case of first success is

pH(pHR − I)+
(

pHR − I − pH
B
∆p

)

;

hence, if it is weakly larger than 0, then the investors

break even and the second project is financed if the

first one was successful. If it is strictly larger than 0,

then with investors breaking even, the entrepreneur

has some additional income; it is optimal to take it

in the form of a stochastic loan commitment in pe-

riod 1.

(ii) Intuitively, ξ weakly increases in R, pH and de-

creases in B, I, and pL (as long as pL is not too large).

The optimal ξ is such that

(pH + ξ(1− pH))
(

pHR − I − pH
B
∆p

)

+
(

pHR − I −
(

pH
B
∆p

− (1− ξ)(∆p)pH
B
∆p

))

= 0

or ξ = 1 if the solution to the previous equation

exceeds 1.

(iii) The contract is renegotiation proof. Indeed,

either pHR − I − pHB/∆p < 0 and then the lenders

will not invest in the second project unless obliged

to, or ξ = 1 and then the borrower wants to carry on

the second project.

(iv) The described sequence of short-term con-

tracts is behaviorally equivalent to the optimal long-

term contract from (i).

Exercise 5.2 (credit rationing, predation, and liq-

uidity shocks). (i) The incentive constraint is

(∆p)Rb � B1.

Hence, expected pledgeable income is

ρ1
0 = pH

(

R1 − B1

∆p

)

.

The entrepreneur receives funding if and only if

ρ1
0 � I1 −A.

(ii) • The competitor preys if the entrepreneur

waits until date 1 to secure funding for the date-1

investment.
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• To prevent predation, the entrepreneur can

(publicly) secure at date 0 a credit line equal to

(I1−ρ1
0−a), or else obtain a guarantee that the date-1

project will be funded.

• Such long-term contracts are not renegotiated

because they are ex post efficient (social surplus is

maximized if the date-1 project is undertaken, as

pHR1 > I1).

(iii) • The condition implies that unconditional fi-

nancing of the two projects and date-0 shirking can-

not allow investors to break even.

• x∗ is given by

(∆q)(1− x∗)
(

pHB1

∆p

)

� B0.

• Suppose that ρ1
0 > I1. In states of nature where

the initial contract specifies that the date-1 project

is not financed, investors can offer to finance the

project. They and the entrepreneur then get an

extra rent (for example, ρ1
0 − I1 and pHB1/∆p if

the investors make a take-it-or-leave-it renegotiation

offer).

(iv) Termination is no longer a threat under rene-

gotiation. The only way to induce the entrepreneur

to behave at date 0 and date 1 is to give her, in the

case of success at date 1, Rb = B1/∆p if profit is

equal to a, and Rb > Rb if it is equal to A, such that

(∆q)pH(Rb − Rb) � B0.

This reduces the date-1 pledgeable income from ρ1
0

to

ρ1
0 − qHpH(Rb − Rb) = ρ1

0 − qH
B0

∆q
.

The condition in the statement of the exercise then

implies that funding cannot be secured at date 0.

Exercise 5.3 (asset maintenance and the soft bud-

get constraint). (i) Assume that the financiers can

commit not to renegotiate the initial contract. The

optimal contract for the entrepreneur maximizes the

NPV,

Ub =
{∫ L̄

0

[

F(ρ∗(L))ρ1 −
∫ ρ∗(L)

0
ρf(ρ)dρ − 1

+ [1− F(ρ∗(L))]L
]

g(L)dL
}

I,

subject to the financing constraint,

{∫ L̄

0

[

F(ρ∗(L))ρ0 −
∫ ρ∗(L)

0
ρf(ρ)dρ

+ [1− F(ρ∗(L))]L−∆(L)
]

g(L)dL
}

I � I −A,

and the incentive compatibility constraint for main-

tenance,

{∫ L̄

0
[F(ρ∗(L))(ρ1−ρ0)+∆(L)]�(L)g(L)dL

}

I � B0I,

where

�(L) ≡ g(L)− g̃(L)
g(L)

is the likelihood ratio, and ρ1 − ρ0 ≡ B/∆p.

Letting µ and ν denote the shadow prices of these

two constraints, one gets the formulae in the state-

ment of the question by differentiating with respect

to ρ∗(L) and ∆(L).
(ii) The function ρ∗(·) obtained under commit-

ment has slope exceeding −1 (except for very large

L, for which the slope is equal to −1). This slope can

be positive or negative. The soft-budget-constraint

problem arises when ρ is smaller than ρ0−L (allow-

ing for negative values of ρ), i.e., for L small.

Exercise 5.4 (long-term prospects and the soft bud-

get constraint). Go through the same steps as in

Exercise 5.3, replacing “ρ1” by “ρ1 + RL,” “ρ0” by

“ρ0 + RL,” eliminating the liquidation values, and

making the functions ρ∗(·) and ∆(·) functions of

RL instead of L. One finds

ρ∗(RL) = RL + ρ1 + νρ0

1+ ν + µ(ρ1 − ρ0)
1+ ν �(RL)

and

∆∗(RL) = 0 if ν�(RL) < ν

(and if ∆∗(RL) > 0, then ρ∗(RL) = ρ1 + RL).

Exercise 5.5 (liquidity needs and pricing of liquid

assets). (i) The borrower’s utility, conditional on re-

ceiving funds, is equal to the project’s NPV. Letting

(xL, xH) ∈ {0,1}2 denote the probabilities of con-

tinuation in low- and high-liquidity shock states, we

have

Ub = (1− λ)(ρ1 − ρL)xL + λ(ρ1 − ρH)xH

− (I −A)− (q − 1)(ρH − ρ0)xH.
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Funding is feasible if

(1− λ)(ρ0 − ρL)xL + λ(ρ0 − ρH)xH

� I −A+ (q − 1)(ρH − ρ0)xH.

For, the borrower needs no liquidity in order to

cover the low shock: because ρ0 > ρL, the investors

are willing to let their claim be diluted in order to

continue. In contrast, the borrower needs to hoard

(ρH − ρ0) Treasury bonds if xH = 1, in order to

make up the shortfall between the liquidity shock

and what can be raised on the capital market by di-

luting existing claimholders.

Clearly, xL = 1 as this both raises the borrower’s

objective function and relaxes the financing con-

straint. In contrast, xH = 1 raises the objective func-

tion as long as (q−1)(ρH−ρ0) � λ(ρ1−ρH) but re-

duces the pledgeable income. If condition (2) in the

statement of the exercise is satisfied, then xH = 1 is

indeed optimal. Otherwise xH = 0 is optimal given

the financing constraint. (Note that, were we to al-

low 0 � xH � 1, that is, randomized liquidation, an

xH ∈ (0,1) could be optimal when condition (2) is

violated.)

(ii) Suppose neither (2) nor (3) is binding. Then

each firm hoards (ρH − ρ0) Treasury bonds. But

then there is excess demand for Treasury bonds as

T < ρH − ρ0.

Next, note that, for λ small, condition (2) cannot

bind. Hence, (3) must bind:

q − 1 = λρ1 − ρH

ρH − ρ0
.

(iii) The new asset yields no liquidity premium

since it yields no income in the bad state, and so

q′ = 1− λ.

Exercise 5.6 (continuous entrepreneurial effort;

liquidity needs). (i) The entrepreneur chooses prob-

ability of success p such that

max
p
{pRb − 1

2p
2}.

Hence,

p = Rb.

The breakeven constraint is

p(R − Rb) = I −A or Rb(R − Rb) = I −A.

Note that this equation is satisfied for Rb = 1
2R.

(ii) The investors’ breakeven condition is

I −A+
∫ ρ∗

0
ρf(ρ)dρ = F(ρ∗)Rb(R − Rb).

The entrepreneur maximizes

F(ρ∗)R2
b

subject to the breakeven condition.

Exercise 5.7 (decreasing returns to scale). (i) The

optimal policy maximizes the entrepreneur’s ex-

pected utility, which is equal to the NPV,

Ub = rI + F(ρ∗)pHR(I)−
(∫ ρ∗

0
ρf(ρ)dρ

)

I − I,

subject to the investors’ breakeven constraint,

rI + F(ρ∗)pH

(

R(I)− BI
∆p

)

� I −A+
(∫ ρ∗

0
ρf(ρ)dρ

)

I. (IRl)

Let us assume that this constraint is binding. Taking

the first-order conditions with respect to I and ρ∗,

we obtain, after some manipulations,

pH

[

R′(I)− R(I)
I

]

= 1− r −
∫ ρ∗
0 (ρ∗ − ρ)f(ρ)dρ
F(ρ∗)

.

(1)

(ii) The right-hand side of (1) is decreasing in the

cutoff ρ∗. The left-hand side of (1) is decreasing in

I. Thus ρ∗ and I comove positively. From (IRl), when

the balance sheet deteriorates (A decreases), both I
and ρ∗ decrease. This implies, in particular, that the

firm issues more short-term debt.

Exercise 5.8 (multistage investment with interim

accrual of information about prospects). (i) • Start

with variant (a) (uncertainty about τ). The optimal

contract specifies a cutoff τ∗ above which the firm

should reinvest I1.

The NPV (also equal to the entrepreneur’s utility

under a competitive capital market) is, for a given

τ∗,

Ub(τ∗) =
∫ τ̄

τ∗
[(pH + τ)R − I1]f (τ)dτ − I0.

As usual, the incentive constraint (in the case of con-

tinuation) requires a minimum stake Rb in the case

of success for the entrepreneur. Rb must satisfy

(∆p)Rb � B.
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So the pledgeable income

P(τ∗) =
∫ τ̄

τ∗

[

(pH + τ)
(

R − B
∆p

)

− I1
]

f(τ)dτ.

Financing requires that

P(τ∗) � I0 −A.

Ub and P are maximized at τ∗1 and τ∗0 such that

(pH + τ∗1 )R = I1
and

(pH + τ∗0 )
(

R − B
∆p

)

= I1,

respectively. The entrepreneur is more eager to con-

tinue than the investors.

If P(τ∗1 ) � I0 −A, then the firm has deep pockets

and the first-best continuation threshold τ∗1 is con-

sistent with financing. SoP(τ∗1 ) ≡ I0−A1. Otherwise,

continuation must be less frequent as A declines:

P(τ∗) = I0 −A.

But at the level A0 at which

P(τ∗0 ) = I0 −A0,

there is no longer the possibility to increase pledge-

able income at the expense of value. For A < A0,

financing cannot be secured.

• The analysis of variant (b) proceeds similarly,

with

Ub(R∗) =
∫∞

R∗
[pHR − I1]g(R)dR − I0,

P(R∗) =
∫∞

R∗

[

pH

(

R − B
∆p

)

− I1
]

g(R)dR − I0,

pHR∗1 = I1,

pH

(

R∗0 −
B
∆p

)

= I1.

(ii) For A = A0, the entrepreneur must give the

entire pledgeable income in order to secure funding.

So, she only takes

Rb = B
∆p

in the case of continuation, and

R = (pH + τ) B∆p =
B

(∆p)R
y,

where B/(∆p)R < 1 in variant (a), and R = pHB/∆p
in variant (b).

Exercise 5.9 (the priority game: uncoordinated

lending leads to a short-term bias). (i) The first-best

allocation maximizes the NPV:

max
{I1}

{r − I1 + [p + τ(I1)]R},

yielding

τ′(I∗1 )R = 1.

Note that I∗1 < r by assumption, and so an amount

(r − I∗1 ) can be distributed at date 1. The date-1 pay-

outs, rb and rl to borrower and lenders, and the

date-2, success-contingent payouts, Rb and Rl, must

satisfy

rb + rl + I∗1 = r ,
Rb + Rl = R,
I = rl + [p + τ(I∗1 )]Rl.

This yields one degree of freedom.

(ii) Suppose that the entrepreneur secretly pro-

poses the following contract to a (representative)

lender: the lender’s short-term claim increases by δrl

in exchange for the transfer of his long-term claim to

the entrepreneur (by assumption, the entrepreneur

is not allowed to defraud other investors of their

short- or long-term claims). The lender is willing to

accept this deal as long as

δrl � [p + τ(I1)](δRl).

Deepening investment decreases:

δI1 = −δrl.

The entrepreneur’s interim utility increases by

δUb = [τ′(I1)(−δrl)]Rb + [p + τ(I1)](δRb)

= [−τ′(I1)Rb + 1](δrl) > 0

when I1 = I∗1 , since τ′(I∗1 )R = 1 and Rb < R.

Note that the incentive to sacrifice the long-term

profitability by increasing short-term debt decreases

as Rb increases. Thus, it is optimal for the bor-

rower to hold the smallest possible short-term claim

(rb = 0) and the largest long-term claim consis-

tent with the investors’ breakeven constraint and the

collusion-proof constraint:

I = r − I1 + [p + τ(I1)](R − Rb)

and

τ′(I1)Rb = 1,

where I1 < I∗1 .
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Exercise 5.10 (liquidity and deepening invest-

ment). (i) Let Rb denote the entrepreneur’s reward in

the case of success (she optimally receives 0 in the

case of failure). The incentive constraint, as usual, is

(∆p)Rb � B.

The necessary and sufficient condition for financing

is that the pledgeable income exceeds the investors’

outlay:

pH

(

R − B
∆p

)

� I −A.

(ii) The incentive compatibility condition is not af-

fected by a deepening investment:

[(pH + τ)− (pL + τ)]Rb � B ⇐⇒ (∆p)Rb � B.

The investors’ breakeven condition is

[F(ρ∗)(pH + τ)+ [1− F(ρ∗)]pH](R − Rb)

� I −A+
∫ ρ∗

0
ρf(ρ)dρ.

(iii) The NPV (or borrower’s utility) is

Ub ≡ [F(ρ∗)(pH + τ)+ [1− F(ρ∗)]pH]R

− I −
∫ ρ∗

0
ρf(ρ)dρ.

This NPV is maximized at

ρ∗ = τR = ρ̂1.

Because

Rb � B
∆p

,

the first best is implementable only in Case 1, which

follows.

Case 1:

[F(ρ̂1)(pH + τ)+ [1− F(ρ̂1)]pH]
(

R − B
∆p

)

� I −A+
∫ ρ̂1

0
ρf(ρ)dρ

⇐⇒ [1+ µF(ρ̂1)]ρ0 � I −A+
∫ ρ̂1

0
ρf(ρ)dρ.

Case 2: if

[1+ µF(ρ̂0)]ρ0 < I −A+
∫ ρ̂0

0
ρf(ρ)dρ,

financing is infeasible.

Case 3: in the intermediate case, ρ∗ is given by

[1+ µF(ρ∗)]ρ0 = I −A+
∫ ρ∗

0
ρf(ρ)dρ.

(iv) Whenever ρ∗ > ρ̂0 (which is the generic case,

conditional on financing), the firm must hoard liq-

uidity in order to avoid credit rationing at the inter-

mediate stage. The investors’ maximal return on the

deepening investment, µρ0, is smaller than the total

value, µρ1, of this reinvestment.

Exercise 5.11 (should debt contracts be indexed to

output prices?). (i) For a given policy ρ∗(P), the NPV

is

Ub = P̄r + E[F(ρ∗(P))pHPR]

− I − E
[∫ ρ∗(P)

0
ρf(ρ)dρ

]

,

where expectations are taken with respect to the ran-

dom price P . The investors’ breakeven constraint is

P̄r + E
[

F(ρ∗(P))
[

pH

(

PR − B
∆p

)]

� I −A+ E
[∫ ρ∗(P)

0
ρf(ρ)dρ

]]

.

Let µ denote the shadow price of the budget con-

straint (we assume that µ > 0). Then, taking the

derivative of the Lagrangian with respect to ρ∗(P)
yields

ρ∗(P) = pHPR −
(

µ
1+ µ

)

pHB
∆p

.

(ii) To implement the optimal policy through a

state-contingent debt d(P), one must have

ρ∗(P) = [Pr − d(P)]+
[

pH

(

PR − B
∆p

)]

or

d(P) = Pr − �0,

where

�0 ≡ 1
1+ µ

(

pH
B
∆p

)

.

Exercise 6.1 (privately known private benefit and

market breakdown). (i) If the borrower’s private

benefit B were common knowledge, then, if financed,

the borrower would receive Rb in the case of success,

with

Rb � B
∆p

,

so as to induce her to behave. The project would

be funded if and only if the pledgeable income ex-

ceeded the investment cost:

pH

(

R − B
∆p

)

� I.
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Suppose that the borrower offers a contract spec-

ifying that she will receive Rb in the case of suc-

cess and 0 in the case of failure (offering to receive

more than 0 in the case of failure would evidently

raise suspicion, and can indeed be shown not to im-

prove the borrower’s welfare). There are three pos-

sible cases:

(a) Rb � BH/∆p induces the borrower to work re-

gardless of her type, and thus creates an infor-

mation insensitive security for the lenders, who

obtain

pH(R − Rb)− I � pH

(

R − BH

∆p

)

− I < 0

using (1). So, such high rewards for the borrower

cannot attract financing.

(b) Rb < BL/∆p induces the borrower to shirk re-

gardless of her type. The lenders’ claim is again

information insensitive, and from (2) fails to at-

tract financing.

(c) BL/∆p � Rb < BH/∆p: suppose that, in equilib-

rium, the good borrower offers a contract with

a reward in this range, and that this attracts fi-

nancing.7 A bad borrower must then “pool” and

offer the same contract: if she were to offer a

different contract, her type would be revealed to

the capital market and her project would not be

funded. Furthermore, she receives utility from

the project being funded at least equal to that of

a good borrower (she receives the same payoff

conditional on working and a higher payoff con-

ditional on shirking). So, she is better off pooling

with the good borrower than not being funded.

We conclude that equilibrium is necessarily a

pooling equilibrium. It either involves no funding

at all or funding of both types. From the study of

cases (a) and (b), we also know that, in the case of

funding, the good type behaves and the bad one mis-

behaves.

(ii) A necessary condition for funding is thus that

[αpH + (1−α)pL](R − Rb) � I.

Since Rb � BL/∆p, there cannot be any lending if

α < α∗,

7. The reasoning can easily be extended to allow mixed strategies
by the borrower and the capital market.

where

[α∗pH + (1−α∗)pL]
(

R − BL

∆p

)

= I.

Thus, if the proportion of good borrowers is smaller

than α∗ ∈ (0,1), there is no lending at all. Bad bor-

rowers drive out good ones and the loan market

breaks down.

Suppose, next, that the proportion of good bor-

rowers is high: α > α∗. The borrower may now be

able to receive financing. Suppose that the borrower,

regardless of her type, offers to receiveR∗b in the case

of success and 0 in the case of failure, where

[αpH + (1−α)pL](R − R∗b ) = I.
Because α > α∗, R∗b > BL/∆p and so the good bor-

rower behaves. The investors’ breakeven condition

is therefore satisfied. It is an equilibrium for both

types to offer contract {R∗b ,0} and for the capital

market to fund the project.8

(iii) • The pooling equilibrium (which exists when-

ever α � α∗) exhibits no market breakdown. Indeed,

there is more lending under adverse selection than

under symmetric information.9

• It involves an externality between the two types

of borrower. The good type obtains reward

R∗b = R − I/[αpH + (1−α)pL]

in the case of success below that, R − I/pH, that

she would obtain under symmetric information. The

good type thus cross-subsidizes the bad type, who

would not receive any funding under symmetric in-

formation.

• The project’s NPV conditional on being funded

falls from pHR − I to [αpH + (1 − α)pL]R − I due

to asymmetric information. The quality of lending is

thus affected by adverse selection.

Exercise 6.2 (more on pooling in credit markets). A

loan agreement specifying reward Rb in the case of

success, and 0 in the case of failure, induces a pro-

portion H(Rb∆p) of borrowers to behave. This pro-

portion is endogenous and increases with Rb. Thus

8. A more formal analysis of equilibrium behavior and of the equi-
librium set can be performed along the lines of Section 6.4. We prefer
to stick to a rather informal presentation at this stage.

9. This result and the following two can be found, for example, in
de Meza and Webb’s (1987) early contribution on the topic. (De Meza,
D. and D. Webb. 1987. Too much investment: a problem of asymmetric
information. Quarterly Journal of Economics102:281–292.)
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the lender’s expected profit is

Ul = H(Rb∆p)pH(R−Rb)+(1−H(Rb∆p))pL(R−Rb).

Because pH > pL so with only high-quality types,

the level of Rb that satisfies the breakeven constraint

of lenders could be larger than Rb when they face

distribution H of borrowers. Thus, there is an exter-

nality among different types of borrowers.

Under a uniform distribution on [0, B̄] and for

pL = 0, the level of Rb maximizing pledgeable in-

come is given by

0 = h(Rb∆p)pH(R − Rb)∆p

− h(Rb∆p)pL(R − Rb)∆p

−H(Rb∆p)pH − (1−H(Rb∆p))pL

= h(Rb∆p)(R − Rb)(∆p)2 −H(Rb∆p)∆p − pL

= 1

B̄
(R − Rb)p2

H −
Rb

B̄
p2

H

or

Rb = 1
2R.

Thus the pledgeable income is

P(Rb) = 1

B̄
p2

H

4
R2,

and is smaller than I for B̄ large enough.

Exercise 6.3 (reputational capital). (i) In this one-

period adverse-selection problem, the bad type is al-

ways more eager to go on with a project than the

good type. Thus, we may only have a pooling equilib-

rium. The assumptions imply that if we induce the

bad type to work, or if we do not induce the good

type to work, then the pledgeable income will not

cover investment expenses. So, the only chance to

receive funding is to induce the good type to work

and the bad type to shirk. Under this type of con-

tract, the pledgeable income is

[αpH + (1−α)pL]
(

R − b
∆p

)

= (pH − (1−α)∆p)
(

R − b
∆p

)

.

(ii) First, note that the good type always works in

the first period as b < A∆p1.

In a pooling equilibrium, the bad type would al-

ways work. But then, the updated belief on the prob-

ability of the good type would still be α in period 2,

and from the first inequality of the last displayed set

of inequalities, and the result in (i), the project would

not be financed in period 2. But this implies that the

bad type would be better off shirking in period 1. So

there is no pooling equilibrium.

In a separating equilibrium, the bad type would

not work in period 1. Then, after a success in pe-

riod 1, the updated belief on the probability of the

good type would be αS, and conditional on success

in period 1 the project would be financed in period 2

(by the last assumed inequality) and the payoff to the

borrower in the case of success would be

R − I −A
pH − (1−αS)∆p

.

That, however, means that the bad type strictly

prefers to work in period 1. Thus, there is no sep-

arating equilibrium.

The semiseparating equilibrium requires that the

bad type is indifferent between working and shirking

in period 1, that is,

B = (∆p1)
[

pL

(

R − I −A
pH − (1−α′S)∆p

)

+ B
]

.

This determines the updated belief α′S on the prob-

ability of the good type conditional on success in

period 1, and thus determines the probability of the

bad type working in period 1.

Exercise 6.5 (asymmetric information about the

value of assets in place and the negative stock

price reaction to equity offerings with a continuum

of types). (i) The investors receive Rl in the case of

success and 0 in the case of failure. The entrepre-

neur therefore issues equity if and only if

(p + τ)(R − Rl) � pR ⇐⇒ τR � (p + τ)Rl

and so there indeed exists a cutoff p∗ ∈ [p
¯
, p̄] such

that the entrepreneur issues equity if and only if

p � p∗.

(ii) The investors’ breakeven condition is therefore

[E[p | p � p∗]+ τ]Rl = I or Rl = I
m−(p∗)+ τ .

If interior, the cutoff satisfies

τR = (p∗ + τ)Rl or
τR
I
= p∗ + τ
m−(p∗)+ τ .

Note also that p∗ > p
¯

: if p∗ were equal to p
¯

, then

m−(p∗) = p∗ and so types p
¯

and just above would

be strictly better off issuing equity. The condition
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(m−)′ � 1 does not suffice to guarantee uniqueness,

though. Uniqueness, however, prevails if (m−)′ is

bounded away from 1 (for example, (m−)′ = 1
2 in the

case of a uniform distribution) and if τR/I is close

to 1.

For p∗ = p̄, m−(p∗) = E[p] (the prior expecta-

tion). And so the condition stated in (ii) ensures that

the cutoff is interior.

Finally, if there are multiple equilibria, the one

with the highest p∗ yields the lowest stigma for

equity issues since

Rl = I
m−(p∗)+ τ

is then smallest among equilibria.

For a uniform density, the equilibrium is, as we

noted, unique, and, if interior, is given by

[ 1
2 (p

∗ + p
¯
)+ τ]τR = (p∗ + τ)I.

(ii) Let us now look at the stock price reaction.

The market value prior to the announcement of the

equity issue is equal to total value (given that in-

vestors will break even on average):

V0 = E(p)R + F(p∗)[τR − I]
= [F(p∗)m−(p∗)+ [1− F(p∗)]m+(p∗)]R

+ F(p∗)[τR − I].
The ex post value of shares upon an announcement

is

V1 = [m−(p∗)+ τ]R − I.
And so

V0 − V1 = [1− F(p∗)]
× [m+(p∗)R − [[m−(p∗)+ τ]R − I]].

In the case of an interior equilibrium,

V0 − V1 = [1− F(p∗)]R

×
[

m+(p∗)− p∗

p∗ + τ (m
−(p∗)+ τ)

]

.

But
m+(p∗)
p∗

> 1 >
m−(p∗)+ τ
p∗ + τ .

Hence,

V0 − V1 > 0.

(iv) Let

H(p∗, τ) ≡ τR
I
[m−(p∗)+ τ]− [p∗ + τ].

At the Pareto-dominant, interior equilibrium,

Hp∗ < 0

(where the subscript denotes a partial derivative).

Furthermore, and using the fact that H = 0 at an

equilibrium,

Hτ = [m−(p∗)+ τ]R
I
+ p

∗ −m−(p∗)
m−(p∗)+ τ > 0.

Hence, p∗ increase with τ . So does the volume [1−
F(p∗)]I.

Exercise 6.6 (adverse selection and rating). (i) •
Condition (1) means that the pledgeable income of

a good (bad) borrower exceeds (is lower than) the

investors’ investment I −A. The pledgeable income

is equal to the expected income, pHR, minus the

entrepreneur’s incompressible share, pHb/∆p (or

pHB/∆p).

• To see that no lending occurs in equilibrium,

note that the bad type (type B) always derives a

(weakly) higher surplus from being financed than a

good type (type b). Hence, contracts that provide fi-

nancing to a good type will also provide financing to

a bad one (pooling behavior).

Condition (1) implies that one cannot offer a

breakeven contract that induces the bad type to

work. So any breakeven contract must induce misbe-

havior by the bad type. But condition (2) in turn im-

plies that pooling contracts with stakes for the bor-

rower in the interval [b/∆p,B/∆p) generate a loss

for the investors.

(ii) • In a separating equilibrium the good type

chooses x and then offers Rb, and the bad type,

which is recognized, chooses x = 0 and, from con-

dition (1), receives no funding. Were the bad type

to mimic the good type, she would get funding with

probability 1 − x; for, either the signal reveals the

type and then she gets no funding, or the signal re-

veals nothing and the investors still believe they face

a good type (we here use the fact that the equilibrium

is separating).

Letting RG
b denote the good type’s “full informa-

tion” (with net capital A − rx) contract (given by

pH(R − RG
b ) = I −A+ rx), it must be the case that

the bad type does not want to mimic the good type

and prefers to keep her capital A instead. That is,

A � (1− x)[pLRG
b + B]+ x(A− rx)
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or

A � x(A− rx)+ (1−x)
[

pL

(

R− I −A+ rx
pH

)

+ B
]

,

which yields the condition in the question. This con-

dition is satisfied with equality at the separating

equilibrium (see the chapter).

Exercise 6.7 (endogenous communication among

lenders). (i) First, consider date 1. The assumption

[αp+ (1−α)q]R− I + δ[αp+ (1−α)q](R− I) < 0

implies that a foreign bank would not lend at date 1

even if it faced no competition at date 1 and it re-

mained a monopoly at date 2 and hence could offer

Rb = 0 in either period (with probability αp + (1 −
α)q, the borrower would be known to be successful

at date 2).

Thus, only the local bank will lend at date 1. Fur-

thermore, the condition

qR − I + δq(R − I) < 0

implies that it would not lend to a bad type even

if it faced no competition in either period. Hence,

the local bank lends only to the good type. It offers

R1
b = 0.

In the absence of information sharing, foreign

banks do not know whether the borrower succeeded

at date 1, and therefore at date 2 (they put probabil-

ity p on the borrower’s being successful at date 2).

Note that the foreign banks do not want to make

offers to the local borrower at date 2: suppose that

they offer Rb < R. Either the borrower will succeed

and then the local, incumbent bank will offer a bit

more (Rb + ε), or it will fail and then the incum-

bent will not bid. Hence, a foreign bank can win the

contest for the local firm only if the latter will fail.

Hence, they do not bid, and the incumbent bank bids

R2
b = 0 if the borrower is successful (and does not fi-

nance otherwise). The local bank’s profit (and thus

each bank’s profit since banks do not make profits

in foreign markets) is

πns = α[pR − I + δp(R − I)],
where “ns” means “no sharing.”

The borrower’s ex ante utility is

Uns
b = 0.

Suppose now that banks share their information.

They are then Bertrand competitors at date 2 and

make no profit at that date. But the local bank still

lends at date 1 if the borrower’s type is p: the profits

and utilities are

πs = α[pR − I] and Us
b = δαp(R − I).

Hence, banks do not want to share their information.

(ii) Suppose now that α is endogenous. Then C(α)
needs to be subtracted from the borrower’s previous

utility (which is now a gross utility) in order to obtain

the net utility.

In the absence of information sharing, the bor-

rower is held up by the local bank, and so

αns = πns = Uns
b = 0.

Under information sharing, the borrower’s invest-

ment is given by

max
α
{δαp(R − I)− C(α)},

and so, for an interior solution,

C′(α∗) = δp(R − I).

Then

πs = α∗[pR − I] > πns

and

Us
b = δα∗p(R − I)− C(α∗).

Exercise 6.8 (pecking order with variable invest-

ment). (i) The separating program is

max
{RS

b,R
F
b}
{pHRS

b + (1− pH)RF
b}

s.t.

[pH(RSI − RS
b)+ (1− pH)(RFI − RF

b)] � I −A, (IRl)

qHRS
b + (1− qH)RF

b � ŨSI
b , (M)

(∆p)(RS
b − RF

b) � BI. (ICb)

Note that (ICb) implies that the bad borrower

works if she mimics the good one.

(ii) The key observation is that the solution to the

separating program satisfies

RF
b = 0.

That is, the good borrower receives nothing in the

case of failure. In particular, if RFI stands for the sal-

vage value of the leftover assets, this salvage value

is entirely transferred to the investors in the case of

failure.
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The proof of this observation is instructive. Sup-

pose that RF
b > 0. Consider a small increase δRS

b > 0

in the borrower’s reward in the case of success and

a small decrease δRF
b < 0 in her reward in the case

of failure such that

pH(δRS
b)+ (1− pH)(δRF

b) = 0.

This change alters neither the objective function

nor the investors’ profit from the good borrower

(see (IRl)), but it relaxes the moral-hazard constraint

(ICb), and interestingly the mimicking constraint10

as well since qH < pH. In words, a good borrower,

who has a higher probability of success, cares rela-

tively more about her income in the case of success

and relatively less about her income in the case of

failure than a bad borrower.

(iii) Because the weak monotonic-profit assump-

tion is satisfied, Proposition 6.2 in the supplemen-

tary section implies that the separating allocation is

the unique perfect Bayesian equilibrium allocation if

and only if prior beliefs lie below some thresholdα∗.

Exercise 6.9 (herd behavior). Entrepreneur 1, who

moves first, chooses his best project, regardless of

the state of nature. The investors then attach prob-

ability of success

m = αp + (1−α)q

to the project. They are willing to go along with com-

pensation R1
b such that

m(R − R1
b) = I.

Now consider entrepreneur 2. In the unfavorable

environment, she has no choice but choosing the

strategy that gives a probability of success. Sup-

pose now that she herds with entrepreneur 1 in

the favorable environment. Her overall probability of

10. The mimicking constraint can be shown to be binding. If it were
not binding, the solution to the separating program would be the good
borrower’s full information contract. The borrower would thus obtain
reward BIG/∆p in the case of success, and 0 in the case of failure,
where IG is determined by the good borrower’s symmetric-information
debt capacity. But then

qHRS
b + (1− qH)RF

b = qHBIG/∆p > ŨSI
b = qHBIB/∆p,

where IB is determined by the bad borrower’s symmetric-information
debt capacity. Because under symmetric information a good borrower
can borrow more than a bad one, IG > IB � 0, and so (M) must be
binding after all.

success when she selects the same strategy as entre-

preneur 1 is

θp + (1− θ)r .
So let RU

b and RF
b denote the second entrepreneur’s

compensation in the case of success depending on

whether the environment is unfavorable or favor-

able, respectively:

q(R − RU
b ) = I and [θp + (1− θ)r](R − RF

b) = I.

Herding behavior requires that

rRF
b � pRU

b

or

r
[

R − I
θp + (1− θ)r

]

� p
[

R − I
q

]

.

This condition requires in particular that, despite

herding, the choice of the same strategy by both

entrepreneurs is sufficiently good news about the

environment (θp + (1 − θ)r > q) and therefore

brings about much better financing terms for entre-

preneur 2. It is satisfied, for example, if the project is

hardly creditworthy in the unfavorable environment

(qR � I) and r is not too small.

Exercise 6.10 (maturity structure). In this simple

example the good borrower can costlessly separate

from the bad one by not hoarding any liquidity (i.e.,

setting short-term debt d = r ). Because ρG
0 > ρ, the

good borrower knows that she will be able to find

sufficient funds by going to the capital market at

date 1 and diluting existing external claims. By con-

trast, the project will be stopped at date 1 for the bad

borrower in the absence of liquidity hoarding, which

would not be the case if the borrower resorted to

hoarded liquidity rather than to the capital market

to meet the liquidity shock.

This example is very special but it conveys the ba-

sic intuition: going back to the capital market is less

costly for a good borrower than for a bad one if infor-

mation about the firm’s quality accrues in between.

What is special about the example is that signaling

by not hoarding liquidity is costless to the good bor-

rower. Suppose that the liquidity shock is random

and may exceed ρG
0 . Then we know from Chapter 5

that it is optimal for the good borrower to hoard

liquidity under symmetric information. So, signaling

may involve insufficient continuation in general.
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Exercise 7.1 (competition and vertical integration).

(i) • The project can be financed because there is

enough pledgeable income from condition (1).

• Feasible contracts:

RF
l + θlM � I and (∆p)(1− θl)M � B.

For example, the debt contract,

RF
l = RF and θl = (I − RF)/M

(which amounts to a debt D = I), is an optimal con-

tract. To obtain it as the unique optimal contract,

one could, for example, add variable investment.

(ii) • The entrepreneur obtains

Ub = RF +M − I

under an exclusive contract with the supplier.

By contrast, the industry profit when the rival ob-

tains the enabling technology is

2(RF +D − I)+K < RF +M − I

from condition (2) and the profit-destruction effect.

Because neither the supplier’s nor the rival’s rent

(which is 0 under exclusivity) can decrease, the entre-

preneur cannot gain from nonexclusivity.

• The supplier will not find it profitable to supply

the enabling technology to the rival if and only if

RF
l +θlM � RF

l +θlD+
[

RF+
(

D− B
∆p

)

−(I−K)
]

(3)

or

θl(M −D) � RF +
(

D − B
∆p

)

− (I −K).

The term in square brackets in (3) is the differ-

ence between the rival’s pledgeable income and the

extra investment cost I − K. The solution is thus

to offer enough equity to the supplier. Note that

the borrower can always achieve this while main-

taining borrower incentives: (∆p)(1 − θl)D � B. (If

the borrower chose effort after observing the sup-

plier’s action, the incentive constraint would become

(∆p)(1− θl)M � B.)

Remark. For some parameter values an optimal

debt/equity mix might involve a larger expected pay-

ment for the supplier than the investment I, but that

is not a problem as the entrepreneur may demand a

lump-sum payment equal to the difference up front,

thus leaving the supplier with no rent.

Exercise 7.2 (benefits from financial muscle in a

competitive environment). (i) • If ρ > ρ0(R), then

the entrepreneur will not be able to withstand the

liquidity shock if it occurs. Hence, it needs a liquidity

cushion, perhaps in the form of a credit line.

• The NPV is

(1− λ)[ρ1(R)]+ λ[ρ1(R)− ρ]z − I,

where z = 1 if the firm withstands the liquidity

shock, and z = 0 otherwise. Hence,

(a) z = 0 if ρ � ρ1(R);
(b) z = 1 if ρ < ρ1(R) and there is enough pledge-

able income to “secure a credit line,”

ρ0(R) � I −A+ λρ

or

(1− λ)ρ0(R)− (I −A) � λ[ρ − ρ0(R)]; (5)

(c) z = 0 if (5) is not satisfied and

(1− λ)ρ0(R) � I −A;

(d) no investment takes place if

(1− λ)ρ0(R) < I −A.

(ii) • Simultaneous choices: under simultaneous

choices, there is no commitment effect. Condition

(1) and question (i) imply that the incumbent does

not want to withstand her liquidity shock regard-

less of the existence of the entrant. The left inequal-

ity in (2) then implies that the entrant has enough

pledgeable income to obtain financing if the incum-

bent does not build financial muscle (and wants to

be financed from (3)); while the right inequality pre-

vents the incumbent from investing (I−A > ρ0(C) >
(1− λ)ρ0(C)).
• Sequential choices: suppose now that the incum-

bent chooses her financial structure first. The analy-

sis of the simultaneous choice case shows that the

incumbent cannot obtain financing without financial

muscle. By contrast, condition (2) shows that the in-

cumbent deters entry if she commits to withstand

her liquidity shock. Condition (4) then implies that

the incumbent has enough pledgeable income in a

monopoly situation even if she withstands the costly

liquidity shock.
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Exercise 7.3 (dealing with asset substitution). (i) •
The liquidation value L0 is fully pledgeable. By con-

trast, only R − Rb is pledged in the case of success,

where

pHRb � pLRb + B.
Hence, the left-hand side of (1) is the pledgeable in-

come.

•With a competitive capital market, the entrepre-

neur’s utility is the NPV:

U∗b = (1− x)L0 + xpHR − I.
• Optimal contracts must satisfy

(1− x)(L0 − rb)+ xpH(R − Rb) = I −A,
with

Rb � B/∆p.

For A = A the optimal contract is necessarily a debt

contract (rb = 0).
(ii) • Interpretation of equation (2). The NPV is

(1− x)L+ x[pH + τ(L)]R − I.
Hence, L = L0 maximizes the NPV, which is then

equal to U∗b .

• Consider a “step-function” contract: in the case

of liquidation, the entrepreneur receives

0 if L < L0,

rb if L � L0.

Furthermore, the entrepreneur receives Rb =
B/∆p in the case of continuation and success (this

value minimizes both the nonpledgeable income and

the incentive to cut down on maintenance to raise

future profit). With this incentive scheme, the entre-

preneur’s utility

(1− x)rb(L)+ x[pH + τ(L)]Rb

is maximized either at L = L0 or at L = 0. One there-

fore needs

(1− x)rb + xpH
B
∆p

� x[pH + τ(0)] B∆p .

The threshold for financing that does not encourage

asset substitution is given by

I −A∗ = (1− x)(L0 − rb)+ xpH

(

R − B
∆p

)

,

where rb is given by the first inequality satisfied with

equality.

Exercise 7.4 (competition and preemption). Let us

first compute the first date tl < t0 at which lenders

are willing to finance an entrepreneur who will later

on be a monopolist:

I − e−r(t0−tl)A = e−r(t0−tl)pH

(

M − B
∆p

)

.

Thus no financing is feasible before date tl.
Next, compute the earliest date tb < t0 at which

the entrepreneur prefers to invest (as a monopolist)

rather than just consuming her endowment:

NPV = e−r(t0−tb)pHM − I = 0,

where the NPV is computed from date tb on.

The condition in the statement of the question,

pHM ≷ pH

(

M − B
∆p

)

+A,

is equivalent to

tb ≷ tl.

Note that tb < tl if A = 0.

(a) If tb � tl, then the equilibrium involves rent

equalization, as in Fudenberg and Tirole (1985)11.

Only one entrepreneur invests, and this at date tb.

(See Fudenberg and Tirole (1985) for a more rigor-

ous description of the strategies.) This entrepreneur

does not enjoy any rent relative to the entrepreneur

who does not invest.

(b) If tb < tl, then we are back to a situation sim-

ilar to the static game. Entrepreneurs are unable to

invest before tl, even though, starting from tb, they

would like to preempt their rival. (Again, we refer to

Fudenberg and Tirole (1985) for more details about

this type of situation.)

Exercise 7.5 (benchmarking). (i) Let us write the

NPV, the breakeven constraint, and the incentive

constraint. First, the NPV accounts for deadweight

losses due to negative incomes:

Ub = NPV

= ρ[pHD − (1− pH)θb2]

+ (1− ρ)[p2
HD + pH(1− pH)(M − θb1)

− (1− pH)2θb2]− I.

11. Fudenberg, D. and J. Tirole. 1985. Preemption and rent equal-
ization in the adoption of new technology. Review of Economic Studies
52:383–401.
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b1

a1

Feasible set

(IRl)
(independent of    )θ

Ub = constant

(ICb)

Figure 4

The breakeven constraint is

ρ[pH(D − a2)+ (1− pH)b2]

+ (1− ρ)[p2
H(D − a2)+ pH(1− pH)(M − a1 + b1)

+ (1− pH)2b2] � I −A.
(IRl)

Lastly, the incentive constraint is

ρ[a2 + (1+ θ)b1]

+ (1− ρ)[pH[a2 + (1+ θ)b1]

+ (1− pH)[a1 + (1+ θ)b2]] � B
∆p

.

(ICb)

To show that one can set a2 = b2 = 0 without

loss of generality, write the Lagrangian and the first-

order condition. Equivalently, if a2 > 0, we can de-

crease a2 and increase a1 so as to keep both (IRl)
and (ICb) unchanged, and note that these two vari-

ables do not enter into the expression of the NPV;

while, if b2 > 0, we can decrease it and increase b1

so that (IRl) and the NPV are kept intact, but (ICb) is

then not binding.

The diagrammatic representation of the problem

in the (a1, b1)-space is as in Figure 4.

(ii) • When ρ tends to 1: b1 going to infinity has

almost no cost in terms of NPV. Thus (ICb) becomes

costless to satisfy, as in Section 7.1.1 in the case of

perfect correlation.

• When θ goes to 0, then punishments are almost

costless, and so again (ICb) can be satisfied with-

out jeopardizing (IRl). Again there is basically no

agency cost (as in the case in which firms have a large

amount of collateral that the lenders value almost as

much as the borrower).

Exercise 7.7 (optimal contracts in the Bolton–

Scharfstein model). Consider a more general long-

term contract in which the entrepreneur’s reward

contingent on different events is r S
b if date-0 profit is

D but there is no refinancing at date 1 (with proba-

bility zS); and, if refinanced, RSS
b (RFS

b ) when the entre-

preneur succeeds in both periods (when she fails at

date 0, but succeeds at date 1, respectively). When

reinvesting at date 1, to “commit to” high effort, the

entrepreneur should keep a high enough stake, i.e.,

RSS
b and RFS

b � B/∆p.

Fixing the continuation policy zS and zF, as long

as the high effort is guaranteed the predation deter-

rence constraint is not affected by this enrichment

of the contract space:

D � (zS − zF)(M −D). (PD)

The date-0 incentive compatibility constraint and in-

vestor’s breakeven constraint, however, need to be

modified:

zSRSS
b + (1− zS)r S

b

� B0 + pL[zSRSS
b + (1− zS)r S

b ]+ (1− pL)zFRFS
b

⇐⇒ (∆p)[zSRSS
b − zFRFS

b + (1− zS)r S
b ] � B0

(IC′)

and

I −A � zS(D +D − RSS
b − I)+ (1− zS)(D − r S

b )

⇐⇒ I −A � D + zS(D − I − RSS
b )− (1− zS)r S

b .
(IR′)

The entrepreneur’s expected utility is

Ub = zSRSS
b +(1−zS)r S

b−A = NPV = D−I+zS(D−I),
as usual, when (IR′) is binding.

As in Section 7.1.2, suppose (PD) is binding. (IC′)
is binding; for, if it were not, zF could be increased

to relax (PD) without violating (IC′).
Then one can show that

• RSS
b � RFS

b (� B/∆p): if RSS
b < RFS

b , then RFS
b could

be reduced so as to relax (IC′), which would
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contradict the fact that (IC′) is binding. And so

RFS
b = B/∆p.

• r S
b = 0: suppose zS ∈ (0,1) and r S

b > 0 (if zS =
1, we could simply set r S

b = 0). From (PD) being

binding, the incentive constraint can be written

as

zS(RSS
b − RFS

b )+ (1− zS)r S
b +

D
M −DR

FS
b = B0

∆p
.

Keeping zS unchanged, we can decrease r S
b and

increase RSS
b so that zSRSS

b + (1− zS)r S
b remains

the same, i.e., in the case of date-0 success, one

rewards the entrepreneur only in the case of con-

tinuation. There is no loss of generality in do-

ing so since no constraint is affected, nor is the

entrepreneur’s objective function.

Exercise 7.8 (playing the soft-budget-constraint

game vis-à-vis a customer). (i) At date 2, given suc-

cess and in the absence of a date-1 contract, the cus-

tomer would offer a purchasing price equal to 0 (or

any arbitrarily small but positive amount) and the

entrepreneur would accept. In this event, the entre-

preneur and the investors get zero profit. Therefore,

by playing wait-and-see, the customer would enjoy

expected payoff pLv , since the entrepreneur would

shirk under this strategy. The same outcome pre-

vails if the customer offers R = 0 at date 1.

Given that the entrepreneur has obtained funding

at date 0, to induce a high probability of success at

date 1 the customer needs to offer a price R = Rl +
B/∆p. This is more profitable for the customer than

offering a contract that is not incentive compatible:

pH

(

v − Rl − B
∆p

)

> pLv.

When this inequality holds, the NPV is

pH

(

Rl + B
∆p

)

− I,

which is smaller than (∆p)v − I. On the other hand,

if the condition above is violated, it is optimal for

the customer to offer R = 0. But in this case the

entrepreneur shirks and the project is not financed

at date 0.

(ii) Suppose now that the entrepreneur issues

short-term debt rl at date 0. At time 1 the customer

has to cover rl in order for the firm to continue. It is

as if date 1 were an initial financing stage at which

the customer finances an investment with size rl.

The short-term debt can be chosen such that the cus-

tomer refinances the project only if the entrepreneur

works, i.e.,
pLv < rl.

Then, to induce the high effort, the customer offers a

transfer price R = B/∆p, on top of rl. The customer

gets
pH

(

v − B
∆p

)

− rl.

By assumption pH(v−B/∆p) > pLv . It is possible to

extract the full surplus from the customer by setting

rl = pH(v−B/∆p). This amount is greater than I−A
by assumption and so investors are willing to finance

the project at date 0. The entrepreneur then gets

pH
B
∆p

−A+ [rl − (I −A)],

which is equal to the NPV, pHv − I. This is intuitive

since both the initial investors and the customer get

zero profit.

Exercise 7.9 (optimality of golden parachutes).

Consider the following class of contract: when the

entrepreneur reports a signal s ∈ {r , q}, the prob-

ability of continuation is zs . She is paid Rsb in the

case of continuation and success, and Ts in the case

of termination. In the latter event, the investors get

Lsl = L− Ts � L.

In the case of continuation, in order to overcome

the moral-hazard problem, both Rrb and Rqb must ex-

ceed B/∆p. For the q-type entrepreneur, the (NM)

constraint is now

zr (qH − τ)Rrb + (1− zr )T r � zqqHR
q
b + (1− zq)Tq.

(NM′)

The investors’ breakeven condition is

I −A � α[zr rH(R − Rrb)+ (1− zr )(L− Tr )]
+ (1−α)[zqqH(R − Rqb)+ (1− zq)(L− Tq)]

and the entrepreneur gets expected payoff

Ub = α[zr rHRrb + (1− zr )T r ]
+ (1−α)[zrqHRrb + (1− zq)Tq]−A

= NPV

= α[zr rHR + (1− zr )L]
+ (1−α)[zqqHR + (1− zq)L]− I,

under the investors’ breakeven condition.
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We claim that the following properties hold.

• (NM′) is binding. Otherwise, we could decrease

either Rqb or Tq and increase the pledgeable income

unless Rqb = B/∆p and Tq = 0. But, in the latter case,

from (NM′) being slack, we must have zq > 0, then

from L > qH(R − B/∆p) the pledgeable income can

be increased by reducing zq.

• Rrb = B/∆p: if Rrb > B/∆p, decreasing it boosts

pledgeable income and relaxes (NM′).
• Tr = 0: suppose Tr > 0 and zr < 1 (when zr =

1, we can simply set Tr = 0). Following the logic

of Section 7.2.1, a simultaneous change of Tr and

zr that keeps the pledgeable income constant must

satisfy
[

rH

(

R − B
∆p

)

− L+ Tr
]

dzr = (1− zr )dTr .

By doing so, the LHS of (NM′) changes by an amount

equal to
[

rH

(

R − B
∆p

)

− L+ (qH − τ) B∆p
]

dzr ;

(NM′) is relaxed by a simultaneous decrease of Tr

and zr . (If zr = 0, we could instead decrease Tr to

relax (NM′) and increase the pledgeable income.)

Incorporating these findings, the program be-

comes

max{NPV = α[L+ zr (rHR − L)]
+ (1−α)[L+ zq(qHR − L)]− I}

s.t. zr (qH − τ) B∆p = z
qqHR

q
b + (1− zq)Tq, (NM′)

I −A = P = α{L+ zr [rH(R − B/∆p)− L]}
+ (1−α){L+ zq[qH(R − Rqb)− L]

− (1− zq)Tq}.
(IR′)

• When qHR > L, it is optimal not to adopt the

golden parachute policy, Tq = 0: suppose Tq >
0. First, note that to satisfy (NM′) as an equality,

Tq < qHB/∆p � qHR
q
b as long as τ > 0. Therefore, an

increase in zq relaxes (NM′) and increases the NPV.

Consider a simultaneous change in zq and Tq that

leaves (NM′) unchanged:

(qHR
q
b − Tq)dzq = −(1− zq)dTq.

Since Tq < qHR
q
b , a decrease in Tq comes with an in-

crease in zq, which increases the NPV. This change

is feasible since the pledgeable income is increased:

dP ≈ [qH(R − Rqb)− L+ Tq]dzq − (1− zq)dTq

= (qHR − L)dzq > 0.

• When qHR < L, a golden parachute is optimal,

Tq > 0 and zq = 0. From Tq < qHR
q
b , the relevant

part in the pledgeable income can be written as

L+ zq[qHR − L− (qHR
q
b − Tq)]− Tq,

therefore decreasing zq raises both the pledgeable

income and the NPV. At the optimum zq∗ = 0, and

the optimal Tq is determined by (NM′):

Tq∗ = zr (qH − τ) B∆p .

It is also easy to check for both cases that the (NM)

constraint of the r -type entrepreneur is not binding.

Exercise 7.10 (delaying income recognition). We

look for a “pooling equilibrium” in which the entre-

preneur keeps a low profile (ŷ1 = 0) when success-

ful (y1 = R1). To this end, let us compute the pos-

terior probability αLB (where “LB” stands for “late

bloomer”) that the entrepreneur has high ability at

date 2 (H2) following (reported) profit 1 at date 1

and (actual and reported) profit R2 at date 2:

αLB = Pr(H2 | (0, R2)) = A+ B
C +D ,

where A = αρ[r + rτ], B = (1−α)(1− ρ)(r + qτ),
C = α[ρr + (1 − ρ)q + rτ], and D = (1 − α)[(1 −
ρ)r +ρq+qτ]. The numerator represents the prob-

ability that the entrepreneur has ability H2 and suc-

ceeds at date 2: with probability αρ, she had high

ability at date 1 and still has high ability and so has

average probability of success r + rτ (due to the

date-1 hidden savings made when she is successful

at date 1, which has probability r ); with probabil-

ity (1−α)(1− ρ) she had low ability at date 1 (and

therefore had hidden savings with probability q) and

became expert in the task (and so has probability of

success r +qτ). The denominator represents the to-

tal probability of date-2 success in this pooling equi-

librium, and is computed in a similar way.

By contrast, the probability that the entrepreneur

has type H2 when she fails at date 2 is

αF = E + F
G +H < αLB,
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where E = αρ[1− (r + rτ)], F = (1−α)(1−ρ)[1−
r − qτ], G = α[1− (ρr + (1− ρ)q + rτ)], and H =
+(1−α)[1− [(1− ρ)r + ρq + qτ]].

Suppose now that the entrepreneur reports ŷ1 =
R1. Let

αEB ≡ Pr(H2 | (R1, R2)) = I
J +K

(where I = [αρr + (1 − α)(1 − ρ)q]r , J = [αρr +
(1−α)(1−ρ)q]r , and K = [α(1−ρ)r+(1−α)ρq]q)

and

βEB ≡ Pr(H2 | (R1,0)) = M
N +O

(where M = [αρr + (1 − α)(1 − ρ)q](1 − r), N =
[αρr + (1 − α)(1 − ρ)q](1 − r), and O = [α(1 −
ρ)r +(1−α)ρq](1−q)) denote the posterior beliefs

when such an “early bloomer” (EB) succeeds and fails

at date 2, respectively. It can be checked that a good

report at date 1 improves one’s reputation for an

arbitrary date-2 performance,

αEB > αLB and βEB > αF,

and that

αLB > βEB.

Intuitively, a late success is more telling than an

early one if either the type has a reasonable proba-

bility to evolve or if an early success confirms what

one already knows, namely, that the entrepreneur

has high ability.

Now assume that

αEB > αLB > α̂ > βEB > αF.

Then, the entrepreneur keeps her job at date 3 if and

only if she succeeds at date 2. Keeping a low profile

at date 1 when y1 = R1 is then the optimal strategy

because it increases the probability of date-2 success

by τ .

Exercise 8.1 (early performance measurement

boosts borrowing capacity in the variable-invest-

ment model). In the variable-investment model, the

private benefit of shirking is BI, and the income in

the case of success RI. Using the notation of Sec-

tion 8.2.2, the incentive compatibility constraint is

(σHH − σLH)Rb � BI,

where Rb is the entrepreneur’s reward in the case of

success. The borrowing capacity is then given by the

investors’ breakeven constraint:

pHRI − σHH
BI

σHH − σLH
= I −A.

And so

Ub = σHHRb −A = (pHR − 1)I

= ρ1 − 1
1− (ρ1 − σHHB/(σHH − σLH))

A.

In the absence of an intermediate signal, the expres-

sion is the same except that σHH/[σHH − σLH] is re-

placed by pH/[pH − pL].

Exercise 8.2 (collusion between the designated

monitor and the entrepreneur). When the signal is

high, there is no collusion. In the absence of collu-

sion, the entrepreneur obtains R̂b since it is in the in-

terest of the monitor to exercise his options. Further-

more, the entrepreneur cannot receive more than R̂b

from the assumption that the entrepreneur cannot

receive income without being detected.

Suppose therefore that the signal is low. In the ab-

sence of collusion, the entrepreneur and the moni-

tor both receive 0. Suppose that the entrepreneur in-

stead offers to tunnel resources to the monitor. For

a given choice of τ , the monitor agrees to collude

if and only if his loss from exercising the options is

compensated by the diverted resources:

s[pH − (νL − τ)]R < T(τ).

There is no collusion provided that

H(s) ≡ max
{τ}

{T(τ)− s[pH − (νL − τ)R]} � 0.

Because ∂H/∂s < 0, there is no collusion provided

that s exceeds some threshold.

Exercise 9.1 (low-quality public debt versus bank

debt). Consider the three possible financing options.

High-quality public debt. Such debt has probabil-

ity pH of being reimbursed. As usual, the incentive

constraint is

(∆p)Rb � B,

pH

(

R − B
∆p

)

� I −A,

and so such financing is doable only if

=⇒ A3 = I − pH

(

R − B
∆p

)

.
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The entrepreneur’s utility is then the NPV:

U3
b = pHR − I > 0.

Low-quality public debt. Such debt corresponds to

the case in which the entrepreneur has too low a

stake to behave; and this debt is repaid with proba-

bility pL:

(∆p)Rb < B and pL(R − Rb) = I −A.
Hence,

A1 = I − pLR.

The entrepreneur’s utility is then

U1
b = pLR + B − I > 0.

Monitoring. Follow the treatment in Chapter 9. To

secure such financing with stake Rm for the monitor:

(∆p)Rm � c and pHRm − c = Im.
And so a necessary and sufficient condition is

pH

(

R − b
∆p

)

− c � I −A,

yielding threshold

A2 = I + c − pH

(

R − b
∆p

)

,

and NPV

U2
b = pHR − I − c.

Summing up, under the assumptions made in the

statement of the exercise:

U3
b > U

2
b > U

1
b > 0 and A3 > A2 > A1.

So, financing is arranged as described in the state-

ment of the question.

(A similar framework is used by Morrison12, ex-

cept that the monitor is risk averse (which makes

it more costly to hire). Morrison allows the monitor

to contract with a “protection seller” in the credit

derivative market in order to pass the default risk on

to this third party and to thereby obtain insurance.

This reduces the monitor’s incentive to monitor.)

Exercise 9.2 (start-up and venture capitalist exit

strategy). (i) When the date-2 payoff can be verified

at date 1, and there is no active monitor, the entre-

preneur’s reward, Rb, in the case of success must

12. Morrison, A. 2002. Credit derivatives, disintermediation and in-
vestment decisions. Mimeo, Merton College, University of Oxford.

ensure incentive compatibility and allow investors

to recoup their date-0 outlay:

(∆p)Rb � B and pH(R − Rb) � I −A.
Because

I − pH

(

R − B
∆p

)

> A,

these two conditions are mutually inconsistent.

Suppose, in contrast, that an active monitor re-

ceives RA in the case of success. We now have two in-

centive compatibility conditions and one breakeven

condition:

(∆p)Rb � b,

(∆p)RA � cA,

and

pH(R − Rb − RA) � I −A.
Because

A > I − pH

(

R − b + cA

∆p

)

,

these inequalities are consistent. The second and the

third inequalities then bind, and so the NPV for the

entrepreneur (which is equal to the total value cre-

ated by the project minus the rent received by the

monitor) is

pHRb −A = pH

[

R − cA

∆p

]

− I.

(ii) The conditions are

pHs[R − P] � cP

(the speculator makes money when he acquires in-

formation and exercises his call option in the case

of good news),

(∆p)sP � cA

(this is the previous IC constraint with RA = sP ), and

P � pHR

(the speculator cannot make money by refusing to

monitor and purchasing the shares at price P ).

Ignoring the last constraint yields the condition in

the statement of the exercise. The third constraint

requires that
cA

cP
� 1− pH

pH(∆p)
.

If this condition is not satisfied, the speculator does

not have enough incentives to acquire the informa-

tion when only the shares of the active monitor are
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brought to the market at date 1. This means that the

active monitor should be granted the right to “drag

along” the shares (or some of the shares) of the lim-

ited partners in order to ensure the stock receives

enough attention.

Exercise 9.3 (diversification of intermediaries).

(i) Straightforward. Follows the lines of Chapters 3

and 4.

(ii) Similar to Chapter 4’s treatment of diversifica-

tion.

The venture capitalist obtains Rm if both projects

succeed. The incentive constraints are

p2
HRm � pHpLRm + c

(no shirking on monitoring one firm)

� p2
LRm + 2c
(no shirking on monitoring both firms).

As usual, it can be checked that only the latter

constraint is binding. So

Rm � 2c
(∆p)(pH + pL)

.

The nonpledgeable income (aggregated over the two

firms) is

2
[

pH
b
∆p

+ pH

(

pH

pH + pL

)

c
∆p

]

.

Exercise 9.4 (the advising monitor model with cap-

ital scarcity). The entrepreneur’s utility when enlist-

ing a monitor is now equal to the NPV minus the rent

derived by the monitor:

Um
b = (pH + qH)

(

R − c
∆q

)

− I.

Note that Um
b may no longer exceed

Unm
b = pHR − I,

even when (∆q)R > c.

Funding with a monitor on board is feasible if and

only if

(pH + qH)
(

R − B
∆p

− c
∆q

)

� I −A.

The presence of a monitor facilitates funding if and

only if

(pH + qH)
(

R − B
∆p

− c
∆q

)

> pH

(

R − B
∆p

)

or
qHR > c + pH

c
∆q

+ qH
B
∆p

.

The left-hand side is the increase in expected rev-

enue; the right-hand side is the sum of the monitor-

ing cost and the extra rents for the two agents.

Exercise 9.5 (random inspections). (i) Suppose first

that the entrepreneur behaves with probability 1;

then there is no gain from monitoring and so y = 1.

But, in the absence of monitoring, the entrepreneur

prefers to misbehave:

(∆p)Rb < B,

a contradiction. Conversely, suppose that the entre-

preneur misbehaves with probability 1; because

νRm > c,

the monitor monitors for certain (y = 0). But then

the entrepreneur prefers to behave as

pHRb > 0.

Hence, the entrepreneur must randomize. For her to

be indifferent between behaving and misbehaving, it

must be the case that

pHRb = y(pLRb + B)+ (1−y) · 0

or
y = pHRb

pLRb + B
.

Similarly, the monitor must randomize. Indiffer-

ence between monitoring and not monitoring im-

plies that

(1− x)pHRm + x(pL + ν)Rm − c
= (1− x)pHRm + xpLRm

or
xνRm = c ⇐⇒ x = c

νRm
.

(ii) Assume that pH(R − B/∆p) < I − A, so that

financing is not feasible in the absence of a moni-

tor. As usual, one should be careful here: because

the monitor has no cash and thus cannot be asked

to contribute to the investment and gets a rent, the

borrower’s utility differs from the NPV,

Ub = (1− x)pHRb + xy(B + pLRb)−A
= pHRb −A,

using the indifference condition for the entrepre-

neur. The uninformed investors’ breakeven condi-
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tion is

P ≡ (1− x)pH(R − Rb − Rm)

+ x[ypL(R − Rb − Rm)

+ (1−y)(pL + ν)(R − Rm)]

� I −A.

Note that y = 0 maximizes P. First, if x > 0, a

smaller y increases the amount of money returned

to uninformed investors when correcting misbehav-

ior. Second, it raises managerial discipline (reduces

the level of Rb necessary to obtain incentive com-

patibility); indeed Rb can be taken equal to 0! (Note

this would no longer hold if the entrepreneur could

capture private benefit b ∈ (0, B] before being fired.)

The pledgeable income is then

P = [(1− x)pH + x(pL + ν)]
[

R − c
xν

]

.

Noting that ∂P/∂x > 0 at x = 0 and ∂P/∂x < 0 at

x = 1, the pledgeable income is maximized for x
between 0 and 1. (The optimum does not, of course,

involve Rb = 0. We are just computing what it takes

to obtain financing.)

(iii) We know from Chapter 8 that the entrepreneur

is best rewarded on the basis of a sufficient statistic

for her performance. Here, the monitor’s informa-

tion is not garbled by exogenous noise, unlike the

final outcome. Hence, it would in principle be better

to reward the management on the basis of informa-

tion disclosed (in an incentive-compatible way) by

the monitor. We leave it to the reader to derive the

optimal contract when one allows the monitor to re-

port on his observation of the entrepreneur’s choice

of effort.

Exercise 9.6 (monitor’s junior claim). Let RS
b and

RF
b denote the entrepreneur’s rewards in the cases

of success and failure. We are interested in situa-

tions in which the entrepreneur would choose the

Bad project if left unmonitored:

(∆p)(RS
b − RF

b) < B.

Under monitoring, incentive compatibility requires

that

(∆p)(RS
b − RF

b) � b,

where ∆p ≡ pH − pL.

Similarly, the monitor’s compensation scheme

must satisfy

(∆p)(RS
m − RF

m) � c.

The uninformed investors are willing to lend if

and only if

pH(RS −RS
b −RS

m)+ (1−pH)(RF −RF
b −RF

m) � I −A.
Finally, the borrower’s utility is

pHRS
b + (1− pH)RF

b.

It is therefore in the borrower’s interest to mini-

mize the monitor’s rent,

pHRS
m + (1− pH)RF

m − c,
subject to his incentive constraint,

(∆p)(RS
m − RF

m) � c.

This yields

RF
m = 0 and RS

m =
c
∆p

.

A necessary and sufficient condition for the bor-

rower to have access to financing is

pH

(

RS − b + c
∆p

)

+ (1− pH)RF � I −A.

Exercise 9.7 (intertemporal recoupment). (i) Long-

term contracts. The potential NPV is

V = 2pHR − (I1 + I2)− 2c.

Under competition among monitors, the borrower

can obtain V , for example, by proposing a con-

tract specifying that the selected monitor at date t,
t = 1,2, contributes Itm and receives Rtm in the case

of success (and 0 in the case of failure) such that

pH(R1
m + R2

m) = I1m + I2m + 2c,

(∆p)Rtm = c.
(The reader familiar with Sections 4.2 and 4.7 will no-

tice that considering two incentive constraints, one

per period, is in general not optimal. More on this

later. However, we here show that the upper bound

on the borrower’s utility can be reached, and so we

do not need to enter the finer analysis of “cross-

pledging.”)

Similarly, giving a stake Rtb in the case of success

(and 0 in the case of failure) such that

(∆p)Rtb � b
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suffices (but is not necessary) to ensure borrower in-

centive compatibility.

Uninformed investors are then willing to finance

the rest of the investments provided that

2
∑

t=1

pH[R − Rtb − Rtm] �
2
∑

t=1

[It − Itm]

or

pH[2R − R1
b − R2

b] � I1 + I2 + 2c.

The second condition in the statement of the ex-

ercise ensures that this condition can be met while

satisfying the entrepreneur’s incentive compatibil-

ity.

Under monopoly in monitoring, the same reason-

ing applies, with a few twists. First, the entrepreneur

is rewarded only in the case of two successes. From

Chapter 4, we know that she then gets Rb such that

[(pH)2 − (pL)2]Rb � 2b.

(Two remarks. First, we do not allow termina-

tion to be used as a disciplining device. It is not

renegotiation-proof anyway. Second, one can check

that the monitor’s incentive scheme can be designed

so as to induce monitoring in both periods.) Second,

the monitor then receives the NPV minus the entre-

preneur’s rent, i.e.,

V − (pH)2

(pH)2 − (pL)2
2b = V − 2

(

pH

pH + pL

)(

pHb
∆p

)

.

(ii) Short-term contracts. Under competition, each

monitor obtains no profit at date 2. The condition

I1 + c > pH

(

R − b
∆p

)

implies that no lending is feasible at date 1.

Under monopoly, the monitor will secure

pH

(

R − b
∆p

)

− I2 − c > 0

at date 2, if he helps the firm obtain funding at

date 1. His intertemporal profit is then

2pH

(

R − b
∆p

)

− (I1 + I2)− 2c > 0

(which is smaller than that under commitment be-

cause of the absence of cross-pledging across peri-

ods).

Exercise 10.1 (security design as a disciplining de-

vice). (i) R∗b is the maximal entrepreneurial stake in

the firm’s payoff in the case of continuation that is

consistent with the investors’ breaking even. The en-

tire short-term income (r in the case of success and L
in the case of failure) is pledged to investors, and the

project continues only in the case of date-1 success.

The three conditions say that if the entrepreneur is

rewarded R∗b in the case of date-2 success, then

• R∗b � B/∆p: her date-2 incentive compatibility

constraint is satisfied;

• pH(R − R∗b ) > L: interference reduces the in-

vestors’ income; and

• (p1
H−p1

L)[pHR∗b ] � B0: the entrepreneur’s date-1

incentive compatibility constraint is also satis-

fied.

(ii) From the definition of R∗b , the project is fi-

nanced, and from the three conditions, high efforts

in both periods are guaranteed. Although there is an

efficiency loss in terminating the project in the case

of date-1 failure, this relaxes the date-1 incentive

constraint and is optimal if p1
H is large enough, that

is, if the probability of interference is low enough.

The incentive scheme offered to the entrepreneur

is that she is rewarded R∗b if and only if she is suc-

cessful in both periods; and the project is terminated

if the date-1 income is equal to 0.

To implement this incentive scheme, the entrepre-

neur can issue two kinds of securities with different

cash flow and control rights:

• short-term debt d ∈ (0,min{L/pH, r}); debt-

holders receive control if d is not repaid at

date 1; and

• long-term equities associated with control at

time 1 if d is paid, and the following cash-flow

rights: at date 1 equityholders receive the resid-

ual revenue (r−d in the case of a date-1 success,

and max{0, L−d} in the case of a date-1 failure);

at date 2 they receive R − R∗b in the case of suc-

cess.

Debtholders interfere and terminate the project if

there is no date-1 income, since

pHd < min{L,d}.
Equityholders, when in control, do not interfere and

so the project continues.

(iii) Suppose R∗b = B/∆p, and all three condi-

tions still hold. Now if the entrepreneur is also paid
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rb ∈ (0, r ] in the case of date-1 success, the date-1

incentive constraint is relaxed:

(p1
H − p1

L)[rb + pHR∗b ] � B0.

But given that it is satisfied for rb = 0, there is no

benefit to boosting incentives in this way. Indeed,

a positive rb reduces the pledgeable income. The

breakeven constraint of investors becomes more

stringent:

I −A � p1
H(r − rb)+ (1− p1

H)L+ p1
H[pH(R − R∗b )].

A positive rb is not optimal as it makes the financing

more difficult to arrange but has no incentive effect.

In general, a short-term bonus reduces the pledge-

able income, while incentives are best provided by

vesting the manager’s compensation.

Exercise 10.2 (allocation of control and liquidation

policy). (i) As usual, if financing is a binding con-

straint it is optimal to give 0 to the entrepreneur in

the case of failure and to allocate the entire liquida-

tion value L to investors in the case of liquidation.

This increases the pledgeable income without per-

verse incentive effects or destruction of value. The

entrepreneur maximizes her expected utility,

Ub = Eω[x(L,U0
b )pHRb + [1− x(L,U0

b )]U
0
b ],

subject to the incentive constraint,

(∆p)Rb � B,

and the investors’ breakeven constraint,

Eω[x(L,U0
b )pH(R − Rb)+ [1− x(L,U0

b )]L] � I −A.
The interesting case is when both the incentive and

the participation constraints are binding. Let us

rewrite the program as

max Eω[x(L,U0
b )(ρ1 − ρ0)+ [1− x(L,U0

b )]U
0
b ]

s.t.

Eω[x(L,U0
b )ρ0 + [1− x(L,U0

b )]L] = I −A.
Let µ � 1 denote the multiplier of the participation

constraint. We obtain

xSB(ω) = 1 if and only if ρ1−U0
b � −(µ−1)ρ0+µL,

where “SB” stands for “second best.”

As one would expect, continuation is less desir-

able when the liquidation value and the entrepre-

neur’s alternative employment become more attrac-

tive (and, because of the difficulty of attracting

L

x FB
1ρ

0ρ

x SB

SB

1ρ 0ρ

Ω

1ρ− Ub
0

Figure 5

financing, the liquidation value receives a higher

weight than the entrepreneur’s fallback option).

(ii) The first-best continuation rule is given by

xFB(ω) = 1 if and only if ρ1 −U0
b � L

(that is, µ = 1).ΩSB is included inΩFB, as described in

Figure 5. More generally, ΩSB shrinks as A decreases

(µ increases).

(To show this, note that for L < ρ0, everyone

prefers to continue. So the interesting region is

L > ρ0.)

(iii) When the entrepreneur has control, the entre-

preneur can guarantee himself ρ1 − ρ0 by choosing

to continue. Second, renegotiation always leads to

the first-best efficient outcome:

(a) Continuation is first-best efficient. If the initial

contract makes the entrepreneur want to continue

in the absence of renegotiation, there is nothing to

renegotiate about (a necessary condition for rene-

gotiation is the existence of gains from trade). If

the entrepreneur prefers to liquidate (because of the

existence of a golden parachute), the investors will

want to compensate the entrepreneur to induce him

to continue (the split of the gains from renegotiation

depend on the relative bargaining powers).

(b) Liquidation is first-best efficient. Again, if the

entrepreneur prefers to liquidate in the absence of

renegotiation there is nothing to renegotiate about.

Otherwise, the investors will “bribe” the entrepre-

neur to liquidate.

So

ΩEN = ΩFB.

Compare the investors’ return with the pledgeable

income derived in question (i). In ΩSB and outside
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ΩFB, the decision rule is unchanged, and the in-

vestors cannot get more than ρ0 and L, respectively.

InΩFB−ΩSB, the investors get at most ρ0, while they

were getting L > ρ0. Thus, the project cannot be

financed.

(iv) Under investor control, and in the absence of

a golden parachute,

xIN(ω) = 1 if and only if ρ0 � L.

If ρ0 < L, then investors cannot get more than un-

der liquidation (there is no way the entrepreneur can

compensate them). If ρ0 > L, but pHRl < L, then the

entrepreneur can offer a reduction of her stake in

the case of success (while keeping Rb � B/∆p).

The project is financed since the investors get the

same amount as in (i), except when L > ρ0 and ω ∈
ΩSB for which they get more (L instead of ρ0).

(v) In the absence of renegotiation, the investors

liquidate if and only if

L− rb � ρ0.

The policy is renegotiated (toward liquidation) if

(ρ1 − ρ0)−U0
b � L− ρ0 < rb.

In contrast, if

(ρ1 − ρ0)−U0
b > L− ρ0 > rb,

then there is no renegotiation and there is (inefficient

relative to the first best) liquidation.

A small golden parachute increases the NPV while

continuing to satisfy the financing constraint (an al-

ternative would be to ask the investors to finance

more than I −A and let the entrepreneur save so as

to be able to “bribe” the investors to induce contin-

uation).

Exercise 10.3 (large minority blockholding). If ξ <
(τ+µ)s2R, then the large shareholder and the unin-

formed (majority) investors have aligned interests.

The majority shareholders therefore always follow

the large shareholder’s recommendation.

Let us therefore assume that ξ > (τ + µ)s2R.

Let us look for an equilibrium in which the entre-

preneur makes her suggestion “truthfully” (just an-

nounces her preferred modification). In state 2, the

large shareholder seconds the entrepreneur’s pro-

posal. He makes a counterproposal in states 1 and 3.

The majority shareholders then go along with the

joint proposal (in state 2). In the case of disagree-

ment, the majority shareholders select the entrepre-

neur’s proposal, that of the large shareholder, or the

status quo so as to solve

max{−βµ + τ(1− κ), βτ − µ(1− β)(1− κ),0}.

Note that in the equilibrium under consideration

both the entrepreneur and the minority blockholder

have incentives to report their preferences truthfully

(and that there are other equilibria where this is not

the case).

Exercise 10.4 (monitoring by a large investor). Let

Ub(x) ≡ pHR + [ξ + (1− ξ)x][τR − γ]− cm(x)− I

denote the NPV (the NPV is equal to the borrower’s

utility because there is no scarcity of monitoring cap-

ital, and therefore no rent to be left to the monitor).

Let

P(x) ≡ [pH + [ξ + (1− ξ)x]τ]
(

R − B
∆p

)

− cm(x)

denote the income that can be pledged to investors

given that (a) the entrepreneur’s stake must exceed

B/∆p in order to elicit good behavior, and (b) the

monitor’s expected income must compensate him

for his monitoring cost. Concerning the last point,

the monitor’s reward Rm in the case of success and

investment contribution Im must satisfy the follow-

ing breakeven and incentive conditions:

pHRm = Im + cm(x) and (1− ξ)τRm = c′m(x).

Note that

Ub(x)−P(x) = [ξ+(1−ξ)x]
(

τ
B
∆p

−γ
)

+constant,

and so is decreasing in x.

If there is a shortage of pledgeable income, the

optimal monitoring level given by (10.11) and maxi-

mizing the NPV,

c′m(x∗) = (1− ξ)(τR − γ),

is no longer adequate. Indeed

U ′b(x
∗) = 0 =⇒ P′(x∗) > 0.

Thus, the monitoring intensity must increase be-

yond x∗:

c′m(x) > (1− ξ)(τR − γ).
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If funding is feasible, then x is given by (the smallest

value satisfying)

P(x) = I −A.

Let x̂ (> x∗) be defined by

c′m(x̂) ≡ (1− ξ)τ
(

R − B
∆p

)

.

Because the pledgeable income no longer increases

above x̂, funding is feasible only if

P(x̂) � I −A.

Exercise 10.5 (when investor control makes financ-

ing more difficult to secure). (i) The incentive con-

straint is as usual

pHRb � pLRb + B, (1)

yielding pledgeable income

P1 ≡ pH

(

R − B
∆p

)

.

The entrepreneur can receive funding if and only if

P1 � I −A.

(ii) Assume entrepreneur control. Either

νRb � γ,

and then the entrepreneur does not engage in dam-

age control when shirking. The relevant incentive

constraint remains (1), or

νRb > γ,

and the incentive constraint becomes

pHRb � (pL + ν)Rb + B − γ. (2)

If

ν
(

B
∆p

)

� γ,

then the incentive constraint is unchanged when

Rb = B/∆p, and so the pledgeable income (the max-

imal income that can be pledged to investors while

preserving incentive compatibility) is still P1.

(iii) Under investor control, the damage-control

action is selected, and so the incentive constraint be-

comes

pHRb − γ � (pL + ν)Rb + B − γ (3)

or

(∆p − ν)Rb � B.

The new pledgeable income is

P2 = pH

(

R − B
∆p − ν

)

,

and is smaller than under entrepreneur control.

Exercise 10.6 (complementarity or substitutability

between control and incentives). (i) As usual, this

condition is

pH

(

R − B
∆p

)

� I −A.

(ii) Under entrepreneur control, the profit-enhanc-

ing action is not chosen in combination with the high

effort since

(pH + τH)Rb − γ < pHRb

(since τHRb < τHR < γ).

Thus, to induce the high effort, Rb must satisfy

(∆p)Rb � B.

But then it is also optimal for the entrepreneur

not to misbehave and choose the profit-enhancing

action simultaneously:

(pL + τL)Rb + B − γ � pHRb + τLRb − γ
< pHRb,

since Rb < R. The analysis is therefore the same as

in (i).

Under investor control, it is a dominant strategy

for the investors to select the profit-enhancing ac-

tion. Hence, the manager’s incentive constraint be-

comes

(pH + τH)Rb � (pL + τL)Rb + B
or

(∆p +∆τ)Rb � B.

The pledgeable income increases with investor

control if and only if

(pH + τH)
(

R − B
∆p +∆τ

)

> pH

(

R − B
∆p

)

.

This condition is necessarily satisfied if ∆τ � 0

(complementarity or separability). But it may fail if

∆τ is sufficiently negative.

Exercise 10.7 (extent of control). The NPV is larger

under limited investor control:

(pH + τA)R − γA > (pH + τB)R − γB.

We will assume that these NPVs are positive.
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So the entrepreneur will grant limited control as

long as this suffices to raise funds, i.e.,

(pH + τA)
(

R − B
∆p

)

� I −A.

If this condition is not satisfied, the entrepreneur

must grant extended control in order to obtain fi-

nancing. Financing is then feasible provided that

(pH + τB)
(

R − B
∆p

)

� I −A.

Lastly, note that

τAR − γA � 0

is a sufficient condition for ruling out entrepre-

neurial control (but entrepreneurial control may be

suboptimal even if this condition is not satisfied; for,

it may conflict with the investors’ breakeven condi-

tion).

Exercise 10.8 (uncertain managerial horizon and

control rights). (i) The assumption

(pH + τ)
(

B
∆p

)

� γ

means that the new manager is willing to take on the

job even if control is allocated to investors. Because

his reward Rb must satisfy

(∆p)Rb � B,

regardless of who has control, the new manager

receives rent

(pH + τy)
(

B
∆p

)

− γy

(smaller than the rent, pHB/∆p, that he would

receive if he were given control rights).

The entrepreneur’s utility is (if the project is

undertaken)

Ub = (1− λ)[(pH + τx)R − γx]

+ λ(pH + τy)
(

R − B
∆p

)

− I.

The financing condition is

(1− λ)(pH + τx)
(

R − B
∆p

)

+ λ(pH + τy)
(

R − B
∆p

)

� I −A.

(ii) Clearly, y = 1 both maximizes Ub and facili-

tates financing.

Also, a necessary condition for Ub to be positive

is that λ not be too big.

Letting ρ0 ≡ pH[R−B/∆p], if financing is feasible

for x = 0: (1 − λ)ρ0 + λρ+0 � I − A, then x = 0

is optimal. The entrepreneur invests if and only if

Ub � 0, or

(1− λ)ρ1 + λρ+0 � I.

If (1 − λ)ρ0 + λρ+0 < I − A, then, in order to obtain

financing, the entrepreneur must set x in the follow-

ing way:

(1− λ)ρ0 + λρ+0 + τx
(

R − B
∆p

)

= I −A.

Financing then occurs if and only if Ub � 0 for this

value of x.

Exercise 10.9 (continuum of control rights). (i) Let

Rb denote the entrepreneur’s reward in the case

of success. The entrepreneur maximizes her utility,

which is equal to the NPV,

max
{x(· ,·)}

{[pH + EF[tx(t, g)]]R − I − EF[gx(t, g)]},

subject to the constraint that investors break even,

[pH + EF[tx(t, g)]][R − Rb] � I −A,

and to the incentive compatibility constraint,

(∆p)Rb � B.

Clearly, Rb = B/∆p if the investors’ breakeven con-

straint is binding. Let µ denote the shadow price of

this constraint. Writing the Lagrangian and taking

the derivative with respect to x(t, g) for all t and g
yields

x(t, g) = 1 ⇐⇒ tR − g + µ
[

t
(

R − B
∆p

)]

� 0.

This defines a straight line through the origin in

the (t, g)-space under which x = 1 and over which

x = 0.

(ii) When A decreases, more pledgeable income

must be harnessed. So the straight line must rotate

counterclockwise (add t > 0 realizations and sub-

tract t < 0 ones). In the process, both τ and γ in-

crease.

(iii) If x(t, g) = 1 and t > 0, the control right can

be given to investors. If x(t, g) = 1 and t < 0 (which

implies g < 0: the decision yields a private benefit to
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the entrepreneur), then the control can be allocated

to the entrepreneur. Because

|g| > |t|R > |t|Rb,

the entrepreneur chooses x(t, g) = 1. Furthermore,

x(t, g) = 1 is not renegotiated since it is first-best

efficient.

One proceeds similarly for x(t, g) = 0.

(iv) Assume that g is the same for all rights and is

positive. The optimal rule becomes

t � t∗ = g
R + µ(R − B/∆p) .

LetH(t) denote the cumulative distribution function

over t:

γ ≡ g[1−H(t∗)],

τ ≡
∫∞

t∗
t dH(t).

Hence,

dγ
dτ

= g
t∗

and
d2γ
dτ2

> 0.

One can, as earlier, envision that τ increases as A
decreases, for example.

Exercise 12.1 (Diamond–Dybvig model in contin-

uous time). To provide consumption c(t) to con-

sumers whose liquidity need arises between t and

t + dt (in number f(t)dt), one must cut x(t)dt,
where

x(t)R(t)dt = c(t)f (t)dt.

Together with the fact that the total number of trees

per representative depositor is 1, this implies that

the first-best contract solves

max
{∫ 1

0
u(c(t))f (t)dt

}

s.t.
∫ 1

0

c(t)
R(t)

f (t)dt � 1.

The first-order condition is then, for each t,
[

u′(c(t))− µ
R(t)

]

f(t) = 0,

where µ is the shadow price of the constraint.

(ii) Take the (log-) derivative of the first-order con-

dition:

u′(c(t))R(t) = µ =⇒ c
u′′

u′
ċ
c
+ Ṙ
R
= 0.

Because the coefficient of relative risk aversion ex-

ceeds 1,
ċ
c
<
Ṙ
R
.

Note that, from the constraint, the average c/R is

equal to 1. The existence of t∗ follows (drawing a

diagram may help build intuition).

(iii) Suppose that a depositor who has not yet suf-

fered a liquidity shock withdraws at date τ . Reinvest-

ing in the technology, she will obtain c(τ)R(t − τ)
if the actual date of the liquidity shock is t > τ .

Withdrawing is a “dominant strategy” (that is, yields

more regardless of the future events) if

c(τ)R(t − τ) > c(t) for all t > τ.

The log-derivative of (c(τ)R(t − τ)/c(t)) with re-

spect to t is, for τ close to 0,

Ṙ(t − τ)
R(t − τ) −

ċ(t)
c(t)

� Ṙ(t)
R(t)

− ċ(t)
c(t)

> 0.

We thus conclude that the first-best outcome is not

incentive compatible.

Exercise 12.2 (Allen and Gale (1998)13 on funda-

mentals-based panics). (i) Let i1 and i2 denote the

investments in the short- and long-term technolo-

gies. The social optimum solves

max E[λu(c1(R))+ (1− λ)u(c2(R))]

s.t.

λc1(R) � i1,

(1− λ)c2(R) � (i1 − λc1(R))+ Ri2,
i1 + i2 = 1.

This yields

(a) c1(R) = c2(R) = i1 + Ri2
for R � (1− λ)i1

λi2
= R∗,

(b) c1(R) = c1(R∗),

and

c2(R) = Ri2
1− λ � c1(R) for R � R∗.

For low long-term payoffs, λc1(R) < i1 and the

impatient types share risk with the patient types,

as their short-term investment can be rolled over to

13. Allen, F. and D. Gale. 1998. Optimal financial crises. Journal of
Finance 53:1245–1283.
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Figure 6

give some income to the latter. In contrast, high long-

term payoffs (for which λc1(R) = i1) are enjoyed

solely by the patient types, who have no means of

sharing the manna from heaven with the impatient

types.

The optimal allocation is depicted in the Figure 6.

(ii) Let

c̄1 ≡ i1
λ
.

Suppose that the deposit contract promises

min{c̄1, i1/(λ+ (1− λ)x)}

and that a fraction x(R) of the patient depositors

withdraw at date 1. For R � R∗, we claim that the

following equations characterize the equilibrium:

[λ+ (1− λ)x(R)]c1 = i1,
Ri2

(1− λ)(1− x(R)) = c2,

c1 = c2.

First, note that, for R > 0, x(R) = 1 is not an

equilibrium behavior, as patient consumers could

consume an infinite amount by not withdrawing.

Similarly, for R < R∗, x(R) = 0 is not part of

an equilibrium because Ri2/(1 − λ) is smaller than

i1/λ. Hence, a fraction in (0,1) of patient consumers

must withdraw at date 1. This implies that patient

consumers are indifferent between withdrawing and

consuming, or

c1 = c2.

Exercise 12.4 (random withdrawal rate). (i) This

follows along standard lines. Asset maturities

should match those of consumptions, λc1 = i1 and

(1− λ)c2 = i2R:

max
c1

{

λu(c1)+ (1− λ)u
(

1− λc1

1− λ R
)}

implies

u′(c1) = Ru′(c2).

For CRRA utility, c1/c2 = R−1/γ . So i1 grows and

i2 decreases as risk aversion (γ) increases.

(ii) The optimal program solves

max
{i1,i2,y·,z·}

{

β
[

λLu
(

i1yL + i2zL�
λL

)

+ (1− λL)u
(

i1(1−yL)+ i2R(1− zL)
1− λL

)]

+ (1− β)
[

λHu
(

i1yH + i2zH�
λH

)

+ (1− λH)u
(

i1(1−yH)+ i2R(1− zH)
1− λH

)]}

.

Clearly, zω > 0 ⇒ yω = 1 and yω < 1 ⇒ zω = 0.

Also, yL = 1 implies yH = 1, and zH = 0 implies

zL = 0.

For � = 0, the optimum has zω = 0. It may be opti-

mal to roll over some of i1 in state L. For � close to 1,

i2 serves to finance date-1 consumption in state H.

Exercise 13.1 (improved governance). (i) The

pledgeable income is pH(R − B/∆p). The financing

constraint is

(1+ r)(I −A) � pH

(

R − B
∆p

)

.

(ii) The cutoff A∗ is given by

(1+ r)(I −A∗) = pH

(

R − B
∆p

)

.

Market equilibrium:
[

S(r)+
∫ A∗(r)

0
Ag(A)dA

]

=
∫ I

A∗(r)
(I −A)g(A)dA

or, equivalently,

S(r)+
∫ I

0
Ag(A)dA = [1−G(A∗(r))]I.

(Note that entrepreneurs with weak balance sheets,

A < A∗, would demand a zero rate of interest from

their preferences. However, they receive the equilib-

rium market rate.)

Because A∗ increases with the interest rate and

with the quality of investor protection (here, −B),

an increase in investor protection raises the equi-

librium interest rate.
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Exercise 13.2 (dynamics of income inequality).

(i) See Section 13.3:

Ut(yt) = yt.
(ii) The incentive constraint is

(∆p)Rtb � BIt,

and so the pledgeable income is

pH

(

R − B
∆p

)

It = ρ0It,

yielding an investment level given by

ρ0It = (1+ r)(It −At) or I = At
1− ρ0/(1+ r)

.

A project’s NPV is

[pHR − (1+ r)]It = [ρ1 − (1+ r)]It.
By assumption, ρ1 � 1 + r , and so entrepreneurs

prefer to invest in a project rather than lending their

assets. Income is

yt = [ρ1 − ρ0]It,

and so

At+1 = a ρ1 − ρ0

1− ρ0/(1+ r)
At + Â,

which converges to A∞ as t tends to ∞.

(iii) The threshold is given by

A∗0
1− ρ0/(1+ r)

= I
¯
.

The limit wealth of poor dynasties is the limit

point of the following first-order difference equa-

tion:

At+1 = a(1+ r)At + Â
or

AL
∞ =

Â
1− a(1+ r) .

(iv) • If ρ1 = 1+ r , individuals are indifferent be-

tween being investors and becoming entrepreneurs.

Note that wealths are equalized at

A∞ = Â
1− aρ1

,

corresponding to investment

I∞ = A∞
1− ρ0/(1+ r)

= ρ1Â
(1− aρ1)(ρ1 − ρ0)

.

Equilibrium in the loan market requires that

κA∞ = (1− κ)(I∞ −A∞)

or

κ(ρ1 − ρ0) = (1− κ)ρ0.

• If ρ1 > (1 + r), then lenders must be unable to

become entrepreneurs and so have wealth AL
∞. Thus

κAL
∞ = (1− κ)(I∞ −A∞),

where I∞ was derived in question (ii).

Exercise 13.3 (impact of market conditions with

and without credit rationing). (i) The representative

entrepreneur’s project has NPV (equal to the entre-

preneur’s utility)

Ub = pHPR(I)− I −K,
and the scale of investment I can be financed as long

as the pledgeable income exceeds the investors’ ini-

tial outlay:

P(I) ≡ pH

[

PR(I)− BI
∆p

]

� I +K −A

(this is the financing condition).

In the absence of any financing constraint (i.e.,

when B = 0), the representative entrepreneur would

choose a first-best (FB) policy:

pHPR′(IFB) = 1 or pHPα(IFB)α−1 = 1,

provided that the fixed cost K is not too large, i.e.,

K � pHPR(IFB)− IFB. (Otherwise, the optimal invest-

ment is equal to 0.)

When does the financing constraint bind?

Simple computations show that

P(IFB)− IFB = (1−α)
[

1
α
− pHB/∆p

1−α
]

IFB.

Let us assume that the agency cost is not too large:

pHB
∆p

<
1−α
α

(otherwise the financing constraint is necessarily

binding).

Because IFB is increasing in the product price P ,

the financing constraint is binding for low prices, as

illustrated in Figure 7, where ISB denotes the solution

to the financing condition (taken with equality).

(ii) Thus, there is at least some region (to the left

of P0 in the figure) in which the expansionary im-

pact of the product price (the contractionary impact

of past investment) is stronger in the presence of

credit rationing, i.e., when the presence of B makes

the financing condition binding.
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Figure 7

(iii) To conclude this brief analysis, we can now

endogenize the product price by assuming the exis-

tence of a prior investment I0 by, say, a mass 1 of

the previous generation of entrepreneurs. Then, P is

a decreasing function of total effective investment,

i.e., total output:

P = P(pH[R(I)+ R(I0)]), with P ′ < 0.

When I0 increases, I must decrease (if I increases,

then P decreases, and so I decreases after all): this

is the crowding-out effect; furthermore, total output

must increase (if it decreased, then P would increase

and so would I; and thus pH[R(I) + R(I0)] would

increase after all).

Exercise 14.2 (alternative distributions of bargain-

ing power in the Shleifer–Vishny model). Entrepre-

neur i’s utility (or, equivalently, firm i’s NPV) is

Ubi = [xρ1 + (1− x)(1− ν)P − 1]Ii
+ x(1− µ)[(ρ1 − ρ0)+ (ρ0 − P)]Ij

≡ α̂Ii + κ̂Ij ,
where

α̂ = α− (1− x)(1− ν)(ρ0 − P)
and

κ̂ = κ + x(1− µ)(ρ0 − P).
Recalling that (1−x)(1−ν) = x(1−µ), note that

α̂+ κ̂ = α+ κ, as it should be from the fact that a

change in bargaining power induces a mere redistri-

bution of wealth for given investments.

Firm i’s borrowing capacity is now given by

[xρ0 + (1− x)(1− ν)P]Ii
+ x(1− µ)(ρ0 − P)Ij = Ii −Ai

or

Ii =
Ai + x(1− µ)(ρ0 − P)Ij

1+ (1− x)(1− ν)(ρ0 − P)
−ρ0[x + (1− x)(1− ν)]

.

In symmetric equilibrium (A1 = A2 = A; I1 = I2 = I),

I = A
1− ρ0[x + (1− x)(1− ν)]

is independent of P .

Exercise 14.3 (liquidity management and acquisi-

tions). (i) Suppose that the acquirer expects price

demand P for the assets when the risky firm is in

distress (which has probability 1−x). The NPV for a

given cutoff ρ∗ is given by

Us
b = (ρ1 − 1)I + (1− x)J

∫ ρ∗

0
[ρ1 − (P + ρ)]dF(ρ).

The borrowing capacity in turn is given by

ρ0I + (1− x)J
∫ ρ∗

0
[ρ0 − (P + ρ)]dF(ρ) = I −A.

And so

Us
b = (ρ1 − 1)

A− (1− x)J
∫ ρ∗
0 [(P + ρ)− ρ0]dF(ρ)

1− ρ0

+ (1− x)J
∫ ρ∗

0
[ρ1 − (P + ρ)]dF(ρ).

Maximizing with respect to ρ∗ and simplifying

yields

ρ∗ = 1− P.
And so

ρ0 + L∗ = P + ρ∗ = 1.

(ii) Anticipating that the safe firm has extra liquid-

ity L∗, the seller chooses price P so as to solve

max
P
{F(ρ0 + L∗ − P)P},

since the acquirer can raise funds only when P+ρ �
ρ0 + L∗.

The derivative of this objective function is

−f(ρ∗)P + F(ρ∗) = −f(1− P)P + F(1− P).

Note that this derivative is positive at P = 0 and

negative at P = 1. Furthermore, −P +F(1−P)/f(1−
P) is a decreasing function of P from the monotone

hazard rate condition and so the equilibrium price

is unique and belongs to (0,1).
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Suppose next that L increases for some reason

(and that this is observed by the seller). The first-

order condition then becomes

−P + F(ρ0 + L− P)
f(ρ0 + L− P)

= 0

and so

−
[

1+
(

F
f

)′] dP
dL

+
(

F
f

)′
= 0.

Because (F/f)′ > 0,

0 <
dP
dL

< 1.

This implies that the cutoff, and thus the probability

of a sale, increases despite the price adjustment.

(iii) Suppose that the distribution F converges to

a spike at ρ̄. Consider thus a sequence Fn(ρ) with

lim
n→∞Fn(ρ) = 0 for ρ < ρ̄

and

lim
n→∞Fn(ρ) = 1 for ρ > ρ̄.

Let us give an informal proof of the result stated in

(iii) of the question. Choosing a price P that triggers

a cutoff that is smaller than ρ̄ and does not converge

with n to ρ̄ would yield (almost) zero profit, and so

choosing an alternative price that leads to a cutoff a

bit above ρ̄ would yield a higher profit. Conversely,

if the cutoff is above ρ̄ and does not converge to ρ̄,

then Pfn � 0 and Fn � 1, and so the first-order con-

dition is not satisfied. (This proof is loose. A proper

proof must consider a subsequence having the for-

mer or latter property.)

Exercise 14.4 (inefficiently low volume of asset

reallocations). At the optimum, firm 1’s assets are

resold in the secondary market if and only if

ρ0 < ρ∗0 .

Furthermore, it is optimal for the contract to specify

that the proceeds from the sale to firm 2 go to the

investors in firm 1 (so as to maximize the pledge-

able income). And so the investment I is given by

the investors’ breakeven constraint:
[

F(ρ∗0 )ρ̂0 +
∫ ρ̄0

ρ∗0
ρ0 dF(ρ0)

]

I = I −A,

which yields

I = I(ρ∗0 ).

The entrepreneur’s utility is

Ub = NPV

=
[

F(ρ∗0 )ρ̂0 +
∫ ρ̄0

ρ∗0
(ρ0 +∆ρ)dF(ρ0)

]

I(ρ∗0 ).

The optimal cutoff maximizes Ub and satisfies

ρ̂0 −∆ρ < ρ∗0 < ρ̂0.

Exercise 15.1 (downsizing and aggregate liquidity).

(i) The incentive constraint is

(∆p)R0
b � BI

in the case of no shock, and

(∆p)Rρb � BJ

in the presence of a liquidity shock.

So the pledgeable incomes are pH(R(I) − BI/∆p)
and pH(R(J)− BJ/∆p), respectively.

The investors’ breakeven constraint is

(1− λ)pH

[

R(I)− BI
∆p

]

+ λ
[

pH

[

R(J)− BJ
∆p

]

− ρJ
]

� I −A. (1)

The entrepreneur’s utility is equal to the NPV:

Ub = (1− λ)pHR(I)+ λ[pHR(J)− ρJ]− I. (2)

Let µ denote the shadow price of constraint (1). Max-

imizingUb subject to (1) (and ignoring the constraint

J � I) yields first-order conditions with respect to I
and J:

[(1− λ)pHR′(I)− 1][1+ µ]− µ(1− λ)pH
B
∆p

= 0

or

pHR′(I) = 1
1− λ +

µ
1+ µpH

B
∆p

, (3)

and

λ[pHR′(J)− ρ][1+ µ]− λµpH
B
∆p

= 0

or

pHR′(J) ≡ ρ + µ
1+ µpH

B
∆p

. (4)

Comparing (3) and (4), one observes that ignoring

the constraint J � I is justified if and only if

ρ >
1

1− λ,

that is, when the cost of continuation in the state

of nature with a liquidity shock exceeds the cost of
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one more unit of investment in the state without.

This simple comparison comes from the fact that

the per-unit agency cost is the same in both states

of nature. Let (I∗, J∗) denote the solution (obtained

from (1), (3), and (4)).

(ii) • Under perfect correlation, no inside liquidity

is available. So, in order to continue in the case of a

liquidity shock, each firm requires

L = ρJ∗.

Hence, L∗ = ρJ∗.

• If L < L∗, then

J = L
ρ
< J∗. (5)

• The solution is obtained by solving the modified

program in which the extra cost associated with the

liquidity premium, (q−1)ρJ, is subtracted in Ub (in

(2)), and added to the right-hand side of (1), yielding

a modified investor breakeven constraint—let us call

it (1′). Equation (3) is unchanged, while (4) becomes

pHR′(J) = ρ
(

1+ q − 1
λ

)

+ µ
1+ µpH

B
∆p

. (4′)

So J < I a fortiori.

The liquidity premium is obtained by solving (1′),
(3), (4′), and (5).

(iii) •Under independent shocks, exactly a fraction

λ of firms incur no shock. Assuming q = 1 for the

moment, (1) yields (provided I > A)

V = (1− λ)pH

[

R(I)− BI
∆p

]

+ λpH

[

R(J)− BJ
∆p

]

> λρJ. (6)

V is the value of the stock index after the shocks

have been met. And so the corporate sector, as a

whole, can by issuing new claims raise enough cash

to meet average shock λρJ. So there is, in principle,

no need for outside liquidity.

• This, however, assumes that liquidity is not

wasted. If each entrepreneur holds the stock index,

then, when facing a liquidity shock, the entrepreneur

can raise pH[R(J) − BJ/∆p] by issuing new claims

on the firm.

Meeting the liquidity shock then requires that

pH

[

R(J)− BJ
∆p

]

+ [V − λρJ] � ρJ

or

(1− λ)pH

[

R(I)− BI
∆p

]

� (1+ λ)
[

ρJ − pH

[

R(J)− BJ
∆p

]]

,

which is not guaranteed.

It is then optimal to pool the liquidity, for exam-

ple, through a credit line mechanism.

Exercise 15.2 (news about prospects and aggregate

liquidity).

(i) NPV =
∫ 1

y∗
y dG(y)− [1−G(y∗)]J − I.

Investors’ net income

=
∫ 1

y∗
y dG(y)− [1−G(y∗)][J +R]− [I −A].

(ii) • The NPV is maximized for y∗ = y∗0 = J. So,

if
∫ 1

J
y dG(y)−[1−G(J)][J+R] � I−A ⇐⇒ A � A∗0 ,

then y∗ = J.

Otherwise, by concavity of the NPV, the contract

raises y∗ so as to attract investment:
∫ 1

y∗
y dG(y)− [1−G(y∗)][J +R] = I −A.

The pledgeable income can no longer be increased

when y∗ = y∗1 = J +R.

So, for A < A∗1 , no financing is feasible.

• If A > A∗1 , then y∗ < J + R. Hence, for y∗ �
y < J +R, investors have negative profit from con-

tinuation, and the firm cannot obtain financing just

by going back to the capital market.

(iii) If productivities are drawn independently, the

financing constraint,
∫ 1

y∗
y dG(y)− [1−G(y∗)][J +R] = I −A,

implies
∫ 1

y∗
y dG(y)− [1−G(y∗)][J +R] > 0,

and so, collectively, firms have enough income to

pledge when going back to the capital market.

(iv) • Suppose, in a first step, that there exists

a large enough quantity of stores of value, and so



Answers to Selected Exercises 621

q = 1 (there is no liquidity premium). Then the

breakeven condition can be written as

Eθ
[∫ 1

y∗(θ)
(y − J −R)dG(y | θ)

]

� I −A.

• Maximize

Eθ
[∫ 1

y∗(θ)
(y − J)dG(y | θ)

]

− I

subject to the financing constraint (let µ denote the

multiplier of the latter). Then

y∗(θ)− J + µ[y∗(θ)− J −R] = 0

=⇒ y∗(θ) = J + µ
1+ µ R.

• The lowest amount of pledgeable income,

min
{θ}

∫ 1

y∗
(y − J −R)dG(y | θ),

may be negative. It must then be complemented by

an equal number of stores of value delivering one

for certain, say.

• If there are not enough stores of value, then they

trade at a premium (q > 1).

Exercise 15.3 (imperfectly correlated shocks). A

shortage of liquidity may occur only if the fraction θ
of correlated firms faces the high shock (the reader

can follow the steps of Section 15.2.1 to show that in

the other aggregate state there is no liquidity short-

age).

The liquidity need is then, in aggregate,

[θ + (1− θ)λ](ρH − ρ0)I.

The net value of shares in the healthy firms is

(1− θ)(1− λ)(ρ0 − ρL)I.

Using the investors’ breakeven condition and the as-

sumption that liquidity bears no premium:

[(1− λ)(ρ0 − ρL)− λ(ρH − ρ0)]I = I −A.

And so the corporate sector is self-sufficient if

(1− θ)(1− λ)(ρ0 − ρL)I � [θ + (1− θ)λ](ρH − ρ0)I

or

(1− θ)(I −A) � θ(ρH − ρ0)I.

Exercise 15.4 (complementarity between liquid

and illiquid assets). The NPV per unit of investment

is equal to

(1− λ+ λx)ρ1

− [1+ (1− λ)ρL + [λρH + (q − 1)(ρH − ρ0)]x].

We know that this NPV is negative for x = 0. Thus,

either its derivative with respect to x is nonpositive,

λρ1 � λρH + (q − 1)(ρH − ρ0),

and then there is no investment (I = 0). The absence

of corporate investment implies that there is no cor-

porate demand for liquidity, and so q = 1, which

contradicts the fact that ρ1 > ρH. Hence, the deriva-

tive with respect to x must be strictly positive:

λρ1 > λρH + (q − 1)(ρH − ρ0),

implying that x = 1.

For a low supply of liquid assets, this in turn im-

plies that

(a) investment is limited by the amount of liquid as-

sets,

LS = (ρH − ρ0)I;

(b) the entrepreneurs compete away the benefits as-

sociated with owning liquid assets, and so they

are indifferent between investing in illiquid and

liquid assets and not investing at all,

ρ1 = 1+ ρ̄ + (¯̄q − 1)(ρH − ρ0).

Furthermore, for a low supply of liquid assets,

entrepreneurs do not borrow as much as their bor-

rowing capacity would allow them to. This borrow-

ing capacity, denoted Ī, is given by

ρ0Ī = [1+ ρ̄ + (¯̄q − 1)(ρH − ρ0)]Ī −A
= ρ1Ī −A.

When LS reaches L
¯

S, given by

L
¯

S ≡ ρH − ρ0

ρ1 − ρ0
A,

then I = Ī. For LS > L
¯

S, q decreases with LS and in-

vestment,

I = A
1+ ρ̄ + (q − 1)(ρH − ρ0)− ρ0

= LS

ρH − ρ0
,

increases until LS = L̄S (i.e., q = 1), after which it is

no longer affected by the supply of liquid assets.
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Exercise 16.1 (borrowing abroad). (i) Investing

abroad is inefficient since µ < 1. So it is optimal to

prevent investment abroad. Letting Rl denote the re-

turn to investors in the case of success, the incentive

compatibility constraint is

p(RI − Rl) � µI.

The breakeven constraint is

pRl = I −A.

The NPV,

Ub = (pR − 1)I,

is maximized when I is maximized subject to the

incentive compatibility and breakeven constraints,

and so

I = A
1− (pR − µ) , and so Ub = pR − 1

1− (pR − µ)A.

This is a reinterpretation of the basic model with

pH = p, pL = 0, B = µ.

Investing abroad brings the probability of success of

the domestic investment down to 0. And because in-

vestors are unable to grab any of the diverted funds,

their proceeds are but a private benefit for the entre-

preneur.

(ii) One has

p[(1− τ)RI − Rl] � µI

and

pRl + (1− p)σRl = I −A.
The government’s breakeven constraint is

pτRI = (1− p)σRl.

The borrowing capacity is unchanged, because the

pledgeable income is unaffected.

In contrast, when public debtD (per entrepreneur)

is financed through corporate taxes,

pτRI = D,

then

I = A−D
1− (pR − µ)

and

Ub = pR − 1
1− (pR − µ)(A−D).

(iii) In the case of government commitment, µ = µL

maximizes Ub. In the absence of commitment, sup-

pose that investors expect µ = µL. Then the entre-

preneurs receive

p(RI − Rl) = µLI if µ = µL

and

max(p(RI − Rl), µHI) = µHI if µ = µH.

Hence, µ = µH. And Ub is decreased.

(iv) The exchange rate is given at date 2 by

eR = pRl.

(Assuming that there is no excess supply of trad-

ables R; otherwise e ≡ 1.) One has

p(RI − Rl) = µI

and
pRl

e
= I −A.

Then

I = R+A = A
1− (pR − µ)/e .

e � 1 is equivalent to (1+A/R)(pR − µ) � 1.

Exercise 16.2 (time-consistent government policy).

(i) The incentive constraint is

[(pH + τ)− (pL + τ)]Rb � BI.

And so the investors’ breakeven condition is

(pH + τ)
(

R − B
∆p

)

I = I −A.

This yields I(τ).
The government maximizes

[(pH + τ)R − γ(τ)]I.

Hence,

γ′(τ∗) = R.

(ii) maxτ{[(pH + τ)R − 1− γ(τ)]I}

=⇒ [γ′(τc)− R]I = [(pH + τ)R − 1− γ(τc)] dI
dτ
.

(iii) τ < τ∗ then.
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Exercise 16.3 (political economy of exchange rate

policies). (i) d∗ = pHR∗l and d = pHRS
l + (1− pH)RF

l .

(ii) The entrepreneur’s incentive constraint (ex-

pressed in tradables) is

(∆p)
[

R∗b +
RS

b − RF
b

e

]

� BI.

The foreign investors’ breakeven constraint can be

written as

d∗ + d
e
= pHR∗l +

pHRS
l + (1− pH)RF

l

e
� I −A.

And so, adding up these two inequalities,

pH

(

R− B
∆p

)

I + pHSI + (1− pH)RF
l − pHRF

b

e
� I −A.

Thus, if the NPV per unit of investment is positive

(which we will assume), it is optimal to set

RF
b = 0 and RF

l = SI.

The investment is therefore

I(e) = A
1− [(S/e)+ ρ0]

. (1)

It decreases as the exchange rate depreciates

because part of the firm’s production is in non-

tradables.

(iii) Commitment. Suppose, first, that the gov-

ernment chooses g∗ before entrepreneurs borrow

abroad.

The representative entrepreneur has expected

utility

[SI − d]+ pHR∗b +max
c∗1
[u(c∗1 )− ec∗1 ]+ v(g∗).

In the end, the entrepreneur’s average consumption

of nontradables is
SI

and the (average and individual) consumption of

tradables is

R∗ − g∗ + [pHR − 1]I +A

since the NPV, (pHR−1)I+SI, must accrue to them

from the investors’ breakeven condition.

Hence, the government chooses g∗ so as to solve

max
g∗
{SI +u(R∗ − g∗ + [pHR − 1]I +A)+ v(g∗)}

subject to (1) and the market-clearing equation,

pHRI(e)+R∗ − g∗ = c∗1 (e)+ [I(e)−A]. (2)

The first-order condition is (using u′ = e)

v′(g∗) = e
[

1−
[

S
e
+ (pHR − 1)

]

dI
de

de
dg∗

]

> e.

Noncommitment. Under noncommitment, invest-

ment is fixed at some level Ī at the date at which g∗

is chosen. So the government solves

max
g∗

{

SĪ +u
(

R∗ − g∗ + pHRĪ − d∗ − de
)

+ v(g∗)
}

and so

v′(g∗) = e
[

1− d
e2

de
dg∗

]

< e.

(iv) Note that under noncommitment g∗ increases

as the debt expressed in nontradables, d, increases.

Overspending imposes a negative externality on for-

eigners when their claims are in nontradables and

therefore can be depreciated.

Each borrower would be better off if the other bor-

rowers issued fewer claims in nontradables. But each

borrower also has an individual incentive to use non-

tradables as collateral so as to maximize borrowing

capacity.





Review Problems

Review Problem 1 (knowledge questions). Answer

the following subquestions:

(a) How does theory account for the sensitivity of

investment to cash flow? What does it predict con-

cerning the impact of balance-sheet strength on this

sensitivity?

(b) What are the costs and benefits of issuing se-

nior debt?

(c) Describe the main ingredients and conclusions

of a model of signaling and term structure of debt.

(d) Explain the control approach to the diversity

of securities.

(e) Why does the initial owner issue several secu-

rities (rather than just 100% equity) in the Gorton–

Pennachi paper?

(f) Discuss the costs and benefits of a liquid mar-

ket for stocks. According to your discussion, are sub-

sidiaries more or less likely to be publicly traded?

(g) When does diversification boost borrowing ca-

pacity? Why?

(h) What determines the allocation of formal con-

trol rights between an entrepreneur and investors?

(i) What is a credit crunch? Who suffers most from

a credit crunch?

(j) Explain a firm’s demand for liquidity.

(k) How does corporate liquidity demand affect

the pricing of assets in general equilibrium?

(l) Explain briefly but precisely the logic and con-

clusions of the Shleifer and Vishny (1992) Journal of

Finance model of endogenous value of collateral.

(m) True or false?

• Speculators acquire too little information.

• Financial markets destroy insurance opportuni-

ties in the Diamond and Dybvig (1983) model.

• Firms with the strongest balance sheets suffer

more from a credit crunch.

• The “cross-pledging”/diversification benefit is

highest when the borrower can secretly choose

the extent of the correlation between her differ-

ent activities.

• Speculative monitoring boosts pledgeable in-

come by improving performance measurement.

(m) What is the relationship between corporate

finance and “poverty traps”? What are the sources

of dynamic complementarity and substitutability

in macroeconomic models with credit-constrained

firms?

(n) What is market timing? What is the theoretical

take on this notion?

(o) Discuss briefly the implications of the entre-

preneur’s having private information when issuing

claims (type of securities issued, etc.).

(p) Explain the theory of free cash flow.

(q) Is there a liquidity–accountability tradeoff?

(r) Borrowers often sacrifice value (in the sense

of NPV) so as to increase the income that can be

pledged to the investors and to thereby obtain fi-

nancing. Give four illustrations of this general phe-

nomenon.

(s) Give the intuition for the existence of a corpo-

rate demand for liquidity, and why it is optimal to

hoard some liquidity but not enough to allow for all

reinvestments smaller than the continuation NPV.

(t) Consider an adverse-selection context in which

the borrower has two possible types. What is the low-

information-intensity optimum? When is the equilib-

rium unique?

(u) “In the pure theory of takeovers, the latter

are more likely when the incumbent is credit con-

strained at the initial stage”: true or false? Why?

(v) Are borrowers with weak or strong balance

sheets the stronger supporters of strong contract-

ing institutions? Do their preferences in the matter
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change over the firm’s life cycle? Give some exam-

ples.

(w) Discuss property rights institutions. Are there

externalities in the allocation of investors among ex-

isting securities?

(x) Give a couple of reasons why a monitor may

overmonitor.

(y) How can an entrant in a market reduce the

probability of predation by an incumbent?

(z) Define the notion of financial muscle. When

do firms accumulate too much or too little financial

muscle in the context of mergers and acquisitions?

Review Problem 2 (medley). An entrepreneur, who

has no cash and no assets, wants to finance a project

which costs I > 0. The project yields R with proba-

bility p and 0 with probability 1−p. A loan contract

specifies a reward Rb for the entrepreneur if the in-

come is R and 0 if the income is 0. If financed, the

probability of success (that is, income R) depends

on the (noncontractible) effort e ∈ {e
¯
, ē} chosen by

the entrepreneur: it is equal to pH if e = ē and pL if

e = e
¯
, where

1 > pH > pL = 0.

The entrepreneur enjoys private benefit B > 0 if e =
e
¯

and 0 if e = ē. There is a competitive loan market

and the economy’s rate of interest is equal to 0.

(i) Show that the project is financed if and only if

pHR � B + I. (1)

Interpret condition (1).

Subquestions (ii)–(iv) modify subquestion (i) in a sin-

gle direction

(ii) (Debt overhang.) Suppose that before this

project comes up the entrepreneur owes debt D > 0

to some initial creditors. This debt is senior and can-

not be diluted. Furthermore, the initial debtholders

cannot be reached before the investment is financed.

Show that (1) must be replaced by

pHR � B + I + pHD. (2)

If (2) is not satisfied, what should be done to prevent

this debt overhang problem?

(iii) (Inalienability of human capital.) Suppose (à

la Hart and Moore 199414; see also Section 4.5) that,

14. Hart, O. and J. Moore. 1994. A theory of debt based on the in-
alienability of human capital. Quarterly Journal of Economics 109:841–
880.

just before income R is realized (which can happen

only if e = ē and there is a “good state of nature”),

both parties learn that the project is about to be suc-

cessful (provided that the entrepreneur completes it,

which she can do at no additional cost). The entre-

preneur can then force her lenders to renegotiate “à

la Nash,” that is, to split the pie, because she is in-

dispensable for the completion of the project. How

is the analysis in question (i) modified?

(iv) (Intermediation.) Suppose that (1) is not sat-

isfied but pHR > I. Introduce a monitoring technol-

ogy: the entrepreneur can go to a bank. By spend-

ing c > 0, the bank can catch the entrepreneur if

e = e
¯

and reverse the decision to e = ē; in this

case the entrepreneur is punished: she receives no

income and does not enjoy her private benefit. There

is no scarcity of monitoring capital (and therefore

no rent for the monitor in equilibrium). All borrow-

ing is from the monitor; that is, there are no unin-

formed investors (unlike in Chapter 9). So Im = I
and Rb +Rm = R, where Im and Rm denote the mon-

itor’s investment contribution and stake in success

(if the entrepreneur does not misbehave, otherwise

the monitor appropriates the entire return).

The bank and the entrepreneur choose simultane-

ously whether to monitor (for the bank), and whether

to select ē (for the entrepreneur). The expected-pay-

off matrix for this game is thus

ē e
¯

M (pHRm − c,pH(R − Rm)) (pHR − c,0)
DNM (pHRm, pH(R − Rm)) (0, B)

where P is the payment to the bank, “M” is “Moni-

tor,” “DNM” is “Do not monitor,” and where the first

payoff is that of the bank.

• Show that the equilibrium is in mixed strate-

gies: the entrepreneur chooses e
¯

with probability

z = c/(pHR). The bank does not monitor with

probability y = pH(R − Rm)/B.

• Argue that the project is financed if and only if

pHR � c + I. (3)

• Suppose that (3) is satisfied but not (1). Show that

the entrepreneur’s expected payoff is

(pHR − c − I)
(

pHR
pHR − c

)

< pHR − I.
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Review Problem 3 (project choice and monitoring).

Consider the fixed-investment model with two alter-

native projects: the two projects have the same in-

vestment cost I and the same payoffs, R in the case

of success and 0 in the case of failure. The entrepre-

neur has initial wealth A and must collect I−A from

risk-neutral investors who demand a rate of return

equal to 0. Project 1 has probability of success pH

if the entrepreneur works and pL = pH − ∆p if she

shirks. Similarly, the probabilities of success are qH

and qL = qH −∆q for project 2, where

∆q = ∆p.
Project 1 (respectively, 2) delivers private benefit

B (respectively, b) when the entrepreneur shirks;

no private benefit accrues in either project if the

entrepreneur works. We assume that project 1 has

a higher probability of success

pH > qH,

and that

pH

(

R − B
∆p

)

< qH

(

R − b
∆p

)

< I.

Assume that at most one project can be implemented

(because, say, the entrepreneur has limited atten-

tion), and (except in question (ii)) that the investors

can verify which project, if any, is implemented.

(i) Divide the set of possible net worths A, [0,∞),
into three regions [0, Aq), [Aq,Ap), and [Ap,∞) and

show that the equilibrium investment policies in

these regions are “not invest,” “invest in project 2,”

and “invest in project 1.” Verify that

Ap −Aq = (pH − qH)R − [pHB − qHb]
∆p

.

(ii) In this question only, suppose that the in-

vestors cannot verify which project the entrepreneur

is choosing (they only observe success/failure). Ar-

gue that nothing is altered if A � Ap . Show that if

A ∈ [Aq,Ap), then financing may be jeopardized un-

less the entrepreneur must incur private cost ψ in

order to substitute project 1 for project 2, where

ψ � B − (qH − pL)b/(∆p).
(iii) Suppose now that the private benefit of shirk-

ing on project 1 can be reduced from B to b by using

an active monitor. This active monitor has private

cost c of monitoring and demands monetary rate of

return χ (where χ � pH/pL): pHRm = χIm.

What is the cost M of hiring the active monitor?

Assuming (B − b)/(∆p) > M , solve for the equilib-

rium policies as in question (i), assuming that

qHR < pHR −M < qHR + (pH − qH)
b
∆p

.

(iv) Ignoring active monitoring, suppose now that

both projects can be implemented simultaneously

(at cost 2I) and that they are statistically indepen-

dent. Assume that qL = 0, that only total profit is

observed, that the entrepreneur is rewarded only in

the case of overall success (R2 > 0, R1 = R0 = 0), and

that “work” must be induced on both projects. De-

scribe the three incentive compatibility constraints

and argue that one of them is irrelevant. Distinguish

two cases depending on

B
B + b ≷ qH

pH
.

Determine the threshold Apq over which the entre-

preneur can thus diversify.

Review Problem 4 (exit strategies). An entrepre-

neur has cash A and wants to finance a project in-

volving investment cost I > A. The project yields R
with probability p and 0 with probability 1−p. The

entrepreneur may either behave and enjoy no pri-

vate benefit, in which case the probability of success

is pH, or misbehave and enjoy private benefit B, in

which case the project fails for certain (pL = 0).

Assume that pHR > I and B < I (the NPV is posi-

tive if and only if the entrepreneur behaves).

(i) Define the notion of pledgeable income. Show

that the entrepreneur can obtain financing if and

only if

pHR − I � B −A. (1)

Show that the entrepreneur’s utility is

Ub = pHR − I. (2)

(ii) Suppose now that the entrepreneur, with prob-

ability λ (0 < λ < 1), has an interesting outside

investment opportunity. To profit from this oppor-

tunity, the entrepreneur must receive cash (exactly)

equal to r > 0 before the final outcome on the initial

project is realized. With probability 1−λ, no such op-

portunity arises. Whether the opportunity arises is

not observable by the investors (so the entrepreneur

can “fake” a liquidity need and strategically exit). If
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the opportunity arises and the entrepreneur is able

to invest r in it, the entrepreneur receives µr , where

µ > 1. This payoff is also unobservable by investors.

The timing is as follows:

Stage 0. The investors bring I−A (provided they are

willing to finance the project), and investment oc-

curs.

Stage 1. The entrepreneur chooses between pH and

pL.

Stage 2. The entrepreneur privately learns whether

she faces an investment opportunity (and there-

fore needs cash r in order not to forgo the oppor-

tunity).

Stage 3. The project’s outcome (R or 0) is publicly

observed. The entrepreneur receives µr if she

faced an investment opportunity (and only r if she

faked an investment opportunity) at stage 2 and

invested r .

Consider a contract in which the entrepreneur is

offered a choice for stage 2 between

(a) receiving r at stage 2 and nothing at stage 3, and

(b) receiving nothing at stage 2 and Rb in the case of

success (and 0 in the case of failure) at stage 3.

(This class of contracts is actually optimal.) The

menu is designed so that she chooses option (a) at

stage 2 if and only if she has an investment oppor-

tunity.

• Show that the incentive constraint at stage 1 is

(1− λ)(pHRb − r) � B.

To prove this, argue that, were the entrepreneur to

misbehave, she would always select option (a), while,

if she behaves, then necessarily pHRb > r .

(iii) Keeping within the framework of question (ii)

and assuming that

µr � r + B
1− λ, (3)

show that the project is financed if and only if

pHR − I � B −A+ r (4)

and the entrepreneur’s utility is then

UL
b = pHR − I + λ(µ − 1)r (5)

(the superscript “L” stands for the fact that the entre-

preneur has a liquid claim).

Compare (4) and (5) with (1) and (2), and conclude

on the desirability and feasibility of liquid compen-

sation contracts. What is the interpretation of (3)?

(iv) Suppose now that, at some cost c, a signal can

be obtained at stage 2. So, if the entrepreneur claims

she needs cash r at stage 2 (which has probability

λ), a signal is obtained, which takes one of two val-

ues: good or bad. The probability of a good signal

is qH if the entrepreneur has behaved and qL < qH

if she misbehaved. The entrepreneur receives r at

stage 2 only if the good signal accrues. Option (b) is

unchanged. Show that the project is financed if and

only if

pHR+λqH(µ−1)r −B−qL[λµ+1−λ]r � I−A+c.

(Show that the incentive constraint is λqHµr + (1−
λ)pHRb � B+qL[λµ+1−λ]r .) What is Ub? What do

you infer about the desirability of acquisition of this

signal?

Review Problem 5 (property rights institutions and

international finance). Consider a country with a

continuum of identical firms (of mass 1). The repre-

sentative firm is described as in Section 3.4. That is,

it has initial wealth A and has a variable-investment

project. As usual, let

ρ0 ≡ pH

(

R − B
∆p

)

< 1 < ρ1 ≡ pHR.

To finance their investment, the domestic firms

must borrow from domestic residents and from for-

eign investors. Domestic residents have limited sav-

ings SD < ρ0A/(1 − ρ0). Foreign investors have un-

limited amounts of money to lend at the market rate

of return. The rate of return demanded by foreigners

and domestic residents is 0.

After the financing has been secured, the coun-

try’s government chooses a tax rate t � 0 on income

received by investors. This tax rate does not apply

to the entrepreneurs and does not discriminate be-

tween domestic and foreign investors.

To close the model, assume that the government

transforms tax proceeds tI (for an amount of in-

vestor income I) into B0(t)I , where

B′0 > 0, B′′0 < 0, and B′0(0) = 1.

(That is, tax collection is wasteful here.) Assume that

these benefits B0(t)I are returned to entrepreneurs
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in proportion to the tax income collected. Thus the

representative entrepreneur’s equilibrium NPV is

(ρ1 − 1)I − t∗ρ0I + B0(t∗)ρ0I.

The government maximizes the sum of the welfares

of the entrepreneurs and of the domestic investors,

and puts no weight on foreign investors (see Fig-

ure 1).

(i) Solve for a rational expectation equilibrium

(I∗, t∗, θ∗), where I∗ is the representative entrepre-

neur’s investment, t∗ is the equilibrium tax rate, and

θ∗, equal to SD/(I∗ − A), is the fraction of external

financing brought by domestic residents.

(ii) How does the entrepreneur’s welfare change

with domestic savings SD?

(iii) What tax rate would prevail if the government

were able to commit on the tax rate before the fi-

nancing stage?

(iv) How would your answer to question (i) change

if the government were still unable to commit to

a tax rate and furthermore could discriminate be-

tween domestic and foreign investors?

Review Problem 6 (inside liquidity). Consider the

variable-investment model with two possible values

of liquidity shocks (0 and ρ per unit of investment).

The timing is described in Figure 2.

Investors and entrepreneurs are risk neutral, the

entrepreneur is protected by limited liability and the

rate of interest in the economy is 0. If the firm is in

distress (suffers a liquidity shock), a reinvestment

ρxI allows it to salvage a fraction x ∈ [0,1] of the

investment (so there is no constraint to salvage all

or nothing, even though, as we will see, the solution

will be a “corner solution”).

Continuation is subject to moral hazard. The

probability of success is pH if the entrepreneur be-

haves and pL is she misbehaves. The private benefit

of misbehaving is BxI. The project yields RxI in the

case of success and 0 in the case of failure. Let

ρ0 ≡ pH

(

R − B
∆p

)

< c

≡ min
{

1+ λρ, 1
1− λ

}

< ρ1 ≡ pHR.

In the first two questions, one will assume that

there is a costless outside store of value (there are

assets that at per-unit cost q = 1 at date 0 yield a

return equal to 1 at date 1).

(i) Show that, when choosing x, the entrepreneur

can borrow up to

I = A
(1+ λρx)− [1− λ+ λx]ρ0

.

(ii) Compute the borrower’s utility and show that

x = 1 if and only if (1− λ)ρ � 1

(and x = 0 otherwise).

(Hint: write the borrower’s utility as a function of

the “average unit cost of preserved investment.”)

(iii) Suppose now that there is no outside store of

value. There is mass 1 of (ex ante identical) entre-

preneurs. The only liquidity in the economy is the

inside liquidity created by the securities issued by

the firms. One will assume that ρ0 < ρ < 1/[1− λ].
Is there enough liquidity if the firms’ liquidity shocks
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are perfectly correlated? If not, what is the level of

the liquidity shortage?

(iv) Consider question (iii) except that the liquid-

ity shocks faced by the entrepreneurs are indepen-

dently distributed. Show that the firms’ holding the

stock index may not be optimal. What should be

done?

Review Problem 7 (monitoring). (i) A borrower has

assetsA and must find funds I−A. The project yields

R or 0 and the borrower is protected by limited lia-

bility. Shirking yields probability of success pL and

private benefit B, while working yields probability

of success pH = pL +∆p > pL and private benefit 0.

Assume that

I −A > pH

(

R − B
∆p

)

.

There is one potential monitor, who, at private cost

c(x) (c′ > 0, c′′ > 0, c′(0) = 0), can with probability

x reduce the private benefit of shirking from B tob <
B. The borrower learns what her private benefit is

(that is, whether monitoring was successful) before

choosing his effort.

Compute the optimal fractionα of the final return

R in the case of success that should be held by the

large monitor. Show that if the large monitor holds

all outside shares (i.e., all shares not belonging to the

borrower), there is overmonitoring. Explain.

(ii) Suppose that initially the large monitor is not

around, but it is known that one will appear (before

the borrower selects her effort decision). So outside

shares are initially held by small, uninformed share-

holders. (The timing is: at date 0, the borrower issues

the securities to the small, uninformed investors.

Between dates 0 and 1, the potential large monitor

appears and may try to purchase shares from the

initial investors; at date 1, the monitoring and effort

decisions are selected. The return, if any, accrues at

date 2.)

Suppose that the large shareholder makes a ten-

der offer (bid P ) for a fraction or all the investors’

shares (the tender offer is unrestricted and uncon-

ditional: the large shareholder purchases all shares

that are tendered to him at the price offer P ).

• One usually believes that the supply function

in competitive financial markets is perfectly elastic.

Show that the “supply function” α(P) (the number

of shares tendered) is here upward sloping.

Give the intuition for this result.

• Compute the large shareholder’s ex ante payoff

for arbitrary bids P .

• Conclude. Is the borrower able to raise funds at

date 0?

(iii) • Discuss informally the implications of ques-

tion (ii). How would private benefits of control of

large shareholders affect the analysis?

Review Problem 8 (biotechnology research agree-

ments). Lerner and Malmendier15 study biotechnol-

ogy research collaborations. Almost all such con-

tracts in their sample specify termination rights.

These may be conditional on specific events (50%

of the contracts in their sample of 584 biotechnol-

ogy research agreements) or at the complete discre-

tion of the financier (39%). The financing firm may

in the case of termination acquire broader licensing

rights than it would have in the case of continuation.

These broad licensing rights can be viewed as costly

collateral pledging that both increase the income

of the financier and boost the R&D firm’s incen-

tive to achieve a good performance on the project.16

Lerner and Malmendier’s empirical finding is that

such an assignment of termination and broad licens-

ing rights is more likely when it is hard to specify a

lead product candidate in the contract (and so entre-

preneurial moral hazard is particularly important)

and when the R&D firm is highly constrained finan-

cially. This review problem builds on their analysis.

There are three dates, t = 0,1,2, and two play-

ers, a biotechnology entrepreneur or borrower and

a financier (pharmaceutical company).

At date 0, the risk-neutral biotechnology entrepre-

neur has a project involving initial investment cost

I. The entrepreneur has initial wealth A, and so the

(risk-neutral) financier must contribute I − A. The

market rate of interest in the economy is 0 and the

capital market is competitive. If the research activ-

ity is noncontractible, the entrepreneur exerts un-

observable date-0 effort e = 0 or 1. (When it is con-

tractible, then necessarily e = 1.) A high effort is

to be interpreted as focusing on the project while a

15. Lerner, J. and U. Malmendier. 2005. Contractibility and the
design of research agreements. AFA 2005 Philadelphia Meeting.
(Available at http://ssrn.com/abstract=642303.)

16. See Section 4.3.4 for the theoretical foundations of this asser-
tion.
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low effort corresponds to paying more attention to

alternative or adjacent activities, whose value is Ce if

they are later pursued by the entrepreneur and only

βCe with β < 1 if they are seized and pursued by

the financier. These payoffs are noncontractible and

will accrue to the owner (entrepreneur or financier)

of the corresponding rights. Furthermore,

C0 > C1.

At date 1, a publicly observed signal τ ∈ [τ
¯
, τ̄]

accrues. The cumulative distribution is F(τ) if e =
1 and G(τ) if e = 0, with densities f(τ) and g(τ)
satisfying the monotone likelihood ratio property:

f(τ)
g(τ)

is increasing in τ.

Contingent on the realization of the signal, the

project can be terminated or continued. Termination

yields 0 on this specific project (while the value of

the alternative activities, Ce or βCe depending on the

owner, are independent of the signal). Continuation

requires the financier to reinvest J into the project.

Success brings a verifiable profit R, failure yields no

profit. The probability of success at date 2 is then

p+τ . Regardless of the signal τ , p is determined by

entrepreneurial moral hazard at date 1: if the entre-

preneur behaves, she receives no private benefit and

p = pH; if she misbehaves, she receives private ben-

efit B > 0 and p = pL = pH −∆p, where ∆p > 0.

The timing is summarized in Figure 3.

We assume that at date 0 the entrepreneur offers

a contract to the financier (nothing hinges on this

assumption about relative bargaining power). A fi-

nancing contract specifies17

17. At the optimum contract, x and y will take values 0 or 1 only.

• e = 1 if the research activity is contractible and

contingent on the realization of the signal τ ;

• a probability x(τ) of continuation;

• a probability y(τ) that the entrepreneur keeps

the rights on the adjacent activities;

• a reward Rb(τ) for the entrepreneur in the cases

of continuation and success.

We assume that the entrepreneur is protected by

limited liability and so the latter reward must be non-

negative. Because the entrepreneur is risk neutral,

there is no loss of generality in assuming that the

entrepreneur receives no reward if either the project

is interrupted at date 1 or if it fails at date 2.

Assumption 1. The project has positive maximum

NPV relative to that, C0, obtained in the absence of

financing if and only if e = 1. Let τFB be defined by

[pH + τFB]R = J,

then
∫ τ̄

τFB
[(pH + τ)R − J]dF(τ)+ C1 − I > C0,

∫ τ̄

τFB
[(pH + τ)R − J]dG(τ)+ C0 − I < C0.

(i) Suppose, first, that the research activity is con-

tractible: the contract can specify e = 1 and so there

is no moral hazard at date 0. Show that the optimal

contract falls into one of the four following regions,

as A decreases: (1) high payment, no reversion, first-

best termination; (2) termination rights for the fi-

nancier; (3) termination and reversion rights for the

financier; and (4) no funding.

(ii) Solve for the optimal contract when the effort

is noncontractible.
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Review Problem 9 (conflict of interest in multitask-

ing). An R&D entrepreneur has an idea for a new

product. To market this product, the entrepreneur

must first develop a technology. The technology, if

developed, then allows the product to be marketed,

yielding profit R. No profit is made if no technology

is developed.

There are two possible and independent research

strategies. Each is described as follows. The prob-

ability that the entrepreneur succeeds in develop-

ing the technology is pH if she behaves (and then

receives no private benefit) and pL = pH − ∆p if

she misbehaves (and then receives private benefit B).

Assume all along that the incentive contract must in-

duce good behavior. Each research strategy involves

investment cost I < pHR. The technologies are sub-

stitutes (the profit is R whether one or two technolo-

gies have been developed). They are independent in

that the success or failure of one technology con-

veys no information about the likelihood of success

of the other.

The entrepreneur has cash on hand A and is

risk neutral and protected by limited liability. The

investors are risk neutral and the market rate of

interest is equal to 0.

(i) Suppose that the entrepreneur and the in-

vestors decide that the entrepreneur will pursue a

single research strategy. Show that the project can

be funded if and only if

pH

(

R − B
∆p

)

� I −A.

(ii) Suppose that

pH(1− pH)R > I.

Interpret this inequality.

Consider funding the two research strategies. The

investment cost is then equal to 2I. Assume that the

managerial reward Rb can be contingent only on the

firm’s profit (which is equal to R whether one or two

technologies have been developed). Thus, Rb cannot

be made contingent on the market of successfully

developed substitute technologies.

Show that the nonpledgeable income is equal to

[1− (1− pH)2]
B

(1− pH)∆p
.

What is the necessary and sufficient condition for

investors to be willing to finance the two research

strategies?

(iii) Show that the entrepreneur (who owns the re-

search strategies) may want to hire a second and

identical entrepreneur to perform the second re-

search strategy, even if it means leaving an agency

rent to the new entrepreneur (this will be shown to

occur whenever A < pHB/∆p). One will assume that

the entrepreneurs are rewarded on the basis of their

own profit and that if both technologies succeed,

each “division” receives R with probability 1
2 .
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Review Problem 2 (medley). (i) The incentive con-

straint is

(pH − pL)Rb � B

or, since pL = 0,

pHRb � B.

Hence the nonpledgeable income is equal to B and

the pledgeable income is

pHR − B.

Because the entrepreneur has no cash (A = 0),

this pledgeable income must exceed the investment

cost I.
(ii) (Debt overhang.) Assume that D < R (other-

wise, new investors will never receive any income).

The income that can be pledged to new investors is

pH(R −D)− B.

Hence condition (2) must hold in the absence of rene-

gotiation with initial lenders. The only way to raise

funds if (2) is violated is to renegotiate the initial

lender’s debt to a level Rl � d, where d ∈ (0,D)
satisfies

pH(R − d) = B + I.
(iii) (Inalienability of human capital.) The threat of

renegotiation implies that the borrower can demand
1
2R whenever R is about to accrue. And so a new

constraint must be added to the funding program:

Rb � 1
2R.

Let R∗b denote the borrower’s stake in the absence of

negotiation (i.e., in question (i)):

pH(R − R∗b ) = I

with

pHR∗b � B

for incentive compatibility.

Either R∗b � 1
2R and there is no renegotiation, and

the outcome is as in question (i), or R∗b <
1
2R, and

then rewards that allow investors to recoup their ini-

tial outlay (i.e., Rb � R∗b are renegotiated up to 1
2R

just before success. Anticipating this, investors do

not want to lend:

pH(R − 1
2R)− I < pH(R − R∗b )− I = 0.

(iv) (Intermediation.) The entrepreneur works if

she is monitored with probability 1; but then the

monitor does not want to monitor. Conversely, if

the entrepreneur works with probability 1, the mon-

itor does not monitor and the entrepreneur shirks if

pHRb < B, which we will assume (we will assume that

(1) is not satisfied). Hence the equilibrium must be

in mixed strategies. Let us first write the monitor’s

indifference equation:

(1− z)(pHRm)+ z(pHR)− c = (1− z)pHRm

(= Im = I). Hence

zpHR = c.
Similarly, y is given by the entrepreneur’s indiffer-

ence equation:

pH(R − Rm) = yB.
The monitor is willing to finance I if and only if

(1− z)pHRm =
(

1− c
pHR

)

pHRm � I

or, because Rm � R,

pHR � c + I.
Finally, consider the entrepreneur’s utility. There

are two ways of writing it. First,

Ub = pH(R − Rm) = pHR − I
1− z

= pHR − I
1− c/pHR

.
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Alternatively, Ub is equal to the NPV:

Ub = NPV = pHR −yz(pHR − B)− (1−y)c − I.
Replacing z and yB by the values found above, we

have

Ub = pHR − c − I + c
pHR

pH(R − Rm)

or (

1− c
pHR

)

Ub = pHR − c − I,

which gives the same expression as previously.

Review Problem 3 (project choice and monitoring).

(i) The incentive constraints for projects 1 and 2 are

(∆p)Rb � B and (∆p)Rb � b,

respectively. The cutoff levels of cash on hand for

the two projects are given by

pH

(

R − B
∆p

)

= I −Ap
and

qH

(

R − b
∆p

)

= I −Aq.

(ii) • Suppose that A � Ap . Then, choosing proj-

ect 2 instead of project 1 yields, to the entrepreneur,

max{qHRb, qLRb + b} < max{pHRb, pLRb + B}.
• In contrast, if A ∈ [Aq,Ap), then the entrepre-

neur gets

max{pHRb, pLRb + B} = pLRb + B
(minus the private cost, ψ, of substituting the proj-

ect), since

qH(R − Rb) = I −A � I −Ap = pH

(

R − B
∆p

)

,

and so

Rb <
B
∆p

.

The issue is moot if

max
{A∈[Aq,Ap)}

{pLRb+B−qHRb} = (pL−qH)
b
∆p

+B � ψ.

(iii) • pHRm = χIm and (∆p)Rm = c imply

M = pHRm − Im = c + pLRm − Im

= c +
(

pL − pH

χ

)

c
∆p

.

• The first inequality in the condition stated in the

question says that the NPV is higher when monitored

in project 1 than when unmonitored in project 2. So

for A < Ap , the entrepreneur would prefer project 1

monitored to project 2. The second inequality states

that pledgeable income is higher under project 2. So

we now have four regions:

[0, Aq): no project,

[Aq,Amp ): project 2,

[Amp ,Ap): project 1 monitored,

[Ap,∞): project 1 unmonitored.

(iv) • Incentive constraints

pHqHR2 �

⎧

⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎩

pHqLR2 + b = b, (1)

pLqHR2 + B, (2)

pLqLR2 + B + b = B + b. (3)

(1) is obviously nonbinding.

If (3) is binding, then the pledgeable income is

(pH + qH)R − [B + b].
If (2) is binding, it is

(pH + qH)R − pH
B
∆p

.

The new NPV is (pH + qH)R − 2I.
• In the latter case, the financing condition is

(pH + qH)R − pH
B
∆p

> I −A

or
[

pH

[

R − B
∆p

]

− [I −A]
]

+ qHR − I � 0.

• In the former case, the financing condition is

(pH + qH)R − (B + b) � 2I −A.
Review Problem 4 (exit strategies). (i) Pledgeable

income: maximum income that can be promised to

investors without destroying incentives. Incentive

constraint is

(∆p)Rb � B.

And so

pHR − pHRb = pHR − B � I −A
for pL = 0. The borrower’s expected utility is

Ub = NPV = pHR − I.
(ii) • The incentive constraint is

(1− λ)pHRb + λµr � B + [λµ + (1− λ)]r
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or

(1− λ)(pHRb − r) � B.

• If pHRb < r , then option (a) is optimal regardless

of the existence of an opportunity. There is then no

incentive to behave.

(iii) • The investors are willing to finance if and

only if

pHR − (1− λ)pHRb − λr � I −A,
or, using the incentive constraint,

pHR −
(

r + B
1− λ

)

(1− λ)− λr � I −A,
or

pHR − I � B −A+ r . (1)

• (5) is just the NPV.

• From (4), financing is harder to obtain if op-

tion (a) (the liquidity option) is available, unless r is

small. But the entrepreneur’s welfare is higher pro-

vided the entrepreneur can get financing.

(iv) • The incentive constraint is

λ[qHµr]+ (1− λ)pHRb � B + qL(λµ + 1− λ)r .
• The pledgeable income is

pHR − λqHr − (1− λ)pHRb,

and must exceed total net outlay by investors (I+c−
A). To obtain the condition in question (iv), replace

(1− λ)pHRb using the incentive constraint.

• The entrepreneur’s utility is then

Ub = pHR − I + λqH(µ − 1)r − c.
• When qH = qL = 1, we obtain the same answers

as in question (iii), as one should.

• In the case of a perfect signal (qH = 1, qL = 0),

the financing condition is then

pHR − I � B −A− λ(µ − 1)r + c.
Review Problem 5 (property rights institutions and

international finance). (i) Let θ∗ denote the fraction

of claims held by domestic residents. The govern-

ment maximizes total domestic surplus:

max
t
{B0(t)− θ∗t}

or

B′0(t∗) = θ∗ =
SD

I∗ −A.
The financing constraint becomes

(1− t∗)ρ0I = I −A;

hence,

I∗ = A
1− (1− t∗)ρ0

.

(ii) An increase in SD raises θ∗ and I∗, and lowers

t∗.

(iii) It would be optimal to commit to t = 0.

(iv) The government would fully tax foreigners

and not tax domestic residents. Hence,

I∗ −A = SD.

There is no tax on domestic investors, who obtain a

rate of return exceeding 0.

Review Problem 6 (inside liquidity). (i) The in-

vestors’ breakeven constraint is

[1+ λρx]I −A = [(1− λ)+ λx]ρ0I.

Hence,

I = A
[1+ λρx]− [1− λ+ λx]ρ0

.

(ii) The NPV is

Ub = [(1− λ+ λx)ρ1 − (1+ λρx)]I

= ρ1 − c(x)
c(x)− ρ0

A,

where

c(x) = 1+ λρx
1− λ+ λx

is the average cost per unit of preserved investment.

Minimizing c(x) yields x = 1 if and only if

(1− λ)ρ � 1.

(iii) There is a shortage of liquidity equal to (ρ −
ρ0)I.

(iv) The date-1 value of the average share in the in-

dex is (1−λ)ρ0I (assuming that the investors’ stake

in the distressed firms has been diluted). And so, if

ρ−ρ0 > (1−λ)ρ0, the index does not bring enough

liquidity to the distressed firms.

The solution is a liquidity pool (e.g., a system of

credit lines with a bank: see Chapter 15).

Review Problem 7 (monitoring). (i) • The large mon-

itor chooses x so as to maximize

[xpH + (1− x)pL]αR − c(x).

And so

c′(x) = (∆p)αR.
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The NPV is maximal when x solves

max{xpHR + (1− x)(pLR + B)− c(x)}
or

c′(x) = (∆p)R − B,
corresponding to

α = 1− B/∆p
R

< 1− Rb

R
.

• Explanation: when the large monitor holds all

outside shares, there is no externality of monitoring

on the small investors and a negative externality on

the borrower.

(ii) • Suppose α shares are tendered. Then

x∗(α) = (c′)−1((∆p)αR),

an increasing function of α.

Therefore,

P(α) = [x∗(α)pH + [1− x∗(α)]pL]R.

α(P) is the inverse function and is increasing.

A higher price is consistent with more shares be-

ing tendered, as this generates more monitoring and

thus a higher value per share.

• The large shareholder’s profit for a given P is

max
x
{[xpH + (1− x)pL]α(P)R − c(x)− Pα(P)}

= −c(x∗(α(P))), in equilibrium.

• Thus there is no monitoring, and the borrower

cannot raise funds.

(iii) • The large shareholder needs to be able to di-

lute (see Chapter 11). Burkart et al. (1998)18 look at

takeover bids with such dilution and show that the

upward-sloping supply curve arises on the equilib-

rium path (and not only off the path as above).

• Possible explanations: overpayment by empire

builders; informed trade; benefits from control

(gain access to production technology, below-market

transfer prices to large shareholder’s subsidiary,

etc.).

Review Problem 8 (biotechnology research agree-

ments). In the case of continuation, the incentive

compatibility constraint is

(pH + τ)Rb(τ) � (pL + τ)Rb(τ)+ B

18. Burkart, M., D. Gromb, and F. Panunzi. 1998. Why higher take-
over premia protect minority shareholders. Journal of Political Econ-
omy 106:172–204.

and so

Rb(τ) � R
¯

b ≡
B
∆p

.

(i) Contractible research activity. Let us first as-

sume that the contract can specify e = 1, and so

there is no moral hazard at date 0.

The optimal contract maximizes the entrepre-

neur’s utility Ub (also equal to the NPV, since the

entrepreneur chooses the contract so as leave no

surplus to the financier) subject to the financier’s

breakeven constraint and the incentive constraint:

Program I:

Ub = max
{x(·),y(·),Rb(·)}

{E[x(τ)[(pH + τ)R − J]
+y(τ)C1 + [1−y(τ)]βC1]− I}

s.t.

E[x(τ)[(pH + τ)[R − Rb(τ)]− J]
+ [1−y(τ)]βC1] � I −A,

Rb(τ) � B/∆p for all τ.

Let µ denote the shadow price of the investors’

breakeven constraint, θ(τ) the shadow price of the

incentive constraint, and L the Lagrangian:

∂L
∂x(τ)

= (pH + τ)R − J
+ µ[(pH + τ)[R − Rb(τ)]− J],

1
C1

∂L
∂y(τ)

= (1− β)− µβ,

∂L
∂Rb(τ)

= −µx(τ)(pH + τ)+ θ(τ).

The solution to Program I is characterized by three

thresholds: AL � AM � AH.19

• High-payment region. When A > AH (financially

unconstrained entrepreneur), then µ = 0. The con-

tinuation rule is the first-best, efficient continuation

rule,

x(τ) = 1 if and only if (pH + τ)R � J ⇐⇒ τ � τFB,

and there is no reversion,

y(τ) = 1 for all τ.

Because of risk neutrality, there is some indeter-

minacy as to the level ofRb(τ). One can, for example,

19. We use weak inequalities because some regions may not exist
once the entrepreneur’s participation constraint (that the entrepre-
neur may prefer not to be financed rather than face drastic conditions)
Ub � C is taken into account. Also the rights reversion region may not
exist even in the absence of this constraint (I believe).
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take it to be constant and equal to some Rb > R
¯

b

(over [τFB, τ̄]). Furthermore, Rb decreases as A de-

creases and is equal to R
¯

b when A = AH.

For A < AH, µ > 0 and Rb(τ) = R
¯

b for all τ . There

exists a cutoff τ∗ such that

x(τ) = 1 if and only if τ � τ∗

and

(pH + τ∗)
(

R − B
∆p

)

< J < [pH + τ∗]R

(the biotech entrepreneur accepts a less frequent

continuation so as to please the pharmaceutical

company; note that, at the cutoff value, the latter

still incurs a loss).

• Termination region. When AM < A < AH,

τ∗ > τFB, y(τ) = 1 and Rb = R
¯

b.

The cutoff τ∗ increases as A decreases, while µ in-

creases. The pharmaceutical company is less and

less keen on refinancing as A decreases, but does

not need to be granted inefficient reversion rights.

For A = AM, µ = (1− β)/β.

• Termination-and-rights reversion. When AL <
A < AM,

Rb = R
¯

b.

Reversion rights are used in order to secure financ-

ing. In the absence of date-0 moral hazard there

is some indeterminacy as to the state of nature in

which reversion occurs (only the expressed amount

of reversion is determined). However, with (an arbi-

trarily small amount of) date-0 moral hazard, MLRP

implies (see below) that it is strictly optimal to set

y(τ) =
⎧

⎨

⎩

1 for τ � τ∗∗,

0 for τ < τ∗∗,

for some τ∗∗. Let us therefore focus on such a cutoff

rule.

As A decreases, τ∗∗ increases (reversion becomes

more frequent).

• No-financing region. A < AL.

(ii) Noncontractible research activity. When the

initial contract cannot specify the nature of the re-

search activity, there is moral hazard. From Assump-

tion 1, the contract must ensure that the entrepre-

neur selects e = 1. The optimal contract is then

obtained by solving the following program.

Program II. This equals Program I plus the ex ante

incentive compatibility constraint:

∫ τ̄

τ
¯

[x(τ)(pH + τ)Rb(τ)+y(τ)C1]dF(τ)

�
∫ τ̄

τ
¯

[x(τ)(pH + τ)Rb(τ)+y(τ)C0]dG(τ).

Let LII denote the Lagrangian of the new program,

and λ the Kuhn–Tucker multiplier of the ex ante (IC)

constraint. The first-order conditions are

∂LII

∂x(τ)
=
{

[(pH + τ)R − J]

+ µ[(pH + τ)(R − Rb(τ))− J]

+ λ[(pH + τ)Rb(τ)]
[

1− g(τ)
f(τ)

]}

f(τ),

∂LII

∂y(τ)
=
{

(1− β)C1 − µβC1

+ λ
[

C1 − C0
g(τ)
f(τ)

]}

f(τ),

∂LII

∂Rb(τ)
=
{

− µx(τ)(pH + τ)

+ λx(τ)(pH + τ)
[

1− g(τ)
f(τ)

]

+ θ(τ)
}

f(τ),

where all Kuhn–Tucker multipliers, µ, λ, and θ(τ),
are nonnegative.

As in part (i), optimization over probabilities

yields corner solutions: for each τ , x(τ),y(τ) ∈
{0,1}; also Rb(τ) ∈ {B/∆p,R}. Furthermore, from

MLRP, both 1−g(τ)/f(τ) and C1−C0g(τ)/f(τ) in-

creasing in τ . An optimal contract can be described

as follows: (i) x(τ) = 1 if and only if τ ∈ [τ∗, τ̄],
otherwise x(τ) = 0; (ii) there exists τB ∈ [τ∗, τ̄]
such that Rb(τ) = R over (τB, τ̄] and Rb(τ) = B/∆p
otherwise; and (iii) y(τ) = 1 if and only if τ ∈
[τ∗∗, τ̄], otherwise y(τ) = 0.

Depending on the values of µ and λ, four cases can

be distinguished. We omit the analysis for µ = λ = 0

and µ > 0 = λ, because the optimal contract then

takes the same form as in the corresponding cases

in part (i); if µ = 0 the borrower’s reward Rb(τ) is

chosen in {B/∆p,R} here.

To facilitate discussion, let τ̂ ∈ (τ
¯
, τ̄) satisfy

f(τ̂) = g(τ̂). From MLRP and
∫ τ̄

τ
¯

[f (τ)− g(τ)]dτ = 0,
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we know that τ̂ exists if f(τ)/g(τ) is continuous.

For simplicity we will assume so. Again from MLRP

we have for all τ � τ̂, f (τ) � g(τ), and for all τ � τ̂,
f (τ) � g(τ).
• µ = 0 < λ, this is likely to be the case when, for

example, A is large so that the investors’ participa-

tion is not an issue, but C1 is small relative to C0 and

so ex ante (IC) poses a problem.

Since, at τ = τ̄ , f(τ̄) > g(τ̄) and (pH + τ̄)R > J,

we must have x(τ̄) = 1. This in turn implies that

∂LII

∂Rb(τ)

∣

∣

∣

∣

τ=τ̄
=
{

λ(pH + τ̄)
[

1− g(τ̄)
f (τ̄)

]

+ θ(τ̄)
}

f(τ̄)

> 0,

and therefore τB < τ̄ . Also we must have τB � τ̂ .

To boost ex ante incentives, the entrepreneur is

provided with a high stake (the whole R) in the

specific project when the signal is very favorable

(τ > τB � τ̂).

To determine τ∗, it must lie between τFB and τ̂ ,

when they are not equal. The tradeoff here is be-

tween NPV and ex ante incentives: either τFB < τ̂
and τFB < τ∗ < τ̂ , from NPV concerns the specific

project should continue more often (τFB < τ∗), but

reducing τ∗ harms ex ante incentives; or τFB > τ̂
and τFB > τ∗ > τ̂ , and then increasing NPV calls

for a higher τ∗, but this again has an adverse effect

on ex ante incentives. Note that as λ gets larger, i.e.,

as ex ante (IC) becomes more stringent, τ∗ moves

toward τ̂ .

To determine τ∗∗, whether reversion is used

(τ∗∗ > τ
¯

) is determined by the sign of the FOC at τ
¯

,

∂LII

∂y(τ)

∣

∣

∣

∣

τ=τ
¯

=
{

(1− β)C1 + λ
[

C1 − C0
g(τ

¯
)

f (τ
¯
)

]}

f(τ
¯
).

If it is positive (which is possible because C1 −
C0g(τ

¯
)/f (τ

¯
) < 0), then reversion is employed in

order to boost incentives. This is more likely to be

the case as λ gets larger, i.e., as ex ante (IC) gets more

stringent.

• µ and λ > 0, both (IR) and ex ante (IC) are bind-

ing.

As above, for the derivative with respect to Rb(τ),
if τB < τ̄ it must be the case that

∂LII

∂Rb(τ)

∣

∣

∣

∣

τ=τ̄

=
{

− µ(pH + τ̄)+ λ(pH + τ̄)
[

1− g(τ̄)
f (τ̄)

]}

f(τ̄)

> 0.

Again we must have τB > τ̂ . And, as suggested

by the intuition, this range shrinks or expands (τB

increases or decreases) when (IR) or ex ante (IC)

becomes more stringent, respectively.

For τ∗, the optimal value lies between min{τFB, τ̂}
and max{τ̂, τP}, where τP > τFB and is defined by

(pH + τP)(R − B/∆p) ≡ J. When A decreases, µ is

larger, the concern over pledgeable income becomes

more important, and the optimal threshold moves

toward τP . On the other hand, when C0 increases

and ex ante (IC) becomes more important, τ∗ moves

toward τ̂ .

For τ∗∗, the strictly negative term −µβC1 in the

FOC shows that a binding (IR) induces the use of re-

version in order to boost pledgeable income. For the

reversion at any τ ,y(τ) = 0, increases the investor’s

return by βC1, and this contributes to the project

value with a coefficient µ. On the other hand, from

ex ante incentive concern, y(τ) = 1 only for those

τ high enough so that C1 −C0g(τ)/f(τ) � 0. There

may not exist any τ satisfying this condition. In this

case, both (IR) and ex ante (IC) require τ∗∗ to in-

crease. The two forces work together and in opposi-

tion to the NPV concern (the term (1 − β)C1) in de-

termining the optimal threshold. But if such τ exist

(and this will be an interval [τC, τ̄], where τC sat-

isfies C1 − C0g(τC)/f (τC) = 0), then the optimal

contract should reflect the incentive value of assign-

ing y(τ) = 1 over the range [τC, τ̄]. The NPV and

ex ante (IC) considerations both demand less rever-

sion, which goes against the concern over pledgeable

income (reflected by −µβC1).

Note that in both cases, and when τ̂ > τP , it is

possible to have optimal τ∗ > τP . This, however,

is not renegotiation-proof and therefore we need

to add a binding renegotiation-proofness constraint

τ∗ = τP . This constraint imposes a restriction on

the entrepreneur’s ability to rely on x(τ) to curb ex

ante incentives, and therefore the optimal contract
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will have reversion and a high payment (τB) to boost

ex ante incentives.

Review Problem 9 (conflict of interest in multitask-

ing). (i) The derivations are in Section 3.2. Use the

incentive constraint

(∆p)Rb � B

to infer that the pledgeable income is

P1 ≡ pH

(

R − B
∆p

)

.

(ii) The inequality

pH(1− pH)R > I

says that, in the absence of agency costs, pursuing the

two research strategies is profitable (with probability

1−pH the first strategy fails; the expected payoff of

the second strategy is then pHR).

Let Rb denote the entrepreneur’s reward if the

final profit is R (she receives 0 if the profit is 0). The

incentive constraints are

[1− (1− pH)2]Rb � [pH + (1− pH)pL]Rb + B
and

[1− (1− pH)2]Rb � [1− (1− pL)2]Rb + 2B.

The first constraint can be rewritten as

(1− pH)(∆p)Rb � B.

It is easy to check that this latter condition implies

that the second incentive constraint is satisfied.

So the nonpledgeable income is

[1− (1− pH)2]
B

(1− pH)(∆p)
.

The two research strategies can be funded if and

only if the pledgeable income P2 exceeds the net

investment cost 2I −A:

P2 ≡ [1− (1− pH)2]
[

R − B
(1− pH)∆p

]

� 2I −A.

Suppose that P1 = I − A (or just above) and so

the project can be funded with a single research

strategy. Then

P2 − (2I −A) = [P2 − (2I −A)]− [P1 − (I −A)]

= [pH(1− pH)R − I]− pH

1− pH

B
∆p

.

The first term on the right-hand side represents the

increase in the NPV while the second term stands for

the increase in the agency cost. There is no way to

obtain funding for the two research strategies if the

increase in NPV is small.

(iii) With two agents, each pursuing a research

strategy, the individual incentive constraints can be

written as

(∆p)(1− 1
2pH)Rb � B.

The nonpledgeable income per agent is

pH(1− 1
2pH)Rb = pH

(

B
∆p

)

.

Financing is feasible if

P̂2 = [1− (1− pH)2]R − 2pH
B
∆p

= P1 + pH(1− pH)R − pH
B
∆p

� 2I − 2A

(since the new entrepreneur can be asked to con-

tribute A).

Note that

P̂2 − (2I − 2A) = (pH(1−pH)R − I)−
(

pH
B
∆p

−A
)

.

The right-hand side measures the increase in the

NPV of the entrepreneur who owns the research

strategies. It represents the difference between

• the increase in expected profit, net of the invest-

ment cost,

pH(1− pH)R − I,
• and the rent to be left to the new entrepreneur,

pH
B
∆p

−A.

Note that, unless A = 0, it may be possible that

P̂2 > 2I − 2A

(and the NPV is then strictly positive) and

P2 < 2I −A,
since

P̂2 − (2I − 2A) > P2 − (2I −A).
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